
ar
X

iv
:1

00
7.

43
49

v1
  [

m
at

h-
ph

] 
 2

5 
Ju

l 2
01

0 Examples of Pseudo-bosons in quantum mechanics

F. Bagarello
Dipartimento di Metodi e Modelli Matematici, Facoltà di Ingegneria,
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Abstract

We discuss two physical examples of the so-called pseudo-bosons, recently introduced in

connection with pseudo-hermitian quantum mechanics. In particular, we show that the

so-called extended harmonic oscillator and the Swanson model satisfy all the assump-

tions of the pseudo-bosonic framework introduced by the author. We also prove that the

biorthogonal bases they produce are not Riesz bases.
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I Introduction

In a series of recent papers, [1]-[4], a family of excitations generalizing bosons have been intro-

duced by considering an extended version of the canonical commutation relation, [a, a†] = 11,

which look like [a, b] = 11, with b 6= a†. We have shown that, under suitable assumptions, two

families of biorthogonal bases of the Hilbert space H on which a and b act can be constructed

and that these sets may, or may not, be Riesz bases, see Section II. In particular, this character-

istic is interesting since, as we have discussed in [1], any Riesz basis by itself produces non trivial

examples of pseudo-bosons. In [3] we have shown how to construct examples of pseudo-bosons

by generalizing standard techniques used in supersymmetric quantum mechanics, while in [4]

we have analyzed some mathematical aspect of our construction. Here we continue our analy-

sis more on a physical side, discussing in details the pseudo-bosonic structure for the extended

quantum harmonic oscillator (EQHO), [5], and for the Swanson hamiltonian, [5, 6, 7].

The paper is organized as follows: in order to keep the paper self-contained, in the next

section we quickly review the general framework of pseudo-bosons. In Section III we construct

the biorthogonal bases for the EQHO. In Section IV we discuss the Swanson hamiltonian and

its pseudo-bosonic excitations. Section V contains our conclusions.

II The general settings

In this section we will review the general framework originally introduced in [1] and further

developed in [2, 3, 4].

Let H be a given Hilbert space with scalar product 〈., .〉 and related norm ‖.‖. We introduce

a pair of operators a and b acting on H and satisfying the following commutation rules

[a, b] = 11. (2.1)

Of course, this collapses to the CCR’s if b = a†. It is well known that a and/or b are unbounded

operators, so they cannot be defined in all of H. Following [1] we consider the following

Assumption 1. there exists a non-zero ϕ0 ∈ H such that aϕ0 = 0, and ϕ0 ∈ D∞(b).

Assumption 2. there exists a non-zero Ψ0 ∈ H such that b†Ψ0 = 0, and Ψ0 ∈ D∞(a†).

Here D∞(b) is the domain of all the powers of b: D∞(b) = ∩k≥0D(bk), where D(bk) is

the domain of bk. Analogously D∞(a†) is the domain of all the powers of a†. Under these
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assumptions we can introduce the following vectors of H:

ϕn =
1√
n!

bn ϕ0 and Ψn =
1√
n!
(a†)nΨ0,, n ≥ 0. (2.2)

Let us now define the unbounded operators N := b a and N := N † = a†b†. It is possible to

check that ϕn belongs to the domain of N , D(N), and Ψn ∈ D(N), for all n ≥ 0. Moreover,

Nϕn = nϕn, NΨn = nΨn. (2.3)

Under the above assumptions it is easy to check that 〈Ψn, ϕm〉 = δn,m 〈Ψ0, ϕ0〉 for all n,m ≥
0, which, if we chose the normalization of Ψ0 and ϕ0 such that 〈Ψ0, ϕ0〉 = 1, becomes

〈Ψn, ϕm〉 = δn,m, ∀n,m ≥ 0. (2.4)

This means that the sets FΨ = {Ψn, n ≥ 0} and Fϕ = {ϕn, n ≥ 0} are biorthogonal and,

because of this, the vectors of each set are linearly independent. If we now call Dϕ and DΨ

respectively the linear span of Fϕ and FΨ, and Hϕ and HΨ their closures, then

f =

∞
∑

n=0

〈Ψn, f〉 ϕn, ∀f ∈ Hϕ, h =

∞
∑

n=0

〈ϕn, h〉 Ψn, ∀h ∈ HΨ. (2.5)

What is not in general ensured is that all these Hilbert spaces do coincide, i.e. that Hϕ = HΨ =

H. Indeed, we can only state that Hϕ ⊆ H and HΨ ⊆ H. However, motivated by the examples

already discussed in the literature and by the results in Sections III and IV, we consider

Assumption 3. The above Hilbert spaces all coincide: Hϕ = HΨ = H,

which was introduced in [1]. This means, in particular, that both Fϕ and FΨ are bases of H.

Let us now introduce the operators Sϕ and SΨ via their action respectively on FΨ and Fϕ:

SϕΨn = ϕn, SΨϕn = Ψn, (2.6)

for all n ≥ 0, which also implies that Ψn = (SΨ Sϕ)Ψn and ϕn = (Sϕ SΨ)ϕn, for all n ≥ 0.

Hence

SΨ Sϕ = Sϕ SΨ = 11 ⇒ SΨ = S−1
ϕ . (2.7)

In other words, both SΨ and Sϕ are invertible and one is the inverse of the other. Furthermore,

we can also check that they are both well defined and symmetric, [1]. Moreover, if 〈Ψ0, ϕo〉 = 1,

it is possible to write these operators in a bra-ket language as

Sϕ =

∞
∑

n=0

|ϕn >< ϕn|, SΨ =

∞
∑

n=0

|Ψn >< Ψn|. (2.8)
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These expressions are only formal, at this stage, since the series could be not converging and the

operators Sϕ and SΨ could result unbounded. This aspect was widely discussed in [1], where the

role of Riesz bases in relation with the boundedness of Sϕ and SΨ has been discussed in detail.

For completeness’ sake we recall that, given an orthonormal (o.n.) basis G = {gn, n ≥ 0} of

H, and a bounded operator X with bounded inverse, G(X) := {g(X)
n := Xgn, n ≥ 0} is a Riesz

basis of H, [8]. In particular, we have shown that Sϕ and SΨ are bounded if and only if FΨ and

Fϕ are Riesz bases. In this case we will call our excitations regular pseudo-bosons, otherwise we

will just call them pseudo-bosons. We will come back on this aspect in the following sections.

We end this short review by recalling that these pseudo-bosons give rise to an interesting

intertwining relation among non self-adjoint operators, see [1]-[4] and references therein. In

particular it is easy to check that

SΨ N = NSΨ and N Sϕ = SϕN. (2.9)

This is related to the fact that the spectra of N and N coincide, and that their eigenvectors are

related by the operators Sϕ and SΨ, in agreement with the literature on intertwining operators,

[9, 10].

III The extended quantum harmonic oscillator

The hamiltonian of this model, introduced in [5], is the non self-adjoint operator Hβ =
β
2
(p2 + x2) + i

√
2 p, where β is a positive parameter and [x, p] = i. This hamiltonian is not

PT -symmetric but satisfies PHβ = H†
βP, where P and T are the parity and the time-reversal

operators. In [5] the right and left eigenvectors, as well as the spectrum of Hβ, were found.

Here we will see how this model can be discussed in the framework of Section II. In particular

we will show that these right and left eigenvectors are nothing but the eigenvectors of Hβ and

H†
β, which are automatically biorthogonal because of (2.4). We will also prove that the two

resulting sets are both complete in L2(R), but they are not Riesz bases.

Introducing the standard bosonic operators a = 1√
2

(

x+ d
dx

)

, a† = 1√
2

(

x− d
dx

)

, [a, a†] = 11,

and the number operator N = a†a, we can write Hβ = βN + (a− a†) + β
2
11 which, introducing

now the operators

Aβ = a− 1

β
, Bβ = a† +

1

β
, (3.1)

can be written as

Hβ = β (BβAβ + γβ 11) , (3.2)
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where γβ = 2+β2

2β2 . It is clear that, for all β > 0, A†
β 6= Bβ and that [Aβ, Bβ] = 11. Hence we have

to do with pseudo-bosonic operators. This, of course, does not mean that the Assumptions of

the previous section are necessarily satisfied; in [1, 3] we have discussed examples of operators

satisfying this commutation rule and for which some of the assumptions (or even all!) do not

hold. However, this is not the case here: we will show that the Assumptions 1, 2 and 3 are

indeed satisfied.

First of all, to check Assumption 1, we need to find a non zero vector ϕ
(β)
0 ∈ H such that

Aβϕ
(β)
0 = 0 and ϕ

(β)
0 ∈ D∞(Bβ). This is quite easy since condition Aβϕ

(β)
0 = 0 can be rewritten

as aϕ
(β)
0 = 1

β
ϕ
(β)
0 . Hence, ϕ

(β)
0 is a standard coherent state with parameter 1

β
:

ϕ
(β)
0 = U(β−1)ϕ0 = e−1/2β2

∞
∑

k=0

β−k

√
k!

ϕk, (3.3)

where ϕ0 is the vacuum of a, aϕ0 = 0, and U(β−1) = e
1

β
(a†−a) is the unitary (displacement)

operator appearing in the theory of coherent states, [11]. Moreover, the vectors ϕk = (a†)k√
k!

ϕ0,

k ≥ 0, in (3.3) belong to the usual ortonormal (o.n.) basis F for an harmonic oscillator with

hamiltonian h = ω
(

a†a+ 1
2

)

. Of course, for all possible choices of β, we have ‖ϕ(β)
0 ‖ = ‖ϕ0‖ =

1. In order to check whether ϕ
(β)
0 belongs to D∞(Bβ) we repeat similar calculations as in [3]:

since U−1(β−1)BβU(β−1) = Bβ/2, and since Bk
β ϕ

(β)
0 = U(β−1) (U−1(β−1)BβU(β−1))

k
ϕ0, it is

easy to check that ‖Bk
β ϕ

(β)
0 ‖ ≤ k! e2/β , k ≥ 0. Hence ϕ

(β)
0 belongs to the domain of all the

powers of Bβ, as required. This is crucial, since it implies that

ϕ(β)
n =

1√
n!

Bn
βϕ

(β)
0 , (3.4)

is well defined for all n ≥ 0.

To check now the validity of Assumption 2 we first look for the solution of B†
βΨ

(β)
0 = 0. This

can be rewritten as aΨ
(β)
0 = − 1

β
Ψ

(β)
0 , so that the solution is Ψ

(β)
0 = ϕ

(−β)
0 = U(−β−1)ϕ0 =

U−1(β−1)ϕ0. Using now the equality U(β−1)A†
βU

−1(β−1) = A†
β/2 we can also check that

‖(A†
β)

k Ψ
(β)
0 ‖ ≤ k! e2/β , k ≥ 0. Hence

Ψ(β)
n =

1√
n!

(A†
β)

nΨ
(β)
0 , (3.5)

is also well defined for all n ≥ 0. General reasons discussed in [1] show that, calling Nβ = BβAβ

and Nβ = N †
β = A†

βB
†
β, since

Nβ ϕ
(β)
n = nϕ(β)

n , NβΨ
(β)
n = nΨ(β)

n , (3.6)
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these vectors above are biorthogonal and, since
〈

ϕ
(β)
0 ,Ψ

(β)
0

〉

= e−2/β2

, the following holds:

〈

ϕ(β)
n ,Ψ(β)

m

〉

= δn,m e−2/β2

. (3.7)

Remark:– We could remove the factor e−2/β2

by changing the normalization of ϕ
(β)
0 and

Ψ
(β)
0 . We prefer to keep this normalization since it is standard for coherent states.

Remark:– Since in the x-representation the coherent states of a = 1√
2

(

x+ d
dx

)

with eigen-

values ± 1
β
look like 1

π1/4 e
− 1

2
(x∓

√
2/β)2 , it is possible to deduce the following expressions for the

vectors introduced so far, which we now write introducing explicitly the dependence on x:

ϕ(β)
n (x) =

1

π1/4
√
2n n!

(

x− d

dx
+

√
2

β

)n

e−
1

2
(x−

√
2/β)2 ,

and

Ψ(β)
n (x) =

1

π1/4
√
2n n!

(

x− d

dx
−

√
2

β

)n

e−
1

2
(x+

√
2/β)2 .

Not surprisingly, these functions coincide, except for some normalization constants, with the

right and left eigenvectors in [5].

Let us now define the following sets of vectors: F (β)
ϕ = {ϕ(β)

n , n ≥ 0} and F (β)
Ψ = {Ψ(β)

n , n ≥
0}, their linear span D(β)

ϕ and D(β)
Ψ , and the Hilbert spaces H(β)

ϕ and H(β)
Ψ obtained taking their

closures.

Concerning Assumption 3, we will now prove that F (β)
ϕ is complete in H. To show this, we

first observe that U−1(β−1)a†U(β−1) = Bβ , so that

ϕ(β)
n =

1√
n!

U−1(β−1)(a†)U(2β−1)ϕ0.

Hence, we can check that a generic vector f ∈ H is orthogonal to all the ϕ
(β)
n ’s if the following

scalar products are all zero:
〈

U(−β−1)f,
(

a† + 2
β
11
)n

ϕ0

〉

= 0 for all n ≥ 0. This immediately

implies that
〈

U(−β−1)f, (a†)nϕ0

〉

= 0 for all n ≥ 0, and therefore that U(−β−1)f = 0, since F
is an o.n. basis of H. Hence f = 0.

Similar techniques also show that F (β)
Ψ is complete in H. We conclude that Assumption 3

holds true.

To check whether F (β)
ϕ and F (β)

Ψ are Riesz bases or not it is convenient to introduce the

following self-adjoint, unbounded and invertible operator: Vβ = e(a+a†)/β . This is useful because

it turns out that

Aβ = VβaV
−1
β , Bβ = Vβa

†V −1
β . (3.8)

6



It should be stressed that these equalities, as well as many of those which will appear in the rest

of this section, are only defined on the dense set F , since they involve unbounded operators.

Formula (3.8) implies that Hβ can be related to a self adjoint operator hβ = β(a†a + γβ11)

as Hβ = VβhβV
−1
β or, equivalently as

HβVβ = Vβhβ, (3.9)

which shows that Vβ is an intertwining operator (IO) relating hβ and Hβ. Moreover, taking

the adjoint of (3.9), we get VβH
†
β = hβVβ, so that Vβ is also an IO between hβ and H†

β. This

has well known consequences on the spectra of the three operators hβ , Hβ and H†
β and on their

eigenstates, [9].

In particular we have hβϕk = ǫ
(β)
k ϕk, where ǫ

(β)
k = β(k + γβ), ∀k ≥ 0. Hence, calling

Φ
(β)
k := Vβ ϕk, which is clearly different from zero for all k since ker(Vβ) = {0}, we have, using

the intertwining equality (3.9),

HβΦ
(β)
k = HβVβ ϕk = Vβhβϕk = ǫ

(β)
k Vβϕk = ǫ

(β)
k Φ

(β)
k .

Moreover, because of (3.6), since Hβ ϕ
(β)
k = β(Nβ + γβ)ϕ

(β)
k = ǫ

(β)
k ϕ

(β)
k , and assuming that the

eigenvalues ǫ
(β)
k are all non degenerate, it turns out that ϕ

(β)
k = αk Φ

(β)
k for all k ≥ 0, where αk

are simply complex constants. As a matter of fact we can further check that all these constants

coincide: αk = e−1/β2

, k ≥ 0, so that, in conclusion,

ϕ
(β)
k = e−1/β2

Vβ ϕk, (3.10)

for all k ≥ 0. Similar arguments can be repeated to analyze the eigensystem of H†
β: since

H†
β = V −1

β hβVβ, if we put Υ
(β)
k = V −1

β ϕk for all k ≥ 0, we get H†
β Υ

(β)
k = ǫ

(β)
k Υ

(β)
k . Moreover,

using (3.6), H†
β Ψ

(β)
k = β(Nβ + γβ)Ψ

(β)
k = ǫ

(β)
k Ψ

(β)
k . Therefore, because of the non degeneracy of

ǫ
(β)
k , we again deduce a proportionality between Υ

(β)
k and Ψ

(β)
k , which produces the equality

Ψ
(β)
k = e−1/β2

V −1
β ϕk, (3.11)

for all k ≥ 0. This equation, together with (3.10), also implies that Ψ
(β)
k = V −2

β ϕ
(β)
k , ∀k ≥ 0.

Therefore, recalling (2.6), we recover the explicit expressions for the operators S
(β)
Ψ and S

(β)
ϕ :

S
(β)
Ψ = V −2

β and, consequently, S
(β)
ϕ = V 2

β . This is in agreement with the following computations,

extending formulas (2.8) to the present situation where
〈

ϕ
(β)
0 ,Ψ

(β)
0

〉

= e−2/β2 6= 1:

1
〈

ϕ
(β)
0 ,Ψ

(β)
0

〉

∞
∑

n=0

∣

∣ϕ(β)
n 〉〈Ψ(β)

n

∣

∣ = Vβ

( ∞
∑

n=0

|ϕn 〉〈ϕn|
)

V †
β = V 2

β = S(β)
ϕ ,
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1
〈

Ψ
(β)
0 , ϕ

(β)
0

〉

∞
∑

n=0

∣

∣Ψ(β)
n 〉〈ϕ(β)

n

∣

∣ = V −1
β

( ∞
∑

n=0

|ϕn 〉〈ϕn|
)

(V −1
β )† = V −2

β = S
(β)
Ψ ,

where we have used the closure relation for F :
∑∞

k=0 |ϕn〉 〈ϕn| = 11. We also have

1
〈

Ψ
(β)
0 , ϕ

(β)
0

〉

∞
∑

n=0

∣

∣ϕ(β)
n 〉〈Ψ(β)

n

∣

∣ = Vβ

( ∞
∑

n=0

|ϕn 〉〈ϕn|
)

V −1
β = 11.

Going back to the nature of the sets F (β)
ϕ and F (β)

Ψ , since their vectors are obtained by the o.n.

basis F via the action of the two unbounded operators Vβ and V −1
β , they are not Riesz bases.

Hence, Assumption 4 in [1] is not satisfied: we have pseudo-bosons which are not regular.

IV The Swanson hamiltonian

The starting point is the following non self-adjoint hamiltonian, [5]:

Hθ =
1

2

(

p2 + x2
)

− i

2
tan(2θ)

(

p2 − x2
)

,

where θ is a real parameter taking value in
(

−π
4
, π
4

)

\ {0} =: I. It is clear that H†
θ = H−θ 6= Hθ,

for all θ ∈ I. As usual, [x, p] = i11. Introducing the annihilation and creation operators a and

a† we write

Hθ = N +
i

2
tan(2θ)

(

a2 + (a†)2
)

+
1

2
11,

where N = a†a. This hamiltonian can be rewritten by introducing the operators
{

Aθ = cos(θ) a+ i sin(θ) a†,

Bθ = cos(θ) a† + i sin(θ) a,
(4.1)

as

Hθ = ωθ

(

Bθ Aθ +
1

2
11

)

, (4.2)

where ωθ =
1

cos(2θ)
is well defined since cos(2θ) 6= 0 for all θ ∈ I. It is clear that A†

θ 6= Bθ and

that [Aθ, Bθ] = 11. Hence we can try to see if it is possible to construct pseudo-bosons out of

this hamiltonian (i.e. if Assumptions 1, 2 and 3 hold), or, even more, if regular pseudo-bosons

arise (i.e. if also Assumption 4 of [1] is satisfied). It will be convenient to rewrite (4.1) by using

the coordinate expressions for a and a†:
{

Aθ =
1√
2

(

eiθx+ e−iθ d
dx

)

,

Bθ =
1√
2

(

eiθx− e−iθ d
dx

)

.
(4.3)
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We are now ready to check the validity of Assumptions 1 and 2. To begin with, we consider an

abstract point of view: ϕ
(θ)
0 satisfies Aθϕ

(θ)
0 = 0 if and only if aϕ

(θ)
0 = −i tan(θ) a† ϕ

(θ)
0 . Expand-

ing ϕ
(θ)
0 in both sides of this equality in terms of the o.n. basis F = {ϕn, n ≥ 0} introduced in

the previous section, ϕ
(θ)
0 =

∑∞
n=0 cnϕn, and taking the scalar product of the resulting equation

with ϕj , j = 0, 1, 2, . . ., we deduce that c2n+1 = 0 and c2n = (−i tan(θ))n
√

(2n−1)!!
(2n)!!

c0, ∀n ≥ 0.

Here (2n)!! = 2n ·2(n−1) ·2(n−2) · · ·4 ·2 and (2n+1)!! = (2n+1) · (2n−1) · (2n−3) · · ·5 ·3 ·1.
Therefore we get

ϕ
(θ)
0 = c0

∞
∑

n=0

(−i tan(θ))n

√

(2n− 1)!!

(2n)!!
ϕ2n.

This vector belongs to H for all θ ∈ I. Indeed we have ‖ϕ(θ)
0 ‖2 = |c0|2

∑∞
n=0 (tan(θ))

2n (2n−1)!!
(2n)!!

,

which is always convergent for all θ ∈ I.

Similar computations can be repeated to find the vector Ψ
(θ)
0 satisfying B†

θΨ
(θ)
0 = 0. In this

case we find

Ψ
(θ)
0 = d0

∞
∑

n=0

(i tan(θ))n

√

(2n− 1)!!

(2n)!!
ϕ2n,

and ‖Ψ(θ)
0 ‖2 = |d0|2

∑∞
n=0 (tan(θ))

2n (2n−1)!!
(2n)!!

. To conclude that Assumptions 1 and 2 are verified,

we still have to verify that the vectors we have found here belong to D∞(Bθ) and D∞(A†
θ)

respectively. This would produce a rather long computation, which can be made much simpler

if we work directly in the coordinate representation, i.e. considering the expressions (4.3) of

our pseudo-bosonic operators. From now on, this will be our point of view.

Equation Aθϕ
(θ)
0 = 0 becomes

(

eiθx+ e−iθ d
dx

)

ϕ
(θ)
0 (x) = 0 whose solution is

ϕ
(θ)
0 (x) = N1 exp

{

−1

2
e2iθ x2

}

, (4.4)

whereN1 is a normalization constant. Analogously, B†
θΨ

(θ)
0 = 0 becomes

(

e−iθx+ eiθ d
dx

)

Ψ
(θ)
0 (x) =

0, so that

Ψ
(θ)
0 (x) = N2 exp

{

−1

2
e−2iθ x2

}

, (4.5)

where, again, N2 is a normalization constant. Notice that, since ℜ(e±2iθ) = cos(2θ) > 0 for all

θ ∈ I, both ϕ
(θ)
0 (x) and Ψ

(θ)
0 (x) belong to L2(R), which is the Hilbert space H of the theory.

Defining now the vectors ϕ
(θ)
n (x) and Ψ

(θ)
n (x) as in (2.2), we find the following interesting

result:

{

ϕ
(θ)
n (x) = 1√

n!
Bn

θ ϕ
(θ)
0 (x) = N1√

2n n!
Hn

(

eiθx
)

exp
{

−1
2
e2iθ x2

}

,

Ψ
(θ)
n (x) = 1√

n!
(A†

θ)
n Ψ

(θ)
0 (x) = N2√

2n n!
Hn

(

e−iθx
)

exp
{

−1
2
e−2iθ x2

}

,
(4.6)
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where Hn(x) is the n-th Hermite polynomial. These equalities can be proved using induction

on n and the following identity of Hermite polynomials: Hn+1(x) = 2xHn(x)−2nHn−1(x). The

norm of the vectors in (4.6) can be computed using the following formula:

∫ ∞

0

e−px2

Hn(bx)Hn(cx) dx =
2n−1 n!

√
π

p(n+1)/2
(b2 + c2 − p)n/2 Pn

(

bc
√

p(b2 + c2 − p)

)

which holds for all p with positive real part, [12]. Here Pn is the n-th Legendre polynomial.

Therefore we find

‖ϕ(θ)
n ‖2 = |N1|2 cos

(

π

cos(2θ)

)

Pn

(

1

cos(2θ)

)

and

‖Ψ(θ)
n ‖2 = |N2|2 cos

(

π

cos(2θ)

)

Pn

(

1

cos(2θ)

)

,

which are both well defined (even if the argument of Pn does not belong to the interval [−1, 1]),

for all fixed n. Hence Assumptions 1 and 2 are necessarily satisfied. This was already clear from

(4.6), since the product of a polynomial of any order times a gaussian is square integrable. What

is not clear at this stage is whether the sets F (θ)
ϕ = {ϕ(θ)

n (x), n ≥ 0} and F (θ)
Ψ = {Ψ(θ)

n (x), n ≥ 0}
are (i) complete in L2(R); (ii) Riesz bases.

To answer to the first question we use the same general idea adopted in [3], which was

based on a result discussed in [13]: if ρ(x) is a Lebesgue-measurable function which is different

from zero almost everywhere (a.e.) in R and if there exist two positive constants δ, C such that

|ρ(x)| ≤ C e−δ|x| a.e. in R, then the set {xn ρ(x)} is complete in L2(R).

Having this in mind, first of all we notice that F (θ)
ϕ is complete in L2(R) if and only if

the set F (θ)
π := {π(θ)

n (x) = xn exp
{

−1
2
e2iθ x2

}

, n ≥ 0} is complete in L2(R). Hence, because

of the above cited result and since exp
{

−1
2
e2iθ x2

}

satisfies for our values of θ the conditions

required to ρ(x), then F (θ)
π is complete and, as a consequence, F (θ)

ϕ is complete in L2(R). The

same conclusion can be deduced for the set F (θ)
Ψ , which is therefore also complete in L2(R).

Therefore, Assumption 3 is satisfied: Hϕ = HΨ = H.

Let us now go back to the biorthogonality of the two sets F (θ)
ϕ and F (θ)

Ψ . Condition
〈

ϕ
(θ)
0 ,Ψ

(θ)
0

〉

= 1 is ensured by requiring that N1N2 = e−iθ
√
π
. Hence, with this choice, we know

that
〈

ϕ
(θ)
n ,Ψ

(θ)
m

〉

= δn,m which can be written explicitly as

∫

R

Hn

(

e−iθx
)

Hm

(

e−iθx
)

e−e−2iθx2

dx = δn,m
√
2n+m π n!m!,

which is a non trivial integral which can also be found in [12].
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To understand whether our biorthogonal sets are Riesz bases or not we will proceed as in

the previous section, by introducing a certain unbounded operator and showing for instance

that this operator maps an o.n. basis of H into the set F (θ)
ϕ . This would imply that F (θ)

ϕ cannot

be a Riesz basis.

Let us introduce the following unbounded, self-adjoint and invertible operator Tθ = ei
θ
2
(a2−a†

2
).

Then we have

Aθ = TθaT
−1
θ , Bθ = Tθa

†T−1
θ . (4.7)

This implies that Hθ = TθhθT
−1
θ , where hθ = ωθ

(

a†a+ 1
2
11
)

. Hence, as in the previous model,

Tθ is an IO:

HθTθ = Tθhθ, TθH
†
θ = hθTθ (4.8)

The same arguments discussed in Section III show that, if the eigenvalues ω
(θ)
n = ω(n + 1/2)

are non degenerate, then a single complex constant α must exist such that

ϕ(θ)
n = α Tθ ϕn, and Ψ(θ)

n =
1

α
T−1
θ ϕn (4.9)

These equalities show, in particular, that neither F (θ)
ϕ nor F (θ)

Ψ are Riesz bases. Also, we

deduce that S
(θ)
ϕ = |α|2 T 2

θ and S
(θ)
Ψ = |α|−2 T−2

θ . This is in agreement with the following

(formal) computations:

∞
∑

n=0

∣

∣ϕ(θ)
n 〉〈ϕ(θ)

n

∣

∣ = αTθ

( ∞
∑

n=0

|ϕn 〉〈ϕn|
)

(αTθ)
† = |α|2T 2

θ = S(β)
ϕ ,

as well as

∞
∑

n=0

∣

∣Ψ(θ)
n 〉〈Ψ(θ)

n

∣

∣ =
1

α
T−1
θ

( ∞
∑

n=0

|ϕn 〉〈ϕn|
)

(

1

α
T−1
θ

)†
=

1

|α|2T
−2
θ = S

(β)
Ψ .

The resolution of the identity looks like

∞
∑

n=0

∣

∣ϕ(θ)
n 〉〈Ψ(θ)

n

∣

∣ = αTθ

( ∞
∑

n=0

|ϕn 〉〈ϕn|
)

1

α
T−1
θ = 11.

Before closing the section it is interesting to notice that these results could be slightly

generalized by reversing the point of view we have considered so far: up to now we have

considered non self-adjoint hamiltonians which can be written essentially as pseudo-bosonic

number operators. Then we have discovered that an unbounded map exists which transforms

11



the pseudo-bosonic operators into standard bosons, see (3.8) and (4.7). Now we start considering

the unbounded map Tα,β = eαa
2+βa†

2

depending on two real parameters α and β and we

define two operators Aα,β = Tα,β a T
−1
α,β and Bα,β = Tα,β a

† T−1
α,β. It is possible to deduce that

Aα,β = a cos(
√
4αβ)−

√

β
α
sin(

√
4αβ) a† and Bα,β = a† cos(

√
4αβ) +

√

α
β
sin(

√
4αβ) a, which

is clearly different from A†
α,β, in general. Moreover, [Aα,β, Bα,β] = 11. Hence, we have easily

constructed a pseudo-bosonic commutation rule. However, there is not a big difference between

these operators and the operators Aθ, Bθ considered above in this section. For this reason we

will not construct the biorthogonal sets arising from Aα,β and Bα,β: the main steps will not

differ significantly from those already considered here.

V Conclusions

In this note we have shown that some non self-adjoint hamiltonians related to relevant quantum

models can be analyzed within the framework of pseudo-bosons. It is also shown that these

models give not rise to regular pseudo-bosons, since the biorthogonal bases they produce are

not Riesz bases. This result, together with other models considered so far, suggests that

pseudo-bosons may have a real physical interpretation while regular pseudo-bosons are mainly

mathematical objects. This suggests that unbounded operators play a crucial role in the analysis

of physical pseudo-bosons, which, in a sense, is in agreement with all the literature on the

subject: most quantum mechanical systems (but for those living in finite dimensional Hilbert

spaces, for which the operators are just matrices whose spectra are automatically bounded)

depend on unbounded operators! Regularity looks more like a mathematical (rather than

physical) requirement. Consequently, the role of Riesz bases appear more interesting from a

mathematical rather than from a physical point of view.

A natural question to consider is now the following: how much of this general structure can

be extended to generic non-hermitian hamiltonians? This is work in progress.
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