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SPECTRAL CALCULUS AND LIPSCHITZ EXTENSION

FOR BARYCENTRIC METRIC SPACES

MANOR MENDEL AND ASSAF NAOR

Dedicated to Nigel Kalton

Abstract. The metric Markov cotype of barycentric metric spaces
is computed, yielding the first class of metric spaces that are not
Banach spaces for which this bi-Lipschitz invariant is understood.
It is shown that this leads to new nonlinear spectral calculus in-
equalities, as well as a unified framework for Lipschitz extension,
including new Lipschitz extension results for CAT (0) targets. An
example that elucidates the relation between metric Markov cotype
and Rademacher cotype is analyzed, showing that a classical Lips-
chitz extension theorem of Johnson, Lindenstrauss and Benyamini
is asymptotically sharp.

1. Introduction

Our main purpose here is to compute a bi-Lipschitz invariant, called
metric Markov cotype, for barycentric metric spaces; an important class
of metric spaces that contains all uniformly convex Banach spaces as
well as complete simply connected metric spaces that are nonpositively
curved in the sense of Aleksandrov.
The notion of metric Markov cotype arises from the deep work [3]

of K. Ball on the Lipschitz extension problem. Based mainly on Ball’s
ideas in [3], combined with some additional geometric ingredients, we
establish a fully nonlinear version of Ball’s extension theorem that al-
lows for targets that are not necessarily Banach spaces. Due to our
computation of metric Markov cotype for barycentric spaces, this yields
a versatile Lipschitz extension theorem that contains as special cases
many Lipschitz extension theorems that appeared in the literature, as
well as Lipschitz extension results that were previously unknown.
Another use of metric Markov cotype is due to [43], where it is

shown to yield spectral calculus inequalities for nonlinear spectral gaps.
Consequently, our computation of metric Markov cotype for barycen-
tric metric spaces implies new nonlinear spectral calculus inequalities
which, in the special case of CAT (0) spaces, lay the groundwork for
our forthcoming construction [44] of expanders with respect to certain
Hadamard spaces and random graphs.

1

http://arxiv.org/abs/1301.3963v2


2 MANOR MENDEL AND ASSAF NAOR

Finally, we show that a beautiful construction of Kalton [29] yields a
closed linear subspace X of L1 (thus in particular X has Rademacher
cotype 2) that fails to have finite metric Markov cotype. By obtaining
a quantitative version of Kalton’s result, we show that a classical Lips-
chitz extension theorem of Johnson, Lindenstrauss and Benyamini [23]
is asymptotically sharp.
In order to give precise formulations of the above results one needs to

recall some background. This will be done in the subsequent sections
that contain a detailed description of the contents of this paper.

1.1. Markov type and metric Markov cotype. Given n ∈ N and

π ∈ ∆n−1 def
= {x ∈ [0, 1]n :

∑n
i=1 xi = 1}, recall that a stochastic matrix

A = (aij) ∈Mn(R) (here and in what follows, Mn(R) denotes as usual
the n by n matrices with real entries) is said to be reversible relative
to the probability vector π if πiaij = πjaji for all i, j ∈ {1, . . . , n}. The
following important definition is due to K. Ball [3].

Definition 1.1 (Markov type p). A metric space (X, dX) is a said to
have Markov type p ∈ (0,∞) with constant M ∈ (0,∞) if for every
n, t ∈ N and every π ∈ ∆n−1, if A = (aij) ∈ Mn(R) is a stochastic
matrix that is reversible relative to π then every x1, . . . , xn ∈ X satisfy

n∑

i=1

n∑

j=1

πi(A
t)ijdX(xi, xj)

p 6Mpt
n∑

i=1

n∑

j=1

πiaijdX(xi, xj)
p. (1)

The infimum over those M ∈ (0,∞) satisfying (1) is denoted Mp(X).

The triangle inequality implies that M1(X) = 1 for every metric
space (X, dX), and Ball proved in [3] that Mp(ℓp) = 1 for p ∈ [1, 2].
In [50] it is shown that M2(ℓp) .

√
p for p ∈ [2,∞) (here, and in what

follows, A . B and B & A denotes the estimate A 6 CB for some
absolute constant C ∈ (0,∞)). Additional examples of computations
of Markov type will be discussed in Section 1.5.
Markov type is a bi-Lipschitz invariant that has proved itself useful

to a variety problems in metric geometry, one of which will be recalled
below. We refer to [3] for the natural probabilistic interpretation of (1)
that explains the above terminology (this interpretation is not needed
in the present paper, but it is important elsewhere).

Definition 1.2 (metric Markov cotype p). A metric space (X, dX) is
said to have metric Markov cotype p ∈ (0,∞) with constantN ∈ (0,∞)
if for every n, t ∈ N and every π ∈ ∆n−1, if A = (aij) ∈ Mn(R)
is a stochastic matrix that is reversible relative to π then for every
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x1, . . . , xn ∈ X there exist y1, . . . , yn ∈ X satisfying

n∑

i=1

πidX(xi, yi)
p + t

n∑

i=1

n∑

j=1

πiaijdX(yi, yj)
p

6 Np
n∑

i=1

n∑

j=1

πi

(

1

t

t∑

s=1

As

)

ij

dX(xi, xj)
p. (2)

The infimum over those N ∈ (0,∞) satisfying (1) is denoted Np(X).

Definition 1.2 is taken from [43]. In [3] Ball suggested a seemingly
different notion of Markov cotype, but it is in fact equivalent to Def-
inition 1.2, as explained in Section 7. Due to applications of (2) that
will be described later, we believe that it is beneficial to work with the
above definition of metric Markov cotype rather than Ball’s original
formulation. See Section 7 for a description of Ball’s approach.
Condition (2) originates from an attempt to introduce an invari-

ant that is “dual” to Markov type by reversing the inequality in (1).
However, no non-singleton metric space can satisfy (1) with the direc-
tion of the inequality reversed (this follows formally from observations
in [51] and [42], and can be also easily verified directly). (2) achieves
a similar reversal of (1) by allowing one to pass from the initial points
x1, . . . , xn ∈ X to new points y1, . . . , yn ∈ X . The first summand in
the left hand side of (2) ensures that on average (with respect to π) yi
is close to xi. The remaining terms in (2) correspond to the reversal
of (1), with {xi}ni=1 replaced by {yi}ni=1 in the left hand side, and the
power At replaced by the Cesàro average 1

t

∑t
s=1A

s.
Due to [3, 43], Banach spaces that admit an equivalent norm whose

modulus of convexity has power type p have metric Markov cotype p,
in particular Np(ℓp) . 1 for p ∈ [2,∞) and N2(ℓp) . 1/

√
p− 1 for

p ∈ (1, 2]. Prior to the present work this was the only nontrivial class
of metric spaces whose metric Markov cotype was known. Here we
enrich the repertoire of metric spaces for which one can prove a metric
Markov cotype inequality such as (2), treating also spaces that are not
necessarily Banach spaces.

1.2. Barycentric metric spaces. In order to avoid measurability
considerations that are irrelevant to the discussion at hand, we will
tacitly assume throughout this article that all measures are finitely
supported and all σ-algebras are finite.
The set of probability measures on a set X is denoted PX . Denoting

the point mass at x ∈ X by δx ∈ PX , every µ ∈ PX can be written
uniquely as µ =

∑n
i=1 λiδxi

for some n ∈ N, distinct x1, . . . , xn ∈ X
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and (λ1, . . . , λn) ∈ ∆n−1∩(0, 1]n. A coupling of µ, ν ∈ PX is a measure
π ∈ PX×X such that

∑

z∈X π(x, z) = µ(x) and
∑

z∈X π(z, y) = ν(y)
for every x, y ∈ X (both of these sums are finite). The set of all the
couplings of µ and ν is denoted Π(µ, ν) ⊆ PX×X . If (X, dX) is a metric
space and p ∈ [1,∞) then the corresponding Wasserstein p metric on
PX is defined as usual by

∀µ, ν ∈ PX , Wp(µ, ν)
def
= inf

π∈Π(µ,ν)

(∫

X×X

dX(x, y)
pdπ(x, y)

)1/p

.

Definition 1.3 (Wp barycentric metric space). Fix p,Γ ∈ [1,∞). A
metric space (X, dX) is said to be Wp barycentric with constant Γ if
there exists a mapping B : PX → X satisfying B(δx) = x for every
x ∈ X , and

∀µ, ν ∈ PX , dX(B(µ),B(ν)) 6 ΓWp(µ, ν). (3)

(X, dX) is said to beWp barycentric if it isWp barycentric with constant
Γ for some Γ ∈ [1,∞).

In what follows, a mapping B : PX → X satisfying B(δx) = x
for every x ∈ X will be called a barycenter map. The notion of Wp

barycentric metric spaces was studied by several authors: see e.g. [33,
17, 60, 20, 54, 53]. Note that if (X, dX) isWp barycentric with constant
Γ then it is also Wq barycentric with constant Γ for every q > p.
Normed spaces are W1 barycentric with constant Γ = 1, as exhibited
by the barycenter map B(µ) =

∫

X
xdµ(x). Metric spaces that are

nonpositively curved in the sense of Busemann (see [9]) are also W1

barycentric with constant Γ = 1, as shown in [17, 53].

Definition 1.4 (p-barycentric metric space). Fix p,K ∈ [1,∞). A
metric space (X, dX) is said to be p-barycentric with constant K if
there exists a mapping B : PX → X such that for every x ∈ X and
µ ∈ PX we have

dX (x,B(µ))p +
1

Kp

∫

X

dX(B(µ), y)pdµ(y) 6

∫

X

dX(x, y)
pdµ(y). (4)

(X, dX) is said to be p-barycentric if it is p-barycentric with constant
K for some K ∈ [1,∞).

The appearance of the constant K in the left hand side of (4) is
natural from the point of view of Banach space theory (see [3, Lem 3.1]
and [43, Lem. 6.5]), but note that it means that (unless K = 1) B(µ)
need not be a point x ∈ X which minimizes the right hand side of (4).
In many cases of interest one defines barycenters as minimizers of the
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right hand side of (4), but as will become clear from the ensuing con-
siderations, Definition 1.4 suffices for many purposes.
In what follows, whenever we say that a metric space isWp barycen-

tric with constant Γ and also q-barycentric with constant K we mean
that Definition 1.3 and Definition 1.4 are satisfied with respect to the
same barycenter map B : PX → X . Examples of such spaces include
all complete CAT (0) metric spaces (Hadamard spaces), which are W1

barycentric with constant 1 (see [33, Lem. 4.2] or [60, Thm. 6.3]) and
also 2-barycentric with constant 1 (see [33, Lem. 4.1] or [60, Lem. 4.4]).
Banach spaces whose modulus of uniform convexity have power type
p ∈ [2,∞) are W1 barycentric with constant 1 and also p-barycentric
(see [3, Lem 3.1] for p = 2 and [43, Lem. 6.5] for p ∈ [2,∞)).
We refer to the books [6, 26, 9] for an extensive discussion of the

important class of CAT (0) metric spaces, which includes e.g. complete
simply connected Riemannian manifolds with nonpositive sectional cur-
vature and Euclidean Tits buildings. For the sake of readers who are
not familiar with this notion we state that the definition of the class of
CAT (0) metric spaces can be taken to be those metric spaces (X, dX)
for which there exists a mapping B : PX → X that satisfies (4) with
p = 2 and K = 1 for probability measures µ that are supported on at
most two points [60, Thm. 4.9]. Readers who are not familiar with the
theory of uniformly convex Banach spaces are referred to [18, 5].

1.3. Metric Markov cotype for barycentric metric spaces. In
Section 3 we prove the following result.

Theorem 1.5. Fix p,K,Γ ∈ [1,∞). Suppose that (X, dX) is a metric
space that isWp barycentric with constant Γ and also p-barycentric with
constant K. Then (X, dX) has metric Markov cotype p with

Np(X) . ΓK. (5)

The special case of Theorem 1.5 when X is a Banach space whose
modulus of uniform convexity has power type p was proved in [3, 43].
Our proof of Theorem 1.5 is based on an extension of the method of [43]
to the present nonlinear setting. In particular we prove for this purpose
a nonlinear analogue of Pisier’s martingale cotype inequality [57]; see
Section 2 below.

Remark 1.6. The property of having metric Markov cotype p is clearly a
bi-Lipschitz invariant. Similarly, the property of being Wp barycentric
is a bi-Lipschitz invariant, but this is not the case for the property of
being p-barycentic. Thus Theorem 1.5 leaves something to be desired,
since its assumption is not invariant under bi-Lipschitz deformations
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while its conclusion is. By examining the proof of Theorem 1.5 one can
extract a somewhat tedious bi-Lipschitz invariant condition that im-
plies the same conclusion (5). It would be interesting to obtain a clean
intrinsic characterization of those metric spaces (X, dX) that are bi-
Lipschitz equivalent to a p-barycentric metric space. For Banach spaces
this was done in [45], the desired metric invariant being the notion of
Markov p-convexity (see [45] for the definition). The method of [45] re-
lies on the Banach space structure, so it remains open to characterize
intrinsically those Wp barycentric metric spaces that are bi-Lipschitz
equivalent to a p-barycentric metric space. It would also be interesting
to characterize those Finsler manifolds that are p-barycentric.

1.4. Calculus for nonlinear spectral gaps. Let A = (aij) ∈Mn(R)
be a symmetric stochastic matrix. Denote the decreasing rearangment
of the eigenvalues of A by 1 = λ1(A) > λ2(A) > λn(A) > −1, and
write λ(A) = maxi∈{2,...,n} |λi(A)|.
Following [43], given a metric space (X, dX) and p ∈ (0,∞) let

γ+(A, d
p
X) denote the infimum over those γ+ ∈ (0,∞] for which ev-

ery x1, . . . , xn, y1, . . . , yn ∈ X satisfy

1

n2

n∑

i=1

n∑

j=1

dX(xi, yj)
p 6

γ+
n

n∑

i=1

n∑

j=1

aijdX(xi, yj)
p. (6)

Letting dR denote the standard metric on R, i.e., dR(x, y) = |x−y|, by
simple linear algebra we see that γ+(A, d

2
R
) = 1/(1−λ(A)). One should

therefore think of the quantity γ+(A, d
p
X) as measuring the magnitude

of the nonlinear absolute spectral gap of the matrix A with respect
to the geometry of X . We refer to [43] for a detailed discussion of
nonlinear spectral gaps and their applications.
Despite the fact that we call inequalities such as (6) “spectral in-

equalities”, there is no actual spectrum present here, and therefore
tools that are straightforward in the linear setting due to the link to
linear algebra fail to hold true in general. This is especially important
in the context of nonlinear spectral calculus, where one aims to relate
γ+(A

t, dpX) to γ+(A, d
p
X). We refer to [43] for an explanation of the

importance of this problem, where the following theorem is proved.

Theorem 1.7. There exists a universal constant κ ∈ (0,∞) with the
following property. Suppose that p ∈ [1,∞) and that (X, dX) is a metric
space that has metric Markov cotype p. Then for every n, t ∈ N, every
symmetric stochastic matrix A ∈Mn(R) satisfies

γ+

(

1

t

t∑

s=1

As, dpX

)

6 (κNp(X))pmax

{

1,
γ+(A, d

p
X)

t

}

.
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By combining Theorem 1.5 and Theorem 1.7 we conclude that the
following result holds true.

Theorem 1.8. There exists a universal constant c ∈ (1,∞) such that
for every p,K,Γ ∈ [1,∞), if (X, dX) is a metric space that is Wp

barycentric with constant Γ and p-barycentric with constant K then for
every n, t ∈ N, every symmetric stochastic matrix A ∈ Mn(R) satisfies

γ+

(

1

t

t∑

s=1

As, dpX

)

6 (cΓK)p max

{

1,
γ+(A, d

p
X)

t

}

. (7)

For future applications it is worthwhile to single out the following
special case of Theorem 1.8.

Corollary 1.9. Suppose that (X, dX) is a CAT (0) space. Then for
every n, t ∈ N, every symmetric stochastic matrix A ∈ Mn(R) satisfies

γ+

(

1

t

t∑

s=1

As, d2X

)

. max

{

1,
γ+(A, d

2
X)

t

}

.

Corollary 1.9 was the main motivation for the investigations that
led to the present paper, since it plays a key role in our forthcoming
work [44] that establishes for the first time the existence of expanders
with respect to certain Hadamard spaces and random graphs.
For the purpose of the applications in [44], the fact that the spectral

calculus inequality (7) involves Cesàro averages of A rather than powers
of A is immaterial, but it is natural to ask if it is possible to relate
γ+(A

t, dpX) to γ+(A, d
p
X). In the setting of general barycentric metric

spaces this question remains open, but for CAT (0) spaces, or more
generally under the requirement K = 1 in (4), it is indeed possible to
do so, albeit via an upper bound on γ+(A

t, dpX) in terms of γ+(A, d
p
X)

that is weaker than the right hand side of (7).

Theorem 1.10. There is a universal constant C ∈ (0,∞) with the fol-
lowing property. Fix p,Γ ∈ [1,∞) and suppose that (X, dX) is a metric
space that is Wp barycentric with constant Γ and p-barycentric with
constant K = 1. Then for every n, t ∈ N, every symmetric stochastic
matrix A ∈Mn(R) satisfies

γ+
(
At, dpX

)
6 (CΓ)p

(

max

{

1, p · γ+(A, d
p
X)

t

})p

.

Our proof of Theorem 1.10 relies on ideas from [43, Sec. 6], where
a similar treatment is given to uniformly convex Banach spaces (in
this special context the conclusion of Theorem 1.10 holds true even
without the restriction K = 1). In the present nonlinear setting several
modifications of the argument of [43] are required; see Section 4 below.
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1.5. Lipschitz extension. If (X, dX) and (Y, dY ) are metric spaces
then for every S ⊆ X denote by e(X,S, Y ) the infimum over those
L ∈ (0,∞) such that for every Lipschitz function f : S → Y there
exists F : X → Y with F (x) = f(x) for every x ∈ S such that
‖F‖Lip 6 L‖f‖Lip, where ‖f‖Lip denotes the Lipschitz constant of f . If
no such L exists then set e(X,S, Y ) = ∞.
Defining

e(X, Y )
def
= sup {e(X,S, Y ) : S ⊆ X} ,

the goal of the Lipschitz extension problem is to understand which
pairs of metric spaces (X, dX), (Y, dY ) satisfy e(X, Y ) <∞, and, when
that happens, to obtain good bounds on e(X, Y ). Due to its intrinsic
importance as well as many applications in analysis and geometry, the
Lipschitz extension problem has been extensively investigated over the
past century. We shall not attempt to indicate the vast literature on
this topic, referring instead to the book [11] and the references therein.
K. Ball introduced [3] the notions of Markov type and cotype in

order to prove an important Lipschitz extension theorem known today
as Ball’s extension theorem. Based on Ball’s ideas in [3], the following
result is proved in Section 5.

Theorem 1.11 (generalized Ball extension theorem). Fix p,Γ ∈ [1,∞).
Let (X, dX) be a metric space of Markov type p and let (Y, dY ) be a met-
ric space of metric Markov cotype p that isWp barycentric with constant
Γ. Suppose that Z ⊆ X and f : Z → Y is Lipschitz. Then for every
finite subset S ⊆ X there exists F : S → Y with F |S∩Z = f |S∩Z and

‖F‖Lip . ΓMp(X)Np(Y )‖f‖Lip. (8)

By combining Theorem 1.11 with Theorem 1.5 we deduce the fol-
lowing Lipschitz extension result.

Corollary 1.12. Fix p,K,Γ ∈ [1,∞). Suppose that (X, dX) is a metric
space of Markov type p and that (Y, dY ) is a metric space that is Wp

barycentric with constant Γ and also p-barycentric with constant K.
Suppose that Z ⊆ X and f : Z → Y is Lipschitz. Then for every finite
subset S ⊆ X there exists F : S → Y with F |S∩Z = f |S∩Z and

‖F‖Lip . Γ2KMp(X)‖f‖Lip.
In [3] Ball obtained the conclusion of Theorem 1.11 when Y is a

Banach space, under the assumption that it satisfies a certain linear
invariant that he called Markov cotype 2. He also proved that Ba-
nach spaces that admit an equivalent norm whose modulus of uniform
convexity has power type 2 satisfy this assumption.
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In [3, Sec. 6], Ball proposed a way to define Markov cotype 2 for
metric spaces: he first defined a bi-Lipschitz invariant of metric spaces
that he called “approximate convexity”, and for approximately convex
metric spaces he defined a notion of metric Markov cotype which is the
same as (2), except that in the right hand side of (2) the Cesàro average
of A is replaced by a certain Green’s matrix corresponding to A. The
precise formulation of these concepts is recalled in Section 7, where we
show that Ball’s notion of metric Markov cotype coincides with the no-
tion of metric Markov cotype as in Definition 2. Our contribution here
is to show that Ball’s strategy yields the desired Lipschitz extension
result, with the following differences: the Wp barycentric condition is
used in a key duality step (Lemma 5.2 below), and Lemma 5.1 below re-
moves the need to use the notion of approximate convexity. Other than
these changes and some expository simplifications, Section 5 is nothing
more than a realization of Ball’s plan as he originally envisaged it.
Theorem 1.11 yields an extension of f to finitely many additional

points, with a bound on the Lipschitz constant that is independent of
the number of the additional points. This result is the main geometric
content of the Lipschitz extension phenomenon studied here, but using
standard arguments one can formally deduce from Theorem 1.11 bona
fide solutions of the Lipschitz extension problem.
Specifically, let I denote the set of all finite subsets ofX and let U be

a free ultrafilter on I. Denoting by YU the associated ultrapower of Y
(see [30] for background on ultrapowers of metric spaces), Y is canoni-
cally embedded in YU and it follows formally from Theorem 1.11 that
there exists a mapping Φ : X → YU that extends f and satisfies (8). If
for some λ ∈ [1,∞) there were a λ-Lipschitz retraction from YU onto
Y , then by composing Φ with this retraction we would deduce that

e(X, Y ) . λΓMp(X)Np(Y ). (9)

If Y is Banach space then YU is also a Banach space, and, as proved
in [22], it follows from the principle of local reflexivity [38, 25] that
there is a linear isometry T : Y ∗∗ → YU such that T (Y ∗∗) contains the
canonical image of Y in YU , and there is a norm 1 projection of YU

onto T (Y ∗∗). It therefore follows from Theorem 1.11 that

e(X, Y ∗∗) . ΓMp(X)Np(Y ).

If in addition there is a λ-Lipschitz retraction from Y ∗∗ onto Y then it
would follow that (9) holds true.
It is a long standing open problem whether for every separable Ba-

nach space Y there is a Lipschitz retraction from Y ∗∗ onto Y , but in the
nonseparable setting it has been recently proved by Kalton [28] that
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this need not hold true. A dual Banach space is always canonically
norm 1 complemented in its bi-dual, and in [29, Sec. 5] Kalton proved
that if Y either has an unconditional finite dimensional decomposition
(UFDD) or is a separable order continuous Banach lattice then there
is a Lipschitz retraction from Y ∗∗ onto Y .
If Y is a complete CAT (0) metric space then so is YU , and moreover

Y is a closed convex subset of YU . In this case there is a 1-Lipschitz
retraction from YU onto Y (the nearest point map); see [9, Ch. II.2].
The above discussion yields a variety of target spaces Y for which

the assumptions of Theorem 1.11 implies that e(X, Y ) <∞. We single
out in particular the following statement.

Corollary 1.13. Under the assumptions of Theorem 1.11, if in addi-
tion Y is a dual Banach space then e(X, Y ) . Mp(X)Np(Y ). If p = 2
and Y is a complete CAT (0) metric space then e(X, Y ) .M2(X).

The Markov type of several important classes of metric spaces has
been computed in the literature, and when one takes (X, dX) to be one
of those spaces Corollary 1.13 becomes a versatile Lipschitz extension
theorem that encompasses a wide range of seemingly disparate Lips-
chitz extension results, that have been previously proved mostly via
completely different methods.
Specifically, in [50] it was proved that Banach spaces that admit an

equivalent norm whose modulus of uniform smoothness has power type
p have Markov type p. It was also proved in [50] that trees, hyperbolic
groups, complete simply connected Riemannian manifolds of pinched
sectional curvature and Laakso graphs all have Markov type 2, and that
spaces that admit a padded random partition (see [36]), in particular
doubling metric spaces and planar graphs, have Markov type p for all
p ∈ (0, 2). In [10] it was shown that series parallel graphs have Markov
type 2, and finally in the recent work [13] it was shown that spaces
that admit a padded random partition have Markov type 2. Thus,
in particular, doubling spaces and planar graphs have Markov type 2.
In [52] it was shown that spaces with finite Nagata dimension admit a
padded random partition, and so by [13] they too have Markov type 2.
In [55] it was shown that Aleksandrov spaces of nonnegative curvature
have Markov type 2, and in [1] the Markov type of certain Wasserstein
spaces was computed.
In light of these results, taking as an example the case when (Y, dY )

is a Hadamard space in Corollary 1.13, we see that if (X, dX) is a dou-
bling space, planar graph, or a space with finite Nagata dimension, then
e(X, Y ) is finite. These results were previously proved in [36] via the
method of random partitions (Lipschitz extension for spaces of bounded
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Nagata dimension was previously treated in [34] and only later it was
shown in [52] that they admit a padded random partition and therefore
the corresponding extension results are a special case of [36]). It also
follows that if (X, dX) has nonnegative curvature in the sense of Alek-
sandrov and (Y, dY ) is a Hadamard space then e(X, Y ) . 1, a result
that has been previously proved in [35], as a special case of an elegant
generalization of the classical Kirszbraun extension theorem [31].
Given a metric space (X, dX) and α ∈ (0, 1] let Xα denote the metric

space (X, dαX). By the triangle inequality Xα has Markov type p with
constant 1 for every p ∈ (1, 1/α]. It therefore follows from the above
discussion that e(Xα, Y ) <∞ for every metric space X , provided that
Y has metric Markov cotype p ∈ (1, 1/α] and there is a Lipschitz
retraction from YU onto Y . In particular, every 1/2-Hölder mapping
from a subset of a metric space X into a Hadamard space Y can be
extended to a Y -valued 1/2-Hölder mapping defined on all of X ; this
statement was previously known when Y is a Hilbert space due to the
work of Minty [47]. One can state several additional examples of this
type, but we single out only one more special case of Corollary 1.13
that does not seem to follow from previously known theorems: if X is
a Banach space whose modulus of smoothness has power type 2 (thus
by [50] X has Markov type 2), e.g. X can be an Lp(µ) space or the
Schatten trace class Sp for p ∈ [2,∞), and Y is a Hadamard space,
then e(X, Y ) <∞.

1.6. On a construction of Kalton. Kalton recently used his “method
of sections” to obtain several striking results on the nonlinear geometry
of Banach spaces. Using Kalton’s beautiful work in [29], we prove the
following result in Section 6.

Theorem 1.14. There exists a closed linear subspace of ℓ1 that fails
to have metric Markov cotype p for every p ∈ (0,∞).

Much of the impetus for research on bi-Lipschitz invariants stems
from the search for nonlinear formulations of key concepts in Banach
space theory; see the surveys [4, 49] and the references therein for
more on this program. In particular, the use of the term “cotype” in
Definition 1.2 arises from an analogy with the Banach space notion
of Rademacher cotype (see e.g. [41]). ℓ1, and hence all of its linear
subspaces, has Rademacher cotype 2, so Theorem 1.14 shows that for
Banach spaces metric Markov cotype and Rademacher cotype are dif-
ferent notions. Nevertheless, it would be very interesting to understand
the metric Markov cotype of ℓ1 itself rather than its closed subspaces
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(note that, due to the existential quantifier in Definition 1.2, metric
Markov cotype is not trivially inherited by subspaces).

Question 1.15. Does ℓ1 have metric Markov cotype 2? Less ambitiously,
does ℓ1 have metric Markov cotype p for some p ∈ [2,∞)?

If ℓ1 had metric Markov cotype 2 then it would follow from Corol-
lary 1.13 that e(ℓ2, ℓ1) < ∞. Whether or not e(ℓ2, ℓ1) is finite is a
long-standing open question that was asked by Ball in [3]; see [39] for
algorithmic ramifications of this important question.
The proof of Theorem 1.14 yields the following quantitative state-

ment. For every n ∈ N there exists an n-dimensional subspace Zn of
ℓ1 such that

N2(Zn) &
4
√

log n. (10)

Any n-dimensional subspace X of ℓ1 satisfies N2(X) .
√
log n. Indeed,

by [61] we know that X is 2-isomorphic to a subspace of ℓk1, with
k . n logn (for our purpose we can also use the weaker bound on k
of [58]). By Hölder’s inequality ℓk1 is O(1)-isomorphic to a subspace of
ℓp with p = 1 + 1/ log k, so the desired upper bound on N2(X) follows
from [3, 43]. We ask whether (10) can be sharpened.

Question 1.16. Is it true that for arbitrarily large n ∈ N there exists
an n-dimensional subspace X of ℓ1 with N2(X) &

√
log n?

An interesting byproduct of our quantitative analysis of Kalton’s
construction is that it shows for the first time that an old Lipschitz
extension result of Benyamini, Johnson and Lindenstrauss [23] cannot
be improved. Given ε ∈ (0, 1) and spaces (X, dX), (Y, dY ), denote

eε(X, Y )

def
= sup






e(X,S, Y ) : S ⊆ X, and inf

x,y∈S
x 6=y

dX(x, y) > ε diam(S)






,

where diam(S) = supx,y∈S dX(x, y) is the diameter of S. In other words,
we are interested in the extension of Y -valued Lipschitz functions from
ε-separated subsets of X , where ε-separated means that all positive
distances in the subset are at least an ε-fraction of its diameter.
In [23] it was shown that for every ε ∈ (0, 1), every metric space

(X, dX) and every Banach space (Y, dY ) we have

eε(X, Y ) .
1

ε
. (11)

Specifically, a first proof of (11) was given by Johnson and Linden-
strauss in [23] when Y is a Hilbert space, and in the appendix of the
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same paper Johnson and Lindenstrauss include a different argument
that was subsequently found by Benyamini establishing (11) when Y
is a general Banach space. A very short proof of (11) was later found
by Johnson, Lindenstrauss and Schechtman [24].
Johnson and Lindenstrauss proved [23] that eε(ℓ1, ℓ2) & 1/ 4

√
ε. Con-

structions of Johnson, Lindenstrauss and Schechtman [24] and Lang [32]
yield the estimate eε(ℓ∞, ℓ2) & 1/

√
ε. Here we show that (11) is sharp

up to absolute constant factors, even when X is Hilbert space and Y
is an appropriately chosen closed subspace of ℓ1.

Theorem 1.17. There exists a closed subspace Y of ℓ1 that satisfies
eε(ℓ2, Y ) & 1/ε for every ε ∈ (0, 1). Specifically, for every n ∈ N there
exists a 5n-dimensional subspace Yn of ℓ1 and a 1/ 4

√
n net N of the

unit ball of ℓn2 such that e(ℓn2 ,N , Yn) & 4
√
n.

It would be very interesting to understand those pairs of Banach
spaces X, Y for which eε(X, Y ) = o(1/ε) as ε → 0. We do not even
know if there exist Banach spaces X, Y such that eε(X, Y ) = o(1/ε)
yet e(X, Y ) = ∞. Our interest in this natural question is partially
motivated by the forthcoming work [2], where it is asked whether
eε(ℓ1, ℓ1) = o(1/ε), and it is shown that a positive answer to this
question would have applications to dimension reduction in ℓ1 (e.g.,
it is shown in [2] that if eε(ℓ1, ℓ1) = o(1/ε) then any n-point subset of
ℓ1 embeds with distortion O(1) into some Banach space of dimension
(logn)O(1)). Due to Theorem 1.17, one is tempted to believe that in
fact eε(ℓ1, ℓ1) & 1/ε, but the present approach does not seem to shed
light on this question.

2. Pisier’s martingale inequality in barycentric spaces

Martingales in metric spaces have been studied for several decades;
see e.g. [14, 16, 17, 59, 12]. Here we will use a natural notion of mar-
tingale in barycentric metric spaces, the main goal being to extend
an important martingale inequality of Pisier [57] from the setting of
uniformly convex Banach spaces to the setting of barycentric metric
spaces. This inequality will be used crucially in the proof of Theo-
rem 1.5.
Let Ω be a finite set and µ ∈ PΩ be a probability measure such

that µ(ω) > 0 for every ω ∈ Ω. Suppose that (X, dX) is a metric
space and fix a barycenter map B : PX → X . Let F ⊆ 2Ω be a
σ-algebra. For every ω ∈ Ω let F(ω) ⊆ Ω be the unique atom of F to
which ω belongs. Given an X-valued random variable Z : Ω → X , its
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conditional barycenter B(Z|F) : Ω → X is defined as

∀ω ∈ Ω, B(Z|F)(ω)
def
= B




1

µ(F(ω))

∑

a∈F(ω)

µ(a)δZ(a)



 . (12)

If m ∈ N and {Ω, ∅} = F0 ⊆ F1 ⊆ . . . ⊆ Fm ⊆ 2Ω are increasing
σ-algebras (a filtration) then a sequence of X-valued random variables
Z0, . . . , Zn : Ω → X is said to be a martingale if for every i ∈ {1, . . . , m}
we have B(Zi|Fi−1) = Zi−1. We warn that in contrast to the usual set-
ting of martingales in Banach spaces, this definition does not necessar-
ily imply that B(Zi|Fj) = Zj for every j ∈ {0, . . . , i−2}. Nevertheless,
the above notion of martingale suffices to prove the following inequality.

Lemma 2.1 (Pisier’s inequality for barycentric spaces). Fix m ∈ N,
p,K ∈ [1,∞) and a metric space (X, dX) that is p-barycentric with
constant K. Let Ω be a finite set and fix µ ∈ PΩ with µ(ω) > 0 for
every ω ∈ Ω. Suppose that {Ω, ∅} = F0 ⊆ F1 ⊆ . . . ⊆ Fm ⊆ 2Ω is
a filtration with respect to which Z0, . . . , Zn : Ω → X is an X-valued
martingale. Then for every z ∈ X we have

KpdX(Z0, z)
p +

m−1∑

t=0

∫

Ω

dX(Zt+1, Zt)
pdµ 6 Kp

∫

Ω

dX(Zm, z)
pdµ. (13)

Proof. Fix t ∈ {0, . . . , m−1} and ω ∈ Ω. Recalling (12), an application
of (4) to the probability measure 1

µ(Ft(ω))

∑

a∈Ft(ω)
µ(a)δZt+1(a) yields the

estimate

dX(Zt(ω), z)
p +

1

Kp

∑

a∈Ft(ω)

µ(a)

µ(Ft(ω))
dX(Zt(ω), Zt+1(a))

p

6
∑

a∈Ft(ω)

µ(a)

µ(Ft(ω))
dX(z, Zt+1(a))

p, (14)

where we used the martingale assumption Zt = B(Zt+1|Ft). Let
A1, . . . , Ak ∈ Ft be the distinct atoms of Ft and fix ωi ∈ Ai for ev-
ery i ∈ {1, . . . , k} (thus Ai = Ft(ωi)). It follows from (14) that for
every i ∈ {1, . . . , k},
∑

a∈Ai

µ(a)dX(Zt(ωi), Zt+1(a))
p

6 Kp

(
∑

a∈Ai

µ(a)dX(z, Zt+1(a))
p − µ(Ai)dX(Zt(ωi), z)

p

)

. (15)
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Since Zt is constant on each of the sets A1, . . . , Ak, by summing (15)
over i ∈ {1, . . . , k} we obtain the estimate

1

Kp

∫

Ω

dX(Zt+1, Zt)
pdµ 6

∫

Ω

dX(Zt+1, z)
pdµ−

∫

Ω

dX(Zt, z)
pdµ. (16)

The desired inequality (13) now follows since the right hand side of (16)
telescopes upon summation over t ∈ {0, . . . , m− 1}. �

3. Proof of Theorem 1.5

Throughout the remainder of this paper it will be convenient to use
the following notation for Cesáro averages.

At(A)
def
=

1

t

t∑

s=1

As. (17)

The following simple lemma will be used in the proof of Theorem 1.5,
as well as in Section 7.

Lemma 3.1. Fix p ∈ [1,∞) and n, t ∈ N. Suppose that A ∈ Mn(R)
is a stochastic matrix that is reversible relative to π ∈ ∆n−1. Then for
every metric space (X, dX) and every x1, . . . , xn ∈ X,

n∑

i=1

n∑

j=1

πi(A
t)ijdX(xi, xj)

p 6 2p
n∑

i=1

n∑

j=1

πiAt(A)ijdX(xi, xj)
p.

Proof. By the triangle inequality, for every i, j, k ∈ {1, . . . , n} we have

dX(xi, xj)
p 6 2p−1

(
dX(xi, xk)

p + dX(xk, xj)
p
)
. (18)

Consequently,
n∑

i=1

n∑

j=1

πi(A
t)ijdX(xi, xj)

p

=
1

t

t∑

s=1

n∑

i=1

n∑

j=1

πi

(
n∑

k=1

(As)ik(A
t−s)kj

)

dX(xi, xj)
p

(18)

6
2p−1

t

t∑

s=1

n∑

i=1

n∑

j=1

n∑

k=1

πi(A
s)ik(A

t−s)kj
(
dX(xi, xk)

p + dX(xk, xj)
p
)

(17)
= 2p−1

n∑

i=1

n∑

j=1

πi

(

At(A)ij +
t− 1

t
At−1(A)ij

)

dX(xi, xj)
p

6 2p
n∑

i=1

n∑

j=1

πiAt(A)ijdX(xi, xj)
p. �
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Proof of Theorem 1.5. Fix p,K,Γ ∈ [1,∞), a metric space (X, dX) and
a barycenter map B : PX → X with respect to which (X, dX) is both
Wp barycentric with constant Γ and p-barycentric with constant K.
We also fix n, t ∈ N, a probability vector π ∈ ∆n−1 and a stochastic
matrix A = (aij) that is reversible relative to π. Given x1, . . . , xn ∈ X
our goal is to prove that there exist y1, . . . , yn ∈ X such that (2) is
satisfied with N . ΓK.
In the proof of Theorem 1.5 we may assume that the right hand

side of (2) is nonzero. By restricting to the support of π we may also
assume that π ∈ (0, 1)n. Letting Π ∈ Mn(R) be given by Πij = πj ,
choose ε ∈ (0, 1/2) small enough so that for B = (1−ε)A+εΠ we have

n∑

i=1

n∑

j=1

πiAt(B)ijdX(xi, xj)
p .

n∑

i=1

n∑

j=1

πiAt(A)ijdX(xi, xj)
p.

Since Bij > (1− ε)aij >
1
2
aij, for every y1, . . . , yn ∈ X we have

n∑

i=1

πidX(xi, yi)
p + t

n∑

i=1

n∑

j=1

πiBijdX(yi, yj)
p

&

n∑

i=1

πidX(xi, yi)
p + t

n∑

i=1

n∑

j=1

πiaijdX(yi, yj)
p.

Since the matrix B is stochastic and reversible relative to π and none
of its entries vanish, this shows that it suffices to prove Theorem 1.5
under the assumption that πi, aij > 0 for every i, j ∈ {1, . . . , n}.
Denote Ω = {1, . . . , n}t. Set F0 = {∅,Ω} and for every s ∈ {1, . . . , t}

let Fs ⊆ 2Ω be the σ-algebra generated by the first s coordinates,
i.e., the atoms of Fs are {Eτ}τ∈{1,...,n}s, where we denote for every
(i1, . . . , is) ∈ {1, . . . , n}s,

E(i1,...,is)
def
=
{
(j1, . . . , jt) ∈ Ω : (j1, . . . , js) = (i1, . . . , is)

}
.

Fix ℓ ∈ {1, . . . , n} and define µℓ ∈ PΩ on Ω by

∀ (i1, . . . , it) ∈ Ω, µℓ(i1, . . . , it)
def
= aℓ,i1

t−1∏

s=1

ais,is+1.

Thus (Ω, µℓ) is the probability space of trajectories of length t of the
Markov chain on {1, . . . , n} that starts at ℓ and whose transition matrix
is A. By definition, µℓ(ω) > 0 for every ω ∈ Ω.

We next define inductively mappings M
(ℓ,t)
0 , . . . ,M

(ℓ,t)
t : Ω → X as

follows. For every (i1, . . . , it) ∈ Ω,

M
(ℓ,t)
t (i1, . . . , it)

def
= xit ,
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and for every s ∈ {0, . . . , t− 1},

M (ℓ,t)
s (i1, . . . , it)

def
= B

(
n∑

j=1

ais,j · δM (ℓ,t)
s+1 (i1,...,is,j,1...,1)

)

, (19)

where i0 = ℓ. Thus M
(ℓ,t)
s (i1, . . . , it) depends only on (i1, . . . , is).

We may therefore think of M
(ℓ,t)
s as an X-valued function defined on

{1, . . . , n}s, and M (ℓ,t)
0 as a point in X .

Definition (19) implies that for s ∈ {0, . . . , t} and (i1, . . . , it) ∈ Ω,

M (ℓ,t)
s (i1, . . . , it) =M

(is ,t−s)
0 . (20)

Moreover, recalling (12) it follows from (19) that for s ∈ {0, . . . , t−1},
M (ℓ,t)

s = B

(

M
(ℓ,t)
s+1

∣
∣
∣Fs

)

.

Thus M
(ℓ,t)
0 , . . . ,M

(ℓ,t)
t is an X-valued martingale with respect to the

measure µℓ and the filtration F0 ⊆ . . . ,⊆ Ft = 2Ω. An application of
Lemma 2.1 (with z = xℓ) therefore yields the following estimate.

t∑

s=1

n∑

i=1

(As−1)ℓ,i

n∑

j=1

aijdX

(

M
(i,t−s+1)
0 ,M

(j,t−s)
0

)p

6 Kp

(
n∑

j=1

(At)ℓjdX (xj , xℓ)
p − dX

(

xℓ,M
(ℓ,t)
0

)p
)

. (21)

Multiplying (21) by πℓ and summing over ℓ ∈ {1, . . . , n} while using
the fact that As−1 is stochastic and reversible relative to π shows that

t∑

s=1

n∑

i=1

n∑

j=1

πiaijdX

(

M
(i,s)
0 ,M

(j,s−1)
0

)p

6 Kp

(
n∑

ℓ=1

n∑

j=1

πℓ(A
t)ℓjdX(xℓ, xj)

p −
n∑

ℓ=1

πℓdX

(

xℓ,M
(ℓ,t)
0

)p
)

. (22)

In order to bound the left hand side of (22) from below, observe that
for every i, j ∈ {1, . . . , n} condition (3) of our assumption that (X, dX)
is Wp barycentric with constant Γ implies that

t∑

s=1

dX

(

M
(i,s)
0 ,M

(j,s−1)
0

)p

>
t

Γp
dX

(

B

(

1

t

t∑

s=1

δ
M

(i,s)
0

)

,B

(

1

t

t∑

s=1

δ
M

(j,s−1)
0

))p

. (23)
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Moreover, by the triangle inequality and convexity of u 7→ up on [0,∞),

dX

(

B

(

1

t

t∑

s=1

δ
M

(i,s)
0

)

,B

(

1

t

t∑

s=1

δ
M

(j,s)
0

))p

6 2p−1dX

(

B

(

1

t

t∑

s=1

δ
M

(i,s)
0

)

,B

(

1

t

t∑

s=1

δ
M

(j,s−1)
0

))p

+ 2p−1dX

(

B

(

1

t

t∑

s=1

δ
M

(j,s)
0

)

,B

(

1

t

t∑

s=1

δ
M

(j,s−1)
0

))p

. (24)

Another application of (3) shows that

dX

(

B

(

1

t

t∑

s=1

δ
M

(j,s)
0

)

,B

(

1

t

t∑

s=1

δ
M

(j,s−1)
0

))

6
Γ

t1/p
dX

(

M
(j,t)
0 ,M

(j,0)
0

)

=
Γ

t1/p
dX

(

M
(j,t)
0 , xj

)

. (25)

Consequently, if we define

yi
def
= B

(

1

t

t∑

s=1

δ
M

(i,s)
0

)

, (26)

then it follows from (23), (24) and (25) that

t∑

s=1

n∑

i=1

n∑

j=1

πiaijdX

(

M
(i,s)
0 ,M

(j,s−1)
0

)p

>
2t

(2Γ)p

n∑

i=1

n∑

j=1

πiaijdX(yi, yj)
p −

n∑

j=1

πjdX

(

M
(j,t)
0 , xj

)p

. (27)

A substitution of (27) into (22) now yields the following estimate.

t
n∑

i=1

n∑

j=1

πiaijdX(yi, yj)
p

6
(2ΓK)p

2

n∑

i=1

n∑

j=1

πi(A
t)ijdX(xi, xj)

p

− 2p−1Γp (Kp − 1)

n∑

j=1

πjdX

(

M
(j,t)
0 , xj

)p

6
(2ΓK)p

2

n∑

i=1

n∑

j=1

πi(A
t)ijdX(xi, xj)

p. (28)
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By combining (28) and Lemma 3.1 we deduce that

t
n∑

i=1

n∑

j=1

πiaijdX(yi, yj)
p 6 (4ΓK)p

n∑

i=1

n∑

j=1

πiAt(A)ijdX(xi, xj)
p. (29)

Next, we need to bound the quantity
∑n

i=1 πidX(xi, yi)
p. We first

claim that for every i ∈ {1, . . . , n}, every s ∈ {0, . . . , t} and every
z ∈ X we have

dX

(

z,M
(i,t)
0

)p

6

n∑

j=1

(As)ijdX

(

z,M
(j,t−s)
0

)p

. (30)

The proof of (30) is by induction on s. For s = 0 the desired in-
equality (30) holds as equality. Assuming the validity of (30) for some
s ∈ {0, . . . , t − 1}, and recalling (19) and (20), observe that for every
j ∈ {1, . . . , n} we have

M
(j,t−s)
0 = B

(
n∑

k=1

ajkδM (k,t−s+1)
0

)

.

Consequently, it follows from (4) that

dX

(

z,M
(j,t−s)
0

)p

6

n∑

k=1

ajkdX

(

z,M
(k,t−s+1)
0

)p

. (31)

So,

dX

(

z,M
(i,t)
0

)p (30)∧(31)

6

n∑

j=1

(As)ij

n∑

k=1

ajkdX

(

z,M
(k,t−s+1)
0

)p

=
n∑

k=1

(As+1)ikdX

(

z,M
(k,t−s+1)
0

)p

,

thus completing the inductive verification of (30).
When s = t inequality (30) becomes

dX

(

z,M
(i,t)
0

)p

6

n∑

j=1

(At)ijdX (z, xj)
p . (32)

Hence, for every i ∈ {1, . . . , n},

dX(xi, yi)
p (26)
= dX

(

xi,B

(

1

t

t∑

s=1

δ
M

(i,s)
0

))p
(4)

6
1

t

t∑

s=1

dX

(

xi,M
(i,s)
0

)p

(32)

6
1

t

t∑

s=1

n∑

j=1

(As)ijdX (xi, xj)
p (17)
=

n∑

j=1

At(A)ijdX (xi, xj)
p .
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Consequently,
n∑

i=1

πidX(xi, yi)
p 6

n∑

i=1

n∑

j=1

πiAt(A)ijdX (xi, xj)
p . (33)

By summing (29) and (33) we conclude that the desired inequality (2)
holds true with y1, . . . , yn chosen as in (26) and Np = (4ΓK)p+1. This
completes the proof of Theorem 1.5. �

4. Proof of Theorem 1.10

Theorem 1.10 is a consequence of Lemma 4.2 and Lemma 4.3 below.
These lemmas are meaningful without the restriction K = 1 of Theo-
rem 1.10: this more stringent assumption will only be used later, when
we combine Lemma 4.2 and Lemma 4.3 to deduce Theorem 1.10.
In order to state our results we need to first introduce a small amount

of notation. Given a metric space (X, dX) and p ∈ [1,∞), for every
n ∈ N we denote by Ln

p (X) the space of all function f : {1, . . . , n} → X ,
equipped with the metric

∀ f, g ∈ Ln
p (X), dLn

p (X)(f, g)
def
=

(

1

n

n∑

i=1

dX(f(i), g(i))
p

)1/p

.

Suppose that B : PX → X is a barycenter map. In what follows
it will be convenient to use the following slight abuse of notation: for
every f : {1, . . . , n} → X write

B(f)
def
= B

(

1

n

n∑

i=1

δf(i)

)

.

For a symmetric stochastic matrix A = (aij) ∈ Mn(R) define a
mapping A ⊗ InX : Ln

p (X) → Ln
p (X) by setting for every i ∈ {1, . . . n}

and f : {1, . . . , n} → X ,

(A⊗ InX)(f)(i)
def
= B

(
n∑

j=1

aijδf(j)

)

.

We warn that, unlike in the setting of Banach space valued mappings,
given two symmetric stochastic matrices A,B ∈ Mn(R) the compo-
sition (A ⊗ InX) ◦ (B ⊗ InX) need not be of the form C ⊗ InX for some
symmetric stochastic matrix C ∈ Mn(R), and in particular the identity
(A⊗ InX) ◦ (B ⊗ InX) = (AB)⊗ IX need not hold true.

Definition 4.1. Fix p ∈ [1,∞) and a metric space (X, dX) equipped
with a barycenter map B : PX → X . Given T : Ln

p (X) → Ln
p (X),
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define λp(T ) ∈ [0,∞] to be the infimum over those λ ∈ (0,∞] for which
every f ∈ Ln

p (X) satisfies

dLn
p (X) (T (f),B (T (f))) 6 λ · dLn

p (X) (f,B(f)) .

Lemma 4.2 below relates the quantities γ+(A
t, dpX) and λp (A⊗ InX).

Note that it assumes that (X, dX) is p-barycentric with constant K,
but K does not appear in the conclusion (34). The reason for this
is that the proof of Lemma 4.2 uses a weaker version of (4) in which
the rightmost term on the left hand side of (4) is dropped, i.e., the
assumption that (X, dX) is p-barycentric with constant K is used in
Lemma 4.2 only through the requirement that every µ ∈ PX satisfies

∀ x ∈ X, dX(x,B(µ))p 6

∫

X

dX(x, y)
pdµ(y).

Lemma 4.2. Fix p,K,Γ ∈ [1,∞) and n, t ∈ N. Suppose that (X, dX)
is a metric space that is both Wp barycentric with constant Γ and p-
barycentric with constant K. Let A = (aij) ∈ Mn(R) be a symmetric
stochastic matrix such that λp (A⊗ InX) < 1. Then

γ+(A
t, dpX) 6

(

Γ +
4(Γ + 1)

1− λp (A⊗ InX)
2t

)p

. (34)

In what follows, for p,K ∈ [1,∞) we denote by βp(K) the unique
β ∈ [1,∞) satisfying

βp +Kp(β − 1)p = Kp. (35)

Thus in particular,

β2(K) =
2K2

K2 + 1
.

Observe that βp(K) ∈ [1,min{K, 2}] and βp(K) = 1 if and only if
K = 1. We also have

βp(K) = max
β∈[1,2]

min
{

β,K (1− (β − 1)p)1/p
}

. (36)

To verify (36) note that the function β 7→ K (1− (β − 1)p)1/p decreases
from K to 0 on [1, 2], so the maximum that appears in (36) is attained

when β = K (1− (β − 1)p)1/p, or, due to (35), when β = βp(K). An
equivalent way to state (36) is that for every a ∈ [0,∞) we have

0 6 b 6 a =⇒ min
{

a+ b,K (ap − bp)1/p
}

6 βp(K)a. (37)

To deduce (37) from (36) simply write b = (β− 1)a for some β ∈ [1, 2].
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Lemma 4.3. Fix p,K ∈ [1,∞) and n ∈ N. Suppose that (X, dX) is
a p-barycentric metric space with constant K. Then every symmetric
stochastic matrix A = (aij) ∈Mn(R) satisfies

λp (A⊗ InX) 6 βp(K)

(
K2pγ+(A, d

p
X)− 1

K2pγ+(A, d
p
X) +Kp

)1/p

.

Assuming the validity of Lemma 4.2 and Lemma 4.3 for the moment,
we now show how they imply Theorem 1.10.

Proof of Theorem 1.10. We are now assuming that (X, dX) is both Wp

barycentric with constant Γ and p-barycentric with constant K = 1.
Under the latter assumption the conclusion of Lemma 4.3 becomes

λp (A⊗ InX) 6

(
γ+(A, d

p
X)− 1

γ+(A, d
p
X) + 1

)1/p

. (38)

Thus in particular λp (A⊗ InX) < 1, so we may use Lemma 4.2 in
conjunction with (38) to obtain the estimate

γ+(A
t, dpX)

1/p .
Γ

1−
(

γ+(A,dp
X
)−1

γ+(A,dp
X
)+1

)2t/p
.

It now remains to note the elementary inequality

∀ p, γ, t ∈ [1,∞), 1−
(
γ − 1

γ + 1

)2t/p

& min

{

1,
t

pγ

}

,

which follows by considering the cases t > pγ and t 6 pγ separately. �

We now proceed to prove Lemma 4.2 and Lemma 4.3. To this end,
given n, t ∈ N and T : Ln

p (X) → Ln
p (X), we denote the t-fold iterate of

T by T [t], i.e.,

T [t] def
= T ◦ . . . ◦ T
︸ ︷︷ ︸

t times

.

We also use the convention that T [0] is the identity mapping. If X is
a Banach space then (A ⊗ InX)

[t] = At ⊗ InX , but this need not hold
true when X is not a Banach space. Observe that a direct iterative
application of Definition 4.1 implies that

λp
(
T [t]
)
6 λp(T )

t. (39)
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Lemma 4.4. Fix p,K ∈ [1,∞). Suppose that (X, dX) is a p-barycentric
metric space with constant K. Then for every n, t ∈ N, every symmet-
ric stochastic matrix A = (aij) ∈Mn(R) and every f ∈ Ln

p (X),

dLn
p (X)

(
f, (A⊗ InX)

[t](f)
)p

6
1

n

n∑

i=1

n∑

j=1

(At)ijdX(f(i), f(j))
p. (40)

Proof. We will prove by induction on t that if B = (bij) ∈ Mn(R) has
nonnegative entries then

n∑

i=1

n∑

j=1

bijdX
(
f(i), (A⊗ InX)

[t](f)(j)
)p

6

n∑

i=1

n∑

j=1

(BAt)ijdX(f(i), f(j))
p. (41)

The desired inequality (40) is then the special case of (41) when B is
the identity matrix.
(41) holds as equality when t = 0, so assume inductively that (41)

holds true for some t ∈ N ∪ {0}. Fix i, j ∈ {1, . . . , n} and consider the
probability measure µj ∈ PX given by

µj
def
=

n∑

k=1

ajkδ(A⊗In
X
)[t](f)(k).

Then B(µj) = (A⊗ InX)
[t+1](f)(j). By (4) with µ = µj and x = f(i),

dX
(
f(i), (A⊗ InX)

[t+1](f)(j)
)p

6

n∑

k=1

ajkdX
(
f(i), (A⊗ InX)

[t](f)(k)
)p
. (42)

Hence,
n∑

i=1

n∑

j=1

bijdX
(
f(i), (A⊗ InX)

[t+1](f)(j)
)p

6

n∑

i=1

n∑

j=1

bij

n∑

k=1

ajkdX
(
f(i), (A⊗ InX)

[t](f)(k)
)p

(43)

=
n∑

i=1

n∑

k=1

(BA)ikdX
(
f(i), (A⊗ InX)

[t](f)(k)
)p

6

n∑

i=1

n∑

k=1

(BAt+1)ikdX(f(i), f(k))
p, (44)
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where in (43) uses (42) and (44) uses the inductive hypothesis. �

Lemma 4.5. Fix p,Γ ∈ [1,∞). Suppose that (X, dX) is a Wp barycen-
tric metric space with constant Γ. Then for every f, g ∈ Ln

p (X),
∣
∣
∣dLn

p (X)(f,B(f))− dLn
p (X)(g,B(g))

∣
∣
∣ 6 (Γ + 1)dLn

p (X)(f, g). (45)

Proof. By (3) we have

dX(B(f),B(g)) 6 Γ · dLn
p (X)(f, g). (46)

By the triangle inequality in Ln
p (R) we have

∣
∣
∣dLn

p (X)(f,B(f))− dLn
p (X)(g,B(g))

∣
∣
∣

6

(

1

n

n∑

i=1

|dX(f(i),B(f))− dX(g(i),B(g))|p
)1/p

. (47)

For every i ∈ {1, . . . , n} the triangle inequality in (X, dX) implies that

|dX(f(i),B(f))− dX(g(i),B(g))| 6 dX(f(i), g(i)) + dX(B(f),B(g)).

In combination with (47) and another application of the triangle in-
equality in Ln

p (R) we deduce that
∣
∣
∣dLn

p (X)(f,B(f))− dLn
p (X)(g,B(g))

∣
∣
∣ 6 dLn

p (X)(f, g) + dX(B(f),B(g)).

Due to (46), this implies the desired inequality (45). �

Lemma 4.6. Fix p,K,Γ ∈ [1,∞) and n, t ∈ N. Suppose that (X, dX)
is a metric space that is both Wp barycentric with constant Γ and p-
barycentric with constant K. Let A ∈Mn(R) be a symmetric stochastic
matrix such that λp

(
(A⊗ InX)

[2t]
)
< 1. Then

γ+(A
t, dpX) 6

(

Γ +
4(Γ + 1)

1− λp ((A⊗ InX)
[2t])

)p

. (48)

Proof. For every f, g : {1, . . . , n} → X we have

(

1

n2

n∑

i=1

n∑

j=1

dX(f(i), g(j))
p

)1/p

6 dX(B(f),B(g)) + dLn
p (X)(f,B(f)) + dLn

p (X)(g,B(g)). (49)

We proceed to bound each of the terms on the right hand side of (49)
separately.
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First, define µf , µg ∈ PX by

µf
def
=

1

n

n∑

i=1

δf(i) and µg
def
=

1

n

n∑

i=1

δg(i).

Then B(f) = B(µf) and B(g) = B(µg). If we define π ∈ PX×X by

π =
1

n

n∑

i=1

n∑

j=1

(At)ijδ(f(i),g(j)),

then, since At is a symmetric stochastic matrix, π ∈ Π(µf , µg), i.e., π
is a coupling of µf and µg. It therefore follows from (3) that

dX(B(f),B(g)) 6 Γ

(

1

n

n∑

i=1

n∑

j=1

(At)ijdX(f(i), g(j))
p

)1/p

. (50)

Next, since

dLn
p (X)

(
(A⊗ InX)

[2t](f),B
(
(A⊗ InX)

[2t](f)
))

6 λp
(
(A⊗ InX)

[2t]
)
dLn

p (X)(f,B(f)),

and λp
(
(A⊗ InX)

[2t]
)
< 1, we have

dLn
p (X)(f,B(f))− dLn

p (X)

(
(A⊗ InX)

[2t](f),B
(
(A⊗ InX)

[2t](f)
))

1− λp ((A⊗ InX)
[2t])

> dLn
p (X)(f,B(f)). (51)

Now,

dLn
p (X)(f,B(f))− dLn

p (X)

(
(A⊗ InX)

[2t](f),B
(
(A⊗ InX)

[2t](f)
))

6 (Γ + 1)dLn
p (X)

(
f, (A⊗ InX)

[2t](f)
)

(52)

6 (Γ + 1)

(

1

n

n∑

i=1

n∑

j=1

(A2t)ijdX(f(i), f(j))
p

)1/p

. (53)

where (52) uses Lemma 4.5 and (53) uses Lemma 4.4.
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Observe that
n∑

i=1

n∑

j=1

(A2t)ijdX(f(i), f(j))
p

=
n∑

i=1

n∑

j=1

(
n∑

k=1

(At)ik(A
t)kj

)

dX(f(i), f(j))
p

6 2p−1

n∑

i=1

n∑

j=1

n∑

k=1

(At)ik(A
t)kj
(
dX(f(i), g(k))

p + dX(g(k), f(j))
p
)

= 2p
n∑

i=1

n∑

j=1

(At)ijdX(f(i), g(j))
p. (54)

By combining (51) with (53) and (54) we have,

dLn
p (X)(f,B(f))

6
2(Γ + 1)

1− λp ((A⊗ InX)
[2t])

(

1

n

n∑

i=1

n∑

j=1

(At)ijdX(f(i), g(j))
p

)1/p

. (55)

By the same reasoning,

dLn
p (X)(g,B(g))

6
2(Γ + 1)

1− λp ((A⊗ InX)
[2t])

(

1

n

n∑

i=1

n∑

j=1

(At)ijdX(f(i), g(j))
p

)1/p

. (56)

Finally, a substitution of (50), (55) and (56) into (49) shows that

1

n2

n∑

i=1

n∑

j=1

dX(f(i), g(j))
p

6

(

Γ +
4(Γ + 1)

1− λp ((A⊗ InX)
[2t])

)p

· 1
n

n∑

i=1

n∑

j=1

(At)ijdX(f(i), g(j))
p. (57)

Since (57) holds true for every f, g : {1, . . . , n} → X , the desired
estimate (48) now follows by recalling the definition of γ+(A, d

p
X). �

Proof of Lemma 4.2. The desired estimate (34) is a consequence of (39)
and Lemma 4.6. �

We now proceed to prove Lemma 4.3. Recalling the definition of
βp(K) in (35), we first establish the following estimate.
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Lemma 4.7. Fix p,K ∈ [1,∞). Suppose that (X, dX) is a p-barycentric
metric space with constant K. Then for every n ∈ N, every symmetric
stochastic matrix A ∈Mn(R) and every f ∈ Ln

p (X) we have

dLn
p (X) ((A⊗ InX)(f),B ((A⊗ InX)(f)))

6 βp(K) · dLn
p (X) ((A⊗ InX)(f),B(f)) . (58)

Proof. Write

a
def
= dLn

p (X) ((A⊗ InX)(f),B(f)) , (59)

and

b
def
= dLn

p (X) (B(f),B ((A⊗ InX)(f))) . (60)

Then by the triangle inequality in Ln
p (X),

dLn
p (X) ((A⊗ InX)(f),B ((A⊗ InX)(f))) 6 a + b. (61)

Next, define ν ∈ PX by

ν
def
=

1

n

n∑

i=1

δ(A⊗In
X
)(f)(i). (62)

Then

B(ν) = B ((A⊗ InX)(f)) , (63)

and therefore

dLn
p (X) ((A⊗ InX)(f),B ((A⊗ InX)(f)))

=

(∫

X

dX(y,B(ν))pdν(y)

)1/p

. (64)

It also follows from (59) and (62) that

a =

(∫

X

dX(y,B(f))pdν(y)

)1/p

. (65)

By combining (60), (63), (64) and (65), an application of (4) to the
measure µ = ν with x = B(f) yields the estimate

bp +
1

Kp
· dLn

p (X) ((A⊗ InX)(f),B ((A⊗ InX)(f)))
p
6 ap. (66)

The desired estimate (58) now follows by combining (61) and (66)
with (37). �
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Lemma 4.8. Fix p,K ∈ [1,∞). Suppose that (X, dX) is a p-barycentric
metric space with constant K. Then for every n ∈ N, every symmetric
stochastic matirx A = (aij) ∈Mn(R) and every f ∈ Ln

p (X) we have

dLn
p (X) ((A⊗ InX)(f),B(f))

6

(
K2pγ+(A, d

p
X)− 1

K2pγ+(A, d
p
X) +Kp

)1/p

dLn
p (X) (f,B(f)) . (67)

Proof. For every i ∈ {1, . . . , n} define νi ∈ PX by

νi
def
=

n∑

i=1

aijδf(j). (68)

Thus

(A⊗ InX)(f)(i) = B(νi),

∫

X

dX(y,B(νi))
pdνi(y) =

n∑

j=1

aijdX (f(j), (A⊗ InX)(f)(i))
p ,

and
∫

X

dX(y,B(f))pdνi(y) =

n∑

j=1

aijdX(f(j),B(f))p.

An application of (4) with µ = νi and x = B(f) therefore implies that

dX ((A⊗ InX)(f)(i),B(f))p +
1

Kp

n∑

j=1

aijdX (f(j), (A⊗ InX)(f)(i))
p

6

n∑

j=1

aijdX(f(j),B(f))p. (69)

By averaging (69) over i ∈ {1, . . . , n} we conclude that

dLn
p (X) ((A⊗ InX)(f),B(f))p

+
1

nKp

n∑

i=1

n∑

j=1

aijdX (f(j), (A⊗ InX)(f)(i))
p

6
1

n

n∑

i=1

n∑

j=1

aijdX(f(j),B(f))p = dLn
p (X) (f,B(f))p . (70)
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Next, the definition of γ+(A, d
p
X) implies that

1

n

n∑

i=1

n∑

j=1

aijdX (f(j), (A⊗ InX)(f)(i))
p

>
1

γ+(A, d
p
X)

· 1

n2

n∑

i=1

n∑

j=1

dX (f(j), (A⊗ InX)(f)(i))
p . (71)

For every i ∈ {1, . . . , n}, an application of (4) with µ = 1
n

∑n
j=1 δf(j)

and x = (A⊗ InX)(f)(i) implies the estimate

dX ((A⊗ InX)(f)(i),B(f))p +
1

Kp
· dLn

p (X)(f,B(f))p

6
1

n

n∑

j=1

dX (f(j), (A⊗ InX)(f)(i))
p . (72)

By averaging (72) over i ∈ {1, . . . , n} we see that

1

n2

n∑

i=1

n∑

j=1

dX (f(j), (A⊗ InX)(f)(i))
p

> dLn
p (X) ((A⊗ InX)(f),B(f))p +

1

Kp
· dLn

p (X)(f,B(f))p. (73)

By substituting (73) into (71), and plugging the resulting estimate
into (70), we conclude that
(

1 +
1

Kpγ+(A, d
p
X)

)

dLn
p (X) ((A⊗ InX)(f),B(f))p

6

(

1− 1

K2pγ+(A, d
p
X)

)

dLn
p (X)(f,B(f))p,

which simplifies to give the desired inequality (67). �

Proof of Lemma 4.3. Simply combine Lemma 4.7 and Lemma 4.8. �

5. Proof of Theorem 1.11

Lemma 5.1 below plays an important role in our proof of Theo-
rem 1.11. It was proved by the second named author in collaboration
with M. Csörnyei (2001); we thank her for letting us include it here.

Lemma 5.1. Fix m,n ∈ N and p ∈ [1,∞). Let B = (bij) ∈ Mn×m(R)
and C = (cij) ∈ Mn(R) be stochastic matrices (of dimensions n by
m and n by n, respectively). Fix π ∈ ∆n−1 and suppose that C is
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reversible relative to π. Then for every metric space (X, dX) and every
z1, . . . , zm ∈ X there exist w1, . . . , wn ∈ X such that

max

{
n∑

i=1

m∑

r=1

πibirdX(wi, zr)
p,

n∑

i=1

n∑

j=1

πicijdX(wi, wj)
p

}

6 3p
m∑

r=1

m∑

s=1

(B∗DπCB)rsdX(zr, zs)
p, (74)

where

Dπ =








π1 0 . . . 0

0 π2
. . .

...
...

. . .
. . . 0

0 . . . 0 πn








∈Mn(R). (75)

Proof. Let f : {z1, . . . , zm} → ℓm∞ be an isometric embedding (e.g. one
can take f(z) =

∑m
r=1 dX(z, zr)er, where {er}mr=1 is the standard basis

of Rm). Define y1, . . . , yn ∈ ℓm∞ by

∀ i ∈ {1, . . . , n}, yi
def
=

m∑

r=1

birf(zr). (76)

Next, for every i ∈ {1, . . . , n} choose wi ∈ {z1, . . . , zm} such that

‖yi − f(wi)‖∞ = min
z∈{z1,...,zm}

‖yi − f(z)‖∞. (77)

By the triangle inequality, for every i, j ∈ {1, . . . , m} we have

dX(wi, wj)
p = ‖f(wi)− f(wj)‖p∞
6 3p−1 (‖f(wi)− yi‖p∞ + ‖yi − yj‖p∞ + ‖yj − f(wj)‖p∞) .

Consequently, using the stochasticity of C and its reversibility relative
to π,

n∑

i=1

n∑

j=1

πicijdX(wi, wj)
p

6 3p−1
n∑

i=1

n∑

j=1

πicij‖yi − yj‖p∞ + 2 · 3p−1
n∑

i=1

πi‖yi − f(wi)‖p∞. (78)
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Recalling (76), the convexity of the function v 7→ ‖v‖p∞ implies that

n∑

i=1

n∑

j=1

πicij‖yi − yj‖p∞ 6

n∑

i=1

n∑

j=1

πicij

m∑

r=1

m∑

s=1

birbjs‖f(zr)− f(zs)‖p∞

=

m∑

r=1

m∑

s=1

(B∗DπCB)rsdX(zr, zs)
p. (79)

Next, due to (77) and the fact that CB is a stochastic matrix,

∀ i ∈ {1, . . . , n}, ‖yi − f(wi)‖p∞ 6

m∑

r=1

(CB)ir‖yi − f(zr)‖p∞.

Recalling (76) and using the convexity of the function v 7→ ‖v‖p∞ once
more, we deduce that

n∑

i=1

πi‖yi − f(wi)‖p∞ 6

n∑

i=1

πi

m∑

r=1

(CB)ir

m∑

s=1

bis‖f(zs)− f(zr)‖p∞

=
m∑

r=1

m∑

s=1

(B∗DπCB)rsdX(zr, zs)
p. (80)

A combination of (78), (79) and (80) now implies that

n∑

i=1

n∑

j=1

πicijdX(wi, wj)
p 6 3p

m∑

r=1

m∑

s=1

(B∗DπCB)rsdX(zr, zs)
p. (81)

Next, note that by the triangle inequality for every i, j ∈ {1, . . . , n}
and r ∈ {1, . . . , m} we have

dX(wi, zr)
p = ‖f(wi)− f(zr)‖p∞

6 3p−1 (‖f(wi)− yi‖p∞ + ‖yi − yj‖p∞ + ‖yj − f(zr)‖p∞) . (82)

By multiplying inequality (82) by πibircij , summing over r ∈ {1, . . . , m}
and i, j ∈ {1, . . . , n}, and using the stochasticity of B and C, we deduce
that

1

3p−1

n∑

i=1

m∑

r=1

πibirdX(wi, zr)
p 6

n∑

i=1

πi‖f(wi)− yi‖p∞

+
n∑

i=1

n∑

j=1

πicij‖yi − yj‖p∞ +
n∑

j=1

m∑

r=1

(B∗DπC)rj‖yj − f(zr)‖p∞. (83)
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Recalling (76) and using the convexity of the function v 7→ ‖v‖p∞, we
have

n∑

j=1

m∑

r=1

(B∗DπC)rj‖yj − f(zr)‖p∞

6

m∑

r=1

m∑

s=1

(B∗DπCB)rsdX(zr, zs)
p. (84)

A combination of (83) with (79), (80), and (84) yields the estimate

n∑

i=1

m∑

r=1

πibirdX(wi, zr)
p 6 3p

m∑

r=1

m∑

s=1

(B∗DπCB)rsdX(zr, zs)
p,

which, due to (81), yields the desired estimate (74). �

The following lemma is a natural variant of [3, Lem. 1.1].

Lemma 5.2 (dual extension criterion). Fix p,Λ,Γ ∈ [1,∞), an integer
n, and ε ∈ (0, 1). Suppose that (X, dX) and (Y, dY ) are metric spaces
with (Y, dY ) being Wp barycentric with constant Γ. Fix Z ⊆ X, a Lip-
schitz function f : Z → Y and distinct x1, . . . , xn ∈ X. Suppose that
for every symmetric n by n matrix H = (hij) with nonnegative entries
there exists ΦH : {x1, . . . , xn} → Y with ΦH |{x1,...,xn}∩Z = f |{x1,...,xn}∩Z

such that
n∑

i=1

n∑

j=1

hijdY
(
ΦH(xi),Φ

H(xj)
)p

6 Λp‖f‖pLip
n∑

i=1

n∑

j=1

hijdX(xi, xj)
p.

Then there is F : {x1, . . . , xn} → Y with F |{x1,...,xn}∩Z = f |{x1,...,xn}∩Z

and ‖F‖Lip 6 (1 + ε)ΓΛ‖f‖Lip.

Proof. We proceed via the following duality argument due to Ball [3]
(which is itself inspired by the work of Maurey [40]), with a slight twist
that brings in the assumption that Y is Wp barycentric.
Consider the following set of n by n symmetric matrices.

C
def
=
{

(dY (Φ(xi),Φ(xj))
p) ∈Mn(R) :

Φ : {x1, . . . , xn} → Y ∧ Φ|{x1,...,xn}∩Z = f |{x1,...,xn}∩Z

}

.

Let D ⊆ Mn(R) be the set of all n by n symmetric matrices with
nonnegative entries and define

E
def
= conv (C +D).
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For every i, j ∈ {1, . . . , n} write tij
def
= Λp‖f‖pLipdX(xi, xj)p. The as-

sumption of Lemma 5.2 can be rephrased as

sup
H∈D

inf
M∈C

n∑

i=1

n∑

j=1

hij (mij − tij) 6 0. (85)

It follows that the matrix T = (tij) belongs to E, since otherwise by
the separation theorem (Hahn-Banach) there would exist a symmetric
matrix H = (hij) such that

inf
M∈E

n∑

i=1

n∑

j=1

hijmij >
n∑

i=1

n∑

j=1

hijtij (86)

Since E ⊇ C + D it follows from (86) that the entries of H are non-
negative, i.e., H ∈ D. Now (86) contradicts (85) since E ⊇ C.
Having shown that T ∈ E, we deduce that there exists m ∈ N

and λ1, . . . , λm ∈ [0, 1] with
∑m

k=1 λk = 1, and in addition there are
Φ1, . . . ,Φm : {x1, . . . , xn} → Y with Φk|{x1,...,xn}∩Z = f |{x1,...,xn}∩Z for
all k ∈ {1, . . . , m}, such that for every i, j ∈ {1, . . . , m},

(1 + ε)pΛp‖f‖pLipdX(xi, xj)p −
m∑

k=1

λkdY
(
Φk(xi),Φ

k(xj)
)p

> 0. (87)

For every i ∈ {1, . . . , n} consider the finitely supported probability
measure µi on Y given by

µi
def
=

m∑

k=1

λkδΦk(xi),

and set

F (xi)
def
= B (µi) .

If xi ∈ Z then µi = δf(xi) and therefore F (xi) = f(xi). In other words,
F |{x1,...,xn}∩Z = f |{x1,...,xn}∩Z . Also, for every i, j ∈ {1, . . . , n} we have

dY (F (xi), F (xj))
(3)

6 ΓWp(µi, µj)

6 Γ

(
m∑

k=1

λkdY (Φ
k(xi),Φ

k(xj))
p

)1/p

(87)

6 (1 + ε)ΓΛ‖f‖LipdY (xi, xj).
Thus ‖F‖Lip 6 (1 + ε)ΓΛ‖f‖Lip, as required. �
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Proof of Theorem 1.11. Fix m,n ∈ N. Take x1, . . . , xn ∈ X r Z and
z1, . . . , zm ∈ Z. If H = (hij) ∈Mn+m(R) is symmetric then write

H =

(
U(H) W (H)∗

W (H) V (H)

)

,

where U(H) ∈ Mm(R), V (H) ∈ Mn(R) and W (H) ∈ Mn×m(R). With
this notation, define

RH
def
=

m∑

r=1

m∑

s=1

U(H)rsdX(zr, zs)
p

+ 2
n∑

i=1

m∑

r=1

W (H)irdX(xi, zr)
p +

n∑

i=1

n∑

j=1

V (H)ijdX(xi, xj)
p,

and for every y1, . . . , yn ∈ Y ,

LH(y1, . . . , yn)
def
=

m∑

r=1

m∑

s=1

U(H)rsdY (f(zr), f(zs))
p

+ 2
n∑

i=1

m∑

r=1

W (H)irdY (yi, f(zr))
p +

n∑

i=1

n∑

j=1

V (H)ijdY (yi, yj)
p.

Fix from now on M ∈ (Mp(X), 2Mp(X)] and N ∈ (Np(Y ), 2Np(Y )].
Due to Lemma 5.2 it suffices to show that for every symmetric matrix
H = (hij) ∈Mn+m(R) with nonnegative entries and for every δ ∈ (0, 1)
one can find y1, . . . , yn ∈ Y such that

LH(y1, . . . , yn) 6 Λ(RH + δ),

where

Λ
def
=

18p

3
(Np + 1)Mp‖f‖pLip. (88)

Since the Lipschitz condition of f on {z1, . . . , zm} implies that
m∑

r=1

m∑

s=1

U(H)rsdY (f(zr), f(zs))
p 6 ‖f‖pLip

m∑

r=1

m∑

s=1

U(H)rsdX(zr, zs)
p,

it suffices to establish the existence of y1, . . . , yn ∈ Y that satisfy the
inequality

1

Λ

(

2

n∑

i=1

m∑

r=1

W (H)irdY (yi, f(zr))
p +

n∑

i=1

n∑

j=1

V (H)ijdY (yi, yj)
p

)

6 2
n∑

i=1

m∑

r=1

W (H)irdX(xi, zr)
p +

n∑

i=1

n∑

j=1

V (H)ijdX(xi, xj)
p + δ. (89)
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Fix t ∈ N and ε ∈ (0, 1) that will be determined later. Note that the
diagonal entries {V (H)ii}ni=1 are irrelevant for the validity of (89), so
we may assume from now on that V (H)ii = 0 for all i ∈ {1, . . . , n}.
Define π ∈ R

n by

∀ i ∈ {1, . . . , n}, πi
def
=

mε+
∑m

r=1W (H)ir
mnε +

∑n
j=1

∑m
r=1W (H)jr

. (90)

Thus π ∈ ∆n−1. Next, define B = (bir) ∈ Mn×m(R) by setting for
every i ∈ {1, . . . , n} and r ∈ {1, . . . , m},

bir
def
=

ε+W (H)ir
mε+

∑m
s=1W (H)is

. (91)

Thus B is a stochastic matrix. Finally, define A = (aij) ∈ Mn(R) by
setting for i ∈ {1, . . . , n},

aii
def
= 1− 2p+1

(2p + 1)Mpt
·

∑n
j=1 V (H)ij

mε+
∑m

r=1W (H)ir
, (92)

and for distinct i, j ∈ {1, . . . , n},

aij
def
=

2p+1

(2p + 1)Mpt
· V (H)ij
mε+

∑m
r=1W (H)ir

. (93)

The role of ε is only to ensure that the denominators that appear
in (90), (91), (92) and (93) do not vanish. An inspection of the ensuing
argument reveals that there is flexibility in the choice of the normal-
izing factors in (92) and (93); the choices above were made in order
to simplify some expressions in what follows. Fixing ε, we will assume
from now on that t is sufficiently large so as to ensure that a11, . . . , ann
are all nonnegative. Thus A is a stochastic matrix. Note also that
since V (H) is symmetric, an inspection of (90) and (93) reveals that
A is reversible relative to π.
Set

τ
def
=

⌈
t

2p

⌉

. (94)

By Lemma 5.1 applied with C = Aτ (A) there exist w1, . . . , wn ∈ Y
such that

max

{
n∑

i=1

m∑

r=1

πibirdY (wi, f(zr))
p,

n∑

i=1

n∑

j=1

πiAτ (A)ijdY (wi, wj)
p

}

6 3p
m∑

r=1

m∑

s=1

(B∗DπAτ (A)B)rs dY (f(zr), f(zs))
p . (95)
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Since N > Np(Y ) there exist y1, . . . , yn ∈ Y such that

n∑

i=1

πidY (wi, yi)
p +

t

2p

n∑

i=1

n∑

j=1

πiaijdY (yi, yj)
p

6 Np
n∑

i=1

n∑

j=1

πiAτ (A)ijdY (wi, wj)
p. (96)

We will now show that the points y1, . . . , yn thus found satisfy the
desired inequality (89).
To estimate the left hand side of (89) from above, denote

θ
def
=

(2p + 1)Mp(t+ 1)

2p+1

(

mnε+
n∑

i=1

m∑

r=1

W (H)ir

)

, (97)

and observe that due to (90), (91) and (97) we have

∀(i, r) ∈ {1, . . . , n} × {1, . . . , m},
(2p + 1)Mp

2p+1
(W (H)ir + ε) =

θ

t+ 1
πibir. (98)

Similarly, due to (90), (92) and (93) we have

(i, j ∈ {1, . . . , n} ∧ i 6= j) =⇒ V (H)ij =
θt

t + 1
πiaij . (99)

Hence,

t+ 1

θ

(

2
n∑

i=1

m∑

r=1

W (H)irdY (yi, f(zr))
p +

n∑

i=1

n∑

j=1

V (H)ijdY (yi, yj)
p

)

6 2

n∑

i=1

m∑

r=1

πibirdY (yi, f(zr))
p + t

n∑

i=1

n∑

j=1

πiaijdY (yi, yj)
p. (100)

By the triangle inequality, for every i ∈ {1, . . . , n} and r ∈ {1, . . . , m}
we have

dY (yi, f(zr))
p 6 2p−1dY (yi, wi)

p + 2p−1dY (wi, f(zr))
p.

Consequently,

n∑

i=1

m∑

r=1

πibirdY (yi, f(zr))
p

6 2p−1
n∑

i=1

πidY (yi, wi)
p + 2p−1

n∑

i=1

m∑

r=1

πibirdY (wi, f(zr))
p. (101)
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We can therefore bound the right hand side of (100) as follows.

2

n∑

i=1

m∑

r=1

πibirdY (yi, f(zr))
p + t

n∑

i=1

n∑

j=1

πiaijdY (yi, yj)
p

(101)

6 2p
n∑

i=1

πidY (yi, wi)
p + t

n∑

i=1

n∑

j=1

πiaijdY (yi, yj)
p

+ 2p
n∑

i=1

m∑

r=1

πibirdY (wi, f(zr))
p

(96)

6 (2N)p
n∑

i=1

n∑

j=1

πiAτ (A)ijdY (wi, wj)
p + 2p

n∑

i=1

m∑

r=1

πibirdY (wi, f(zr))
p

(95)

6 6p (Np + 1)

m∑

r=1

m∑

s=1

(B∗DπAτ (A)B)rs dY (f(zr), f(zs))
p

6 6p (Np + 1) ‖f‖pLip
m∑

r=1

m∑

s=1

(B∗DπAτ (A)B)rs dX(zr, zs)
p. (102)

For every i, j ∈ {1, . . . , n} and r, s ∈ {1, . . . , m} we have

dX(zr, zs)
p 6 3p−1dX(zr, xi)

p + 3p−1dX(xi, xj)
p + 3p−1dX(xj , zs)

p.

Consequently,

m∑

r=1

m∑

s=1

(B∗DπAτ (A)B)rs dX(zr, zs)
p

=
m∑

r=1

m∑

s=1

n∑

i=1

n∑

j=1

birbjsπiAτ (A)ijdX(zr, zs)
p

6 3p−1(S1 + S2 + S3), (103)

where, using the stochasticity of A and B,

S1
def
=

m∑

r=1

m∑

s=1

n∑

i=1

n∑

j=1

birbjsπiAτ (A)ijdX(zr, xi)
p

=

n∑

i=1

m∑

r=1

πibirdX(xi, zr)
p, (104)
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using the stochasticity of A and B and the fact that X has Markov
type p with M > Mp(X),

S2
def
=

m∑

r=1

m∑

s=1

n∑

i=1

n∑

j=1

birbjsπiAτ (A)ijdX(xi, xj)
p

=
1

τ

τ−1∑

k=0

n∑

i=1

n∑

j=1

πi(A
k)ijdX(xi, xj)

p

(1)

6
Mp

τ

τ∑

k=1

k

n∑

i=1

n∑

j=1

πiaijdX(xi, xj)
p

=
Mp(τ + 1)

2

n∑

i=1

n∑

j=1

πiaijdX(xi, xj)
p

(94)

6
(2p + 1)Mpt

2p+1

n∑

i=1

n∑

j=1

πiaijdX(xi, xj)
p, (105)

and, using the stochasticity of A and B, and the reversibility of Aτ (A)
relative to π,

S3
def
=

m∑

r=1

m∑

s=1

n∑

i=1

n∑

j=1

birbjsπiAτ (A)ijdX(xj , zs)
p

=

n∑

i=1

n∑

j=1

m∑

s=1

bjsπjAτ (A)jidX(xj , zs)
p

=
n∑

j=1

m∑

s=1

πjbjsdX(xj , zs)
p = S1. (106)

By substituting (104), (105) and (106) into (103), and combining the
resulting estimate with (102) and (100) while recalling the definition
of Λ in (88), we arrive at

1

Λ

(

2
n∑

i=1

m∑

r=1

W (H)irdY (yi, f(zr))
p +

n∑

i=1

n∑

j=1

V (H)ijdY (yi, yj)
p

)

6 2

n∑

i=1

m∑

r=1

2p+1θπibir
(2p + 1)Mp(t+ 1)

dX(xi, zr)
p +

n∑

i=1

n∑

j=1

tθπiaij
t+ 1

dX(xi, xj)
p

= 2
n∑

i=1

m∑

r=1

(W (H)ir + ε) dX(xi, zr)
p +

n∑

i=1

n∑

j=1

V (H)ijdX(xi, xj)
p,
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where we used the identities (98) and (99). Choosing ε ∈ (0, 1) so that
2ε
∑n

i=1

∑m
r=1 dX(xi, zr)

p 6 δ yields the desired estimate (89). �

6. Proof of Theorem 1.14 and Theorem 1.17

Both Theorem 1.14 and Theorem 1.17 rely on a quantitative variant
of a beautiful construction of Kalton [27, 29]. Before passing to the
construction itself, we record some basic facts on metric Markov cotype.

Lemma 6.1. Fix p ∈ (0,∞) and let (X, dX) be a metric space with
metric Markov cotype p. Suppose that S ⊆ X is a Lipschitz retract of
X, i.e., there exists a Lipschitz mapping ρ : X → S such that ρ(s) = s
for every s ∈ S. Then S also has metric Markov cotype p, and in fact

Np(S) 6 ‖ρ‖LipNp(X).

Proof. Fix N > Np(X) and n, t ∈ N. Suppose that A = (aij) ∈Mn(R)
is a stochastic matrix that is reversible relative to π ∈ ∆n−1. For every
x1, . . . , xn ∈ S there exist y1, . . . , yn ∈ X such that

n∑

i=1

πidX(xi, yi)
p + t

n∑

i=1

n∑

j=1

πiaijdX(yi, yj)
p

6 Np
n∑

i=1

n∑

j=1

πiAt(A)ijdX(xi, xj)
p.

Then, since ρ(xi) = xi for every i ∈ {1, . . . , n},
n∑

i=1

πidX(xi, ρ(yi))
p + t

n∑

i=1

n∑

j=1

πiaijdX(ρ(yi), ρ(yj))
p

6 ‖ρ‖pLip

(
n∑

i=1

πidX(xi, yi)
p + t

n∑

i=1

n∑

j=1

πiaijdX(yi, yj)
p

)

6 ‖ρ‖pLipNp
n∑

i=1

n∑

j=1

πiAt(A)ijdX(xi, xj)
p. �

We next show that the real line R (equipped with the standard met-
ric) fails to have metric Markov cotype p for any p ∈ (0, 2). Lemma 6.2
below contains a simple explicit example that exhibits this fact, but
when p ∈ [1, 2) there is a also a roundabout way to see that R fails
to have metric Markov cotype p via the link to Lipschitz extension.
Indeed, it follows from the definition of metric Markov cotype that
Np(ℓp) = Np(R). Ball proved [3] that the Markov type p constant of
ℓp satisfies Mp(ℓp) = 1 for p ∈ [1, 2). Corollary 1.13 therefore implies
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that e(ℓp, ℓp) . Np(R). But it is known that e(ℓp, ℓp) = ∞ for every
p ∈ [1, 2): for p ∈ (1, 2) see [48], and for p = 1 it is observed in [39]
that this follows from [8] or [19] ([39] also provides an interesting third
proof of the fact that e(ℓ1, ℓ1) = ∞).

Lemma 6.2. For every p ∈ (0, 2) the real line R (equipped with the
standard metric) fails to have metric Markov cotype p.

Proof. Fix p ∈ (0, 2) and suppose for the sake of obtaining a contra-
diction that Np(R) < ∞. Fixing n ∈ N, define A = (aij) ∈ Mn(R) by
a11 = ann = 1/2 and ai,i+1 = ai+1,i = 1/2 for every i ∈ {1, . . . , n− 1},
and the remaining entries of A vanish. Thus A is a symmetric stochas-
tic matrix, corresponding to the standard random walk on {1, . . . , n}
in which if the walker is at either 1 or n then with probability 1/2 it
does nothing in the next step, and with probability 1/2 it moves in the
next step to its unique neighbor in {2, n − 1}. Let {W0,W1,W2, . . .}
denote this walk, i.e., W0 is uniformly distributed on {1, . . . , n} and
conditioned on Wt = i the probability that Wt+1 = j equals aij . Thus,
for every t ∈ N we have

(

1

n

n∑

i=1

n∑

j=1

(At)ij|i− j|p
)1/p

= (E [|Wt −W0|p])1/p

6
(
E
[
|Wt −W0|2

])1/2
6

√
t. (107)

To justify the final inequality in (107), proceed by induction on t as
follows. Since |Wt+1 −Wt| 6 1 point-wise,

E
[
|Wt+1 −W0|2

]
6 E

[
|Wt −W0|2

]
+ 2E [(Wt −W0)(Wt+1 −Wt)] + 1,

so for the induction step it suffices to show that for every t ∈ N we have
E [(Wt −W0)(Wt+1 −Wt)] 6 0. By conditioning on W0,Wt, it suffices
to check the point-wise inequality

(Wt −W0)E
[
Wt+1 −Wt

∣
∣W0,Wt

]
6 0. (108)

(108) is easy to verify: ifWt ∈ {2, . . . , n−1} thenWt+1−Wt is uniformly
distributed on {−1, 1} and therefore E

[
Wt+1 −Wt

∣
∣W0,Wt

]
= 0, if

Wt = 1 then Wt −W0 6 0 and Wt+1 −Wt > 0, and if Wt = n then
Wt −W0 > 0 and Wt+1 −Wt 6 0.
Due to (107), for every t ∈ N we have

1

n

n∑

i=1

n∑

j=1

At(A)ij|i− j|p 6 1

t

t∑

s=1

sp/2 6 tp/2.
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The definition of metric Markov cotype p therefore implies that there
exist y1, . . . , yn ∈ R such that

1

n

n∑

i=1

|i− yi|p +
t

n

n−1∑

i=1

|yi+1 − yi|p 6 Np(R)
ptp/2. (109)

Suppose first that p ∈ [1, 2). In this case we choose

t =
⌈

(4Np(R))
2p
2−p

⌉

. (110)

Using Hölder’s inequality and (109) we deduce that

n−1∑

i=1

|yi+1 − yi| 6 (n− 1)1−
1
p

(
n−1∑

i=1

|yi+1 − yi|p
)1/p

6
Np(R)n

t
1
p
− 1

2

.

Consequently, for every i ∈ {2, . . . , n} we have

|yi − y1| 6
i−1∑

j=1

|yj+1 − yj| 6
Np(R)n

t
1
p
− 1

2

(110)

6
n

4
. (111)

(111) implies that if y1 6 n/2 then yi 6 3n/4 for every i ∈ {1, . . . , n}
and if y1 > n/2 then yi > n/4 for every i ∈ {1, . . . , n}. Hence,

1

n

n∑

i=1

|i− yi|p >
1

n

⌊n/8⌋
∑

i=1

|i− yi|p +
1

n

n∑

i=⌈7n/8⌉

|i− yi|p & np. (112)

By substituting (112) into (109) and recalling (110) we conclude that

n 6 4
p

2−pNp(R)
2

2−p ,

which is a contradiction for large enough n.
It remains to deal with the case p ∈ (0, 1]. Now our choice of t is

t =
⌈

(4Np(R))
2p
2−p n

2(1−p)
2−p

⌉

. (113)

Observe that since p ∈ (0, 1], for every i ∈ {2, . . . , n},

|yi − y1| 6
i−1∑

j=1

|yj+1 − yj|

6

(
i−1∑

j=1

|yj+1 − yj|p
)1/p

(109)

6
Np(R)n

1
p

t
1
p
− 1

2

(113)

6
n

4
.
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We thus arrived at the same conclusion as (111), and therefore (112)
holds true. In combination with (109) and our current choice of t
in (113), we see that

n . Np(R)
2

2−pn
1−p

2−p ,

which simplifies to n . Np(R)
2, a contradiction for large enough n. �

Corollary 6.3. Every Banach space (X, ‖ · ‖X) fails to have metric
Markov cotype p for all p ∈ (0, 2).

Proof. X contains an isometric copy of R. Since R is a 1-absolute
Lipschitz retract (see [7, Ch. 1]), it follows from Lemma 6.1 that
Np(X) > Np(R). For p ∈ (0, 2) we have Np(R) = ∞ by Lemma 6.2. �

6.1. Kalton’s construction. For p ∈ [1,∞) let ℓnp denote (as usual)

the space R
n equipped with the norm ‖x‖p = (|x1|p + . . . + |xn|p)1/p.

The unit ball of ℓnp is denoted below Bn
p = {x ∈ R

n : ‖x‖p 6 1}. For
every ε ∈ (0, 1) there exists a subset N of Bn

2 such that |N | 6 (1+2/ε)n

and miny∈N ‖x−y‖2 6 ε for every x ∈ Bn
2 (see e.g. [46]). In particular,

there exists a linear operator Qn : ℓ5
n

1 → ℓn2 such that

Bn
2 ⊇ Qn

(
B5n

1

)
⊇ 1

2
Bn

2 . (114)

Indeed, choose {x1, . . . , x5n} ⊆ Bn
2 with mini∈{1,...,5n} ‖x − xi‖2 6 1/2

for every x ∈ Bn
2 . This implies that the convex hull of {±x1, . . .±x5n}

contains 1
2
Bn

2 . Hence, if we set Qn(ei) = xi, where e1, . . . , e5n is the
standard basis of ℓ5

n

1 , then the linear extension of Qn satisfies (114).
In what follows we fix a linear mapping Qn : ℓ5

n

1 → ℓn2 for which (114)
holds true, and we also fix a mapping φn : Bn

2 → 2B5n

1 such that
φn(−x) = −φn(x) for every x ∈ Bn

2 and Qn◦φn is the identity mapping
on Bn

2 . The fact that such a φn exists is an immediate consequence
of (114): simply choose a section ϕ : Bn

2 → 2B5n

1 of Qn and define
φn(x) = (ϕ(x)− ϕ(−x))/2.
For every θ ∈ (0, 1] consider the following linear subspace of ℓ5

n

1 ⊕ ℓn2 .

Y n
θ

def
=
{( x

nθ/4
, Qn(x)

)

: x ∈ ℓ5
n

1

}

⊆ ℓ5
n

1 ⊕ ℓn2 . (115)

Below it will always be understood that Yn is equipped with the norm
inherited from (ℓ5

n

1 ⊕ ℓn2 )1, i.e., ‖(x, y)‖(ℓ5n1 ⊕ℓn2 )1
= ‖x‖1+ ‖y‖2 for every

(x, y) ∈ ℓ5
n

1 ⊕ ℓn2 .
Let An ⊆ Sn−1 = ∂Bn

2 be a maximal (with respect to inclusion)
symmetric set (i.e., x ∈ An ⇐⇒ −x ∈ An) such that ‖a−b‖2 > 1/ 4

√
n

for every distinct a, b ∈ An . Thus mina∈An
‖x− a‖2 6 1/ 4

√
n for every
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x ∈ Sn−1. Define a mapping fn
θ : An → Yn by

∀ a ∈ An, fn
θ (a)

def
=

(
φn(a)

nθ/4
, a

)

. (116)

Observe that fn
θ (−a) = −fn

θ (a) for every a ∈ An.

Lemma 6.4. For every n ∈ N, θ ∈ (0, 1] and τ ∈ [θ, 1] we have

∀ a, b ∈ An, ‖fn
θ (a)− fn

θ (b)‖Y n
θ
. n(τ−θ)/4‖a− b‖τ2 .

Proof. We may assume that a 6= b, in which case 1/ 4
√
n 6 ‖a−b‖2 6 2.

Consequently,

‖fn
θ (a)− fn

θ (b)‖Y n
θ
=

‖φn(a)− φn(b)‖1
nθ/4

+ ‖a− b‖2

6
‖φn(a)‖1 + ‖φn(b)‖1

nθ/4
+ 21−τ‖a− b‖τ2

6
(
4n(τ−θ)/4 + 21−τ

)
‖a− b‖τ2 . �

Lemma 6.5. Fix n ∈ N, L ∈ (0,∞), θ ∈ (0, 1] and τ ∈ [θ, 1]. Suppose
that F : Sn−1 → Y n

θ satisfies

∀ x, y ∈ Sn−1, ‖F (x)− F (y)‖Y n
θ
6 Ln(τ−θ)/4‖x− y‖τ2, (117)

and that F (a) = fn
θ (a) for every a ∈ An. Then L & nθ/4.

Proof. By replacing F (x) with (F (x)−F (−x))/2 we may assume with-
out loss of generality that F (−x) = −F (x) for every x ∈ Sn−1. Since
F takes values in Y n

θ , it follows from (115) that there exists a mapping
ψ : Sn−1 → ℓ5

n

1 such that

∀ x ∈ Sn−1, F (x) =

(
ψ(x)

nθ/4
, Qn(ψ(x))

)

. (118)

Let σn−1 denote the normalized Haar measure on Sn−1. We claim
that for every y ∈ B5n

∞ = [−1, 1]5
n

we have
∫

Sn−1

|〈ψ(x), y〉|dσn−1(x) .
L

nτ/4
. (119)

The proof of (119) is a standard application of the concentration of
measure phenomenon on Sn−1. Indeed, consider the set

Uy
def
= {x ∈ Sn−1 : 〈ψ(x), y〉 6 0} ⊆ Sn−1.

Since ψ(−x) = −ψ(x) for every x ∈ Sn−1 we have σn−1(Uy) >
1
2
. For

x ∈ Sn−1 and t ∈ (0,∞) note that

〈ψ(x), y〉 > t =⇒ inf
u∈Uy

‖x− u‖2 >
(

t

Lnτ/4

)1/τ

. (120)
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Indeed, if 〈ψ(x), y〉 > t then for every u ∈ Uy, since 〈ψ(u), y〉 6 0,

t 6 〈ψ(x)− ψ(u), y〉 6 ‖ψ(x)− ψ(u)‖1
(118)

6 nθ/4‖F (x)− F (u)‖Y n
θ

(117)

6 Lnτ/4 · ‖x− u‖τ2,
implying (120). By the isoperimetric inequality on Sn−1 (see e.g. [46])
it follows from (120) that

σn−1

({
x ∈ Sn−1 : 〈ψ(x), y〉 > t

})
. exp

(

−cn
(

t

Lnτ/4

)2/τ
)

,

where c ∈ (0,∞) is a universal constant. By symmetry, the same esti-
mate holds true for σn−1 ({x ∈ Sn−1 : 〈ψ(x), y〉 6 −t}), and therefore

σn−1

({
x ∈ Sn−1 : |〈ψ(x), y〉| > t

})
. exp

(

−c
(
tnτ/4

L

)2/τ
)

.

Consequently,

∫

Sn−1

|〈ψ(x), y〉|dσn−1(x) .

∫ ∞

0

exp

(

−c
(
tnτ/4

L

)2/τ
)

dt

=
Lτ

2cτ/2nτ/4

∫ ∞

0

s
τ
2
−1e−sds =

LΓ(1 + τ/2)

cτ/2nτ/4
.

L

nτ/4
,

completing the proof of (119).
The Pietsch Domination Theorem [56] (see also [37, Prop. 3.1]) im-

plies that there exists a Borel probability measure µ on B5n

∞ such that

∀ x ∈ ℓ5
n

1 , ‖Qn(x)‖2 6 π1(Qn)

∫

B5n
∞

|〈x, y〉|dµ(y), (121)

where π1(Qn) is the 1-summing norm of Qn, i.e.,

π1(Qn) = sup
k∈N

sup

{
k∑

i=1

‖Qn(xi)‖2 : sup
y∈B5n

∞

k∑

i=1

|〈xi, y〉| 6 1

}

.

A theorem of Grothendieck [21, Cor. 1] (see also [37, Thm. 4.1]) implies
that π1(Qn) 6 KG‖Qn‖ℓ5n1 →ℓn2

, where KG ∈ [1, 2] is the Grothendieck

constant. Recalling (114), we have ‖Qn‖ℓ5n1 →ℓn2
6 1. Hence,

∫

Sn−1

‖Qn(ψ(x))‖2dσn−1(x)

(121)

.

∫

Sn−1

∫

B5n
∞

|〈ψ(x), y〉|dµ(y)dσn−1(x)
(119)

.
L

nτ/4
. (122)
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For x ∈ Sn−1 choose a ∈ An such that ‖x − a‖2 6 1/ 4
√
n. Recall-

ing (116) and (118), since F (a) = fn
θ (a) we have Qn(ψ(a)) = a. Hence,

‖Qn(ψ(x))‖2 > 1− ‖Qn(ψ(x))−Qn(ψ(a))‖2
(118)

> 1− ‖F (x)− F (a)‖Y n
θ

(117)

> 1− Ln(τ−θ)/4

nτ/4
= 1− L

nθ/4
. (123)

By combining (122) and (123), and recalling that τ > θ, the proof of
Lemma 6.5 is complete. �

Proof of Theorem 1.14. The ensuing deduction of Theorem 1.14 from
Lemma 6.5 follows an idea of [48]. Fix n ∈ N and p ∈ [2, n]. Consider
the metric on ℓ2 given by

∀ x, y ∈ ℓ2, dp(x, y)
def
= ‖x− y‖2/p2 .

Since by [3] the Markov type 2 constant of ℓ2 satisfies M2(ℓ2) = 1,
the Markov type p constant of (ℓ2, dp) satisfies

Mp(ℓ2, dp) =M2(ℓ2) = 1. (124)

Lemma 6.4 with θ = 2/n and τ = 2/p asserts that the function

f 2n
2

2/n : A2n2 → Y 2n
2

2/n

is K-Lipschitz in the metric dp, where

K . 2
n2

4 (
2
p
− 2

n).

In light of (124), since the Y 2n
2

2/n is finite dimensional it follows from
Corollary 1.13 that there exists a function

F : ℓ2
n2

2 → Y 2n
2

2/n

that extends f 2n
2

2/n and satisfies (117) with θ = 2/n, τ = 2/p and

L . Np

(

Y 2n
2

2/n

)

.

We therefore deduce from Lemma 6.5 that

∀ p ∈ [2, n], Np

(

Y 2n
2

2/n

)

& 2n/2. (125)

Consider the ℓ1 direct sum

Y
def
=

(
∞⊕

n=1

Y 2n
2

2/n

)

1

.
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For every n ∈ N the restriction to the nth coordinate is a 1-Lipschitz

retraction from Y onto Y 2n
2

2/n , so by Lemma 6.1 we have

∀ p ∈ [2,∞), Np(Y ) > sup
n∈N

Np

(

Y 2n
2

2/n

)
(125)
= ∞.

By Corollary 6.3 we also have Np(Y ) = ∞ for p ∈ (0, 2), so in order
to complete the proof of Theorem 1.14 it remains to show that Y is
isomorphic to a subspace of ℓ1. Since Y is the ℓ1 direct sum of the
spaces

Y 2n
2

2/n ⊆ ℓ5
2n

2

1 ⊕ ℓ2
n2

2 ,

it remains to recall that ℓk2 is (1+ ε)-isomorphic to a subspace of ℓ1 for
every ε ∈ (0, 1) and k ∈ N (e.g. by Dvoretzky’s theorem [15]). �

Proof of Theorem 1.17. By Lemma 6.4 and Lemma 6.5 with θ = τ = 1,

e
(
Sn−1, An, Y

n
1

)
& 4

√
n. (126)

Since the diameter of An is at most 2 and the minimal nonzero distance
in An is at least 1/ 4

√
n, the proof of Theorem 1.17 is complete. �

Observe in passing that since Y n
1 is 5n-dimensional, (126) also im-

plies (10) with Z5n = Y n
1 . For general m ∈ N, choose n ∈ N such that

5n−1 6 m < 5n and set Zm =
(

Y n−1
1 ⊕ ℓm−5n−1

1

)

1
.

7. Comparison with Ball’s approach

Fix n ∈ N, t ∈ [1,∞) and let A ∈ Mn(R) be a stochastic matrix
that is reversible with respect to π ∈ ∆n−1. Since A has norm 1 when
viewed as an operator on L2(π), we can consider the following matrix.

Bt(A)
def
=

1

t

∞∑

s=1

(

1− 1

t

)s

As ∈Mn(R). (127)

We also denote the corresponding Green’s matrix by

Gt(A)
def
=

1

t
In + Bt(A) =

1

t

(

In −
(

1− 1

t

)

A

)−1

,

where In ∈Mn(R) denotes the identity matrix.
In [3] Ball worked with following linear invariant of Banach spaces.

For p ∈ (0,∞) say that a Banach space (X, ‖ · ‖X) has Markov cotype
p with constant N ∈ (0,∞) if for every n ∈ N and t ∈ [1,∞), if
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A = (aij) ∈ Mn(R) is a symmetric stochastic matrix that is reversible
relative to π ∈ ∆n−1 and x1, . . . , xn ∈ X then

(t− 1)

n∑

i=1

n∑

j=1

πiaij

∥
∥
∥
∥
∥

n∑

k=1

Gt(A)ikxk −
n∑

ℓ=1

Gt(A)jℓxℓ

∥
∥
∥
∥
∥

p

X

+

n∑

i=1

πi

∥
∥
∥
∥
∥
xi −

n∑

j=1

Gt(A)ijxj

∥
∥
∥
∥
∥

p

X

6 Np

n∑

i=1

n∑

j=1

πiBt(A)ij‖xi − xj‖pX .

As we shall see shortly, in Banach spaces Markov cotype p implies
metric Markov cotype p as in Definition 2, but their equivalence remains
open. Note that Ball proved in [3] that ℓ1 fails to have Markov cotype
2, so this question has relevance to Question 1.15.
In the closing remarks of his paper [3], Ball proposed the following

two step definition of metric Markov cotype for metric spaces. First,
given p ∈ [1,∞) say that a metric space (X, dX) is p-approximately
convex if there exists K ∈ (0,∞) with the following property. Fix
m,n ∈ N and let B = (bij) ∈ Mn×m(R) and C = (cij) ∈ Mn(R) be
stochastic matrices, such that C is reversible relative to π ∈ ∆n−1.
Then for every z1, . . . , zm ∈ X there exist w1, . . . , wn ∈ X such that

n∑

i=1

m∑

r=1

πibirdX(wi, zr)
p +

n∑

i=1

n∑

j=1

πicijdX(wi, wj)
p

6 Kp
m∑

r=1

m∑

s=1

(B∗DπCB)rsdX(zr, zs)
p, (128)

where Dπ ∈ Mn(R) is given as in (75), i.e., it is the diagonal matrix
whose diagonal equals π. Assuming that (X, dX) is approximately con-
vex, Ball defined it to have metric Markov cotype p if there exists N ∈
(0,∞) such that for every n, t ∈ N, if A = (aij) ∈ Mn(R) is stochastic
and reversible relative to π ∈ ∆n−1 then for every x1, . . . , xn ∈ X there
exist y1, . . . , yn ∈ X such that

n∑

i=1

πidX(xi, yi)
p + (t− 1)

n∑

i=1

n∑

j=1

aijπidX(yi, yj)
p

6 Np
n∑

i=1

n∑

j=1

πiBt(A)ijdX(xi, xj)
p. (129)

Denote by NB
p (X) the infimum over those N ∈ (0,∞) for which (129)

holds true.
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By Lemma 5.1 every metric space is a p-approximately convex (with
K in (128) at most 6). So, the first step of Ball’s definition is not
needed. Observe also that for Banach spaces Markov cotype p trivially
implies (129). Moreover, there is an immediate link between (129)
and (2): due to (127) we have At(A)ij . Bt(A)ij for every integer
t > 2 and i, j ∈ {1, . . . , n}. Therefore every metric space (X, dX)
satisfies NB

p (X) . Np(X). Despite the fact that one cannot bound
from above (entry-wise) the matrix Bt(A) by a constant multiple of
the matrix At(A), the following lemma implies that Np(X) . NB

p (X).

Lemma 7.1. Let (X, dX) be a metric space. Suppose that n, t ∈ N

and A ∈ Mn(R) is a stochastic matrix that is reversible relative to
π ∈ ∆n−1. Then for every p ∈ [1,∞) and x1, . . . , xn ∈ X we have

n∑

i=1

n∑

j=1

πiBt(A)ijdX(xi, xj)
p

. p2p
n∑

i=1

n∑

j=1

πiA⌈pt⌉(A)ijdX(xi, xj)
p. (130)

Proof. Write u
def
= ⌈pt⌉ and note that for every m ∈ N we have

n∑

i=1

n∑

j=1

πi(A
mu)ijdX(xi, xj)

p

=
∑

i∈{1,...,n}m+1

πi1

(
m∏

a=1

(Au)ia,ia+1

)

dX(xi1 , xim+1)
p

6
∑

i∈{1,...,n}m+1

πi1

(
m∏

a=1

(Au)ia,ia+1

)

mp−1
m∑

a=1

dX(xia , xia+1)
p (131)

= mp

n∑

i=1

n∑

j=1

πi(A
u)ijdX(xi, xj)

p

6 (2m)p
n∑

i=1

n∑

j=1

πiAu(A)ijdX(xi, xj)
p, (132)

where in (131) we used the triangle inequality and Hölder’s inequality,
and in (132) we used Lemma 3.1.



SPECTRAL CALCULUS AND LIPSCHITZ EXTENSION 49

For every m ∈ N ∪ {0} and r ∈ {0, . . . , u− 1} we have

n∑

i=1

n∑

j=1

πi(A
mu+r)ijdX(xi, xj)

p

=

n∑

i=1

n∑

j=1

n∑

k=1

πi(A
mu)ik(A

r)kjdX(xi, xj)
p

6 2p−1
n∑

i=1

n∑

j=1

n∑

k=1

πi(A
mu)ik(A

r)kj
(
dX(xi, xk)

p + dX(xk, xj)
p
)

= 2p−1
n∑

i=1

n∑

j=1

πi(A
mu)ijdX(xi, xj)

p + 2p−1
n∑

i=1

n∑

j=1

πi(A
r)ijdX(xi, xj)

p

6
1

2

n∑

i=1

n∑

j=1

πi
(
(4m)pAu(A)ij + 2p(Ar)ij

)
dX(xi, xj)

p, (133)

where in (133) we used (132).
Recalling the definition of Bt(A) in (127), by writing every s ∈ N as

s = mu + r for unique m ∈ N ∪ {0} and r ∈ {0, . . . , u − 1}, it follows
from (133) that

n∑

i=1

n∑

j=1

πiBt(A)ijdX(xi, xj)
p

=
1

t

n∑

i=1

n∑

j=1

∞∑

m=0

u−1∑

r=0

(

1− 1

t

)mu+r

πi(A
mu+r)ijdX(xi, xj)

p

6
4p

t

(
∞∑

m=0

u−1∑

r=0

mp

(

1− 1

t

)mu+r
)

n∑

i=1

n∑

j=1

πiAu(A)ijdX(xi, xj)
p

+
2p

t

n∑

i=1

n∑

j=1

πi

(
∞∑

m=0

u∑

r=1

(

1− 1

t

)mu+r

(Ar)ij

)

dX(xi, xj)
p. (134)

Recalling that u = ⌈pt⌉, we have

1

t

∞∑

m=0

u−1∑

r=0

mp

(

1− 1

t

)mu+r

. p

∞∑

m=1

mp

epm

6
p

ep
+ p

∫ ∞

0

xp

epx
dx (135)

=
p

ep
+

Γ(p+ 1)

pp
.

p

ep
, (136)
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where (135) uses the fact that x 7→ xpe−px achieves its global maximum
on [0,∞) at x = 1, and (136) uses Stirling’s formula.
Next, for every i, j ∈ {1, . . . , n} we have

1

t

∞∑

m=0

u∑

r=1

(

1− 1

t

)mu+r

(Ar)ij 6
u

t

(
∞∑

m=0

e−mu/t

)

Au(A)ij

. pAu(A)ij. (137)

(130) now follows by substituting (136) and (137) into (134). �
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