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Abstract

We present two examples of loss of the predictable representation property for semi-martingales
by enlargement of the reference filtration. First of all we show that the predictable representation
property for a semi-martingale X does not transfer from the reference filtration F to a larger
filtration G if the information starts growing up to a positive time. Then we study the case
G = F ∨ H when there exists a second special semi-martingale Y enjoying the predictable
representation property with respect to H. We establish conditions under which the triplet
(X,Y, [X,Y ]) enjoys the predictable representation property with respect to G.
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1 Introduction

Given a filtered probability space (Ω,F ,F = (Ft)t∈[0,T ], P ) and a fixed semi-martingale
X on it, a classical problem in stochastic analysis is the investigation of conditions which
allow to represent every L∞(Ω,FT , P )-random variable as the sum of an F0-measurable
random variable and a stochastic integral with respect to X . When there exists an equiv-
alent local-martingale measure Q for X that representation follows as soon as X enjoys
the predictable representation property (in short, p.r.p.) with respect to the filtration F
under Q 1, that is any (Q,F)-local martingale can be written in the form m +

∫ t

0
ξsdXs

where m is F0-measurable and ξ is F-predictable (see Definition 13.1 and Theorem 13.4
in [20]). The equivalence between the representation of all (Q,F)-local martingales and
the uniqueness of Q, modulo F0, is the content of a classical martingale representation
result (see Theorem 13.9 in [20]). In particular, under the stronger hypothesis that Q is
the unique equivalent martingale measure for X , F0 is trivial and X enjoys the (Q,F)-
p.r.p. (see [19] and Theorem 13.4 in [20]).
If the reference filtration F coincides with the natural filtration of X , then p.r.p. holds
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either for Brownian motion and Poisson process or, under suitable assumptions, for dif-
fusions with jumps and in some particular non Markovian contexts (see e.g. [21] and [10]
and references therein).
Assuming that the p.r.p. for X holds, an interesting question is about maintenance of
that property with respect to an enlarged filtration G in the following sense. If Q̃ is an
equivalent local-martingale measure for X with respect to G, does X enjoy the (Q̃,G)-
p.r.p.? When the answer is positive, we say that p.r.p. transfers from F to G. In this case
Q̃ is the unique equivalent local-martingale measure, modulo G0, for X with respect to
G. Otherwise p.r.p. cannot hold with respect to any equivalent local-martingale measure
for X with respect to G, and we say that p.r.p. disappears.
This issue is related to the problem of enlargement of filtration, that is the investigation
of conditions under which, on a given probability space, (P,F)-semi-martingales are also
(P,G)-semi-martingales (see the classical [27] and more recently [28]).
Maintenance or loss of the p.r.p. with respect to an enlarged filtration appear both in
the literature. Let us now recall two well-known examples of enlargement of filtration. In
[1] it is shown that the p.r.p. is preserved in case of initial enlargement of F defined by
Gt = Ft ∨ σ(G), with G a random variable satisfying the condition P (G ∈ ·|Ft)(ω) ∼
P (G ∈ ·), for almost all ω. This assumption enables to show that X enjoys the (QG,G)-
p.r.p. under a suitable equivalent martingale measure QG on GT . At the same time, a
Brownian motion B fails to exhibit the p.r.p. in case of progressive enlargement of its nat-
ural filtration FB obtained by the observation of the occurrence of a positive random time
τ , which is not an FB-stopping time, that is when Gt = ∩s>tF

B
s ∨ σ(τ ∧ s). In particular

this occurs when τ is a continuous random variable independent of B, and consequently
integrals with respect to B are not enough to represent all the G-martingales. Indeed one
has to add integrals with respect to the compensated default process Iτ≤· −

∫ τ∧·

0
λsds,

with λ = f/G, where f and G are the density function and the survival function of τ ,
respectively (this result can be viewed as a simple application of Theorem 7.5.5.1 in [26]).
We stress that the two examples above differ; more precisely the initial sigma-algebra in
the latter remains trivial, whereas in the former the enlargement already takes place up
to the initial time: that is the starting sigma-algebra of the new filtration is different from
F0.
In general, the fact that the progressive enlargement by a random time destroys the
p.r.p. is well-known; we refer to [25] for conditions under which the p.r.p. can be achieved
by considering a larger number of driving processes.
In this paper X is a special (P,F)-semi-martingale which admits a unique equivalent mar-
tingale measure. Therefore F0 is trivial and X enjoys the p.r.p. with respect to F. Without
selecting particular models, we present two results where the p.r.p. disappears when the
reference filtration is enlarged by keeping trivial the sigma-algebra at time zero. Our aim
is to give a contribution to the investigation of the link between the p.r.p. and the refer-
ence filtration of the semi-martingale. It is well-known that p.r.p. may fail with respect
to the natural filtration (see Example 23.11 in [35]). At the same time in some cases the
property holds with respect to a filtration larger than the natural one (see Remark 3.7 in
Section 3).
In our first result no assumption is introduced on the source of randomness giving rise
to the enlargement. We prove that, if there exists an equivalent martingale measure for
X with respect to the enlarged filtration G, then the p.r.p. disappears whenever the set
{t ∈ [0, T ] : Ft  Gt} has a positive minimum.
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In our second result the enlargement is obtained by adding the information given by a
new filtration H such that H0 is trivial. More precisely G coincides with F∨H. We assume
that there exists a (P,H)-semi-martingale Y enjoying the p.r.p. with respect to H. More-
over the martingale part N of Y is (P,G)-strongly orthogonal to the martingale part M
of X , and X and Y satisfy a technical assumption which provides them the structure
condition. We also introduce suitable assumptions assuring the existence of the minimal
martingale measures forX and Y . In this setting we prove that the (P,G)-semi-martingale
(X, Y, [X, Y ]) admits a unique equivalent martingale measure Q. More precisely we show
that the triplet (X, Y, [X, Y ]) is a basic set of (Q,G)-orthogonal martingales so that three
is the multiplicity of G in the sense of Davis and Varaiya (see [11]). Therefore the p.r.p. by
the enlargement of filtration does not hold for X .
We stress that the issue addressed in this paper naturally emerges in the analysis of
financial markets, where the discounted price of the risky asset is modeled as a semi-
martingale. In this setting generally the payoffs are random variables measurable with
respect to the final sigma-algebra of the reference filtration and the investment strategy
is a predictable process. Then, when the market is free of arbitrage, the p.r.p. of the
discounted asset price process provides the completeness of the market that is the perfect
replication of all the essentially bounded payoffs (see [17]). In their seminal papers Harri-
son and Pliska clearly state that completeness is a joint property of the filtration and of the
asset price process and in particular they argued that the structure of the filtration should
influence completeness. They also provided the original version of the II Theorem of Asset
Pricing (see [18], [19]), even if their statement is not completely correct in the definition
of self-financial strategies (to clarify this fact see [31] and the Appendix in [23] and [7]
about the distinction between vector completeness and component completeness, which
is at the origin of the imprecision of the Harrison and Pliska’s result). Completeness has
been widely studied when the reference filtration coincides with the natural one. However
markets with default or markets with better informed agents are modeled by considering
on the probability space a filtration larger than the natural one and most of them are not
complete markets or even not arbitrage free (see e.g. [5] or [25] and [16]).
This paper is organized as follows. In Section 2 we describe the mathematical setting
and recall a classical result about the enlargement of filtration. Section 3 and Section 4
are devoted to our results. Section 4 is divided into two subsections: in the former we
discuss the simpler case of martingales and in the latter we extend the result to semi-
martingales. In Section 5 we discuss possible connections of our results with some papers
in the recent literature. Finally we devote Section 6 to avenues for future research in this
area.

2 Setting and notations

Let T > 0 be a finite time horizon and let X = (Xt)t∈[0,T ] be a real valued càdlàg square-
integrable semi-martingale defined on a given probability space (Ω,F ,F, P ), with the
filtration F satisfying the usual conditions of right-continuity and completeness.
More precisely let X belong to the space S2(P,F) of semi-martingales (see, e.g., [13]),
i.e. let X be a special semi-martingale with canonical decomposition

X = X0 +M + A (1)
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such that
EP
[
X2

0 + [M ]T + |A|2T
]
< +∞. (2)

As usual M is a (P,F)-martingale, A is an F-predictable process of finite variation, M0 =
A0 = 0, |A| denotes the total variation process of A and [M ] the quadratic variation
process of M . Note that by integrability condition (2) it follows

EP
[
sup

t∈[0,T ]

X2
t

]
< ∞. (3)

In all the paper, given a filtered probability space (Ω,A,A, R) and a square-integrable
(R,A)-semi-martingale S = (St)t∈[0,T ] on it, L2

0(Ω,AT , R) will denote the subset of the
centered elements of L2(Ω,AT , R) and L2(S,R,A) the space of the A-predictable processes
ξ such that

ER

[∫ T

0

ξ2t d[S]t

]
< +∞. (4)

Denote by P(X,F) the set of probability measures on (Ω,FT ) under which X is a mar-
tingale and which are equivalent to P |FT

, the restriction of P to FT . Assume that the set
P(X,F) is a singleton, more precisely

H1) P(X,F) = {PX}.

Assumption H1) has two important consequences as already recalled in the introduc-
tion. The initial σ-algebra F0 turns out to be P -trivial and the (P,F)-semi-martingale X
enjoys the p.r.p. with respect to F under PX, that is any (PX ,F)-local martingale admits
a representation of the form m+

∫ t

0
ξsdXs where m is a constant and ξ is F-predictable. In

particular each H in L2(Ω,FT , P
X) admits PX-a.s. the representation

H = H0 +

∫ T

0

ξHs dXs, (5)

with H0 a constant and ξH a process in L2(X,PX,F).

Let M2(PX ,F) be the space of the square-integrable (PX,F)-martingales. Then for any
Z in M2(PX ,F) an immediate application of (5) to H = ZT proves that PX-a.s.

Zt = Z0 +

∫ t

0

ξZs dXs (6)

with Z0 a constant and ξZ a process in the space L2(X,PX,F).

Set

K2(Ω,F, PX, X) :=

{∫ T

0

ξsdXs, ξ ∈ L2(X,PX,F)

}
. (7)

Since F0 is trivial, representation (5) is equivalent to the equality

L2
0(Ω,FT , P

X) = K2(Ω,F, PX , X). (8)

Definition 2.1. A filtration G = (Gt)t∈[0,T ] on (Ω,F , P ) under the standard hypotheses
is an enlargement of the filtration F if

Ft ⊂ Gt for all t ∈ [0, T ] and Ft  Gt for some t ∈ [0, T ].
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Let Q be a probability measure on the space (Ω,F) and M(Q,F) the space of uniformly
integrable (Q,F)-martingales. The following theorem holds.

Theorem 2.2. (Theorem 3 in [6]) Let G be any enlargement of F. Then the following
conditions are equivalent

(i) M(Q,F) ⊂ M(Q,G) (immersion property);

(ii) for any t in [0, T ] and any bounded FT -measurable random variable Y , EQ[Y | Gt]
is Ft-measurable.

Under any of these conditions, Ft = FT ∩ Gt.

3 Loss of the predictable representation property: a sufficient

condition on the enlarged filtration

Let G be any enlargement of F and let P(X,G) be the set of probability measures on
(Ω,GT ) under which X is a G-martingale and which are equivalent to P |GT

. Consider the
assumption

H2) P(X,G) 6= ∅.

In this section for any Q in P(X,G) the space K2(Ω,G, Q,X) is defined analogously to
(7).

A consequence of Theorem 2.2 is the following proposition.

Proposition 3.1. Assume H1) and H2) and set

u := inf{t ∈ [0, T ] : Ft  Gt}. (9)

Then when u = T it holds FT  GT and when u < T it holds

Ft  Gt for all t ∈ (u, T ]. (10)

Proof. Note that (9) is well-posed by Definition 2.1. Let Q be an element of P(X,G) (exis-
tence follows by HypothesisH2)). Since FT ⊂ GT , thenQ|FT

belongs to P(X,F). Hypothe-
sis H1) gives Q|FT

= PX so that M2(Q,F) = M2(PX ,F). The last equality together with
the representation property (6) and the definition of Q implies M2(Q,F) ⊂ M2(Q,G)
and by a density argument the immersion property follows2. Then, fixed T ′ ≤ T , applying
Theorem 2.2 equality Ft = FT ′ ∩ Gt easily follows, for all t ∈ [0, T ′]. The latter identity
proves relation (10) in the case u < T . In fact FT ′ = GT ′ for some T ′ ∈ (u, T ] would imply
Ft = Gt for all t ∈ [0, T ′], in contradiction to the definition of u. Finally when u = T the
inclusion in (10) is trivial.

Remark 3.2. When u = min{t ∈ [0, T ] : Ft  Gt} obviously relation (10) gets stronger,
that is it holds Ft  Gt for all t ∈ [u, T ].

2 see Proposition 3.1 in [24] for a different proof
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Remark 3.3. The above result implies that if H1) holds then condition FT = GT forces
P(X,G) to be void. In financial context this result has a very intuitive appeal. When the
existence of a martingale measure is equivalent to the absence of arbitrage (see e.g. [12]),
if the market is complete, adding information without changing the payoffs’ set generates
arbitrage opportunities.

Theorem 3.4. Assume that G0 is P -trivial and that u defined by (9) is a minimum. If
H2) holds, then for any Q in P(X,G)

K2(Ω,G, Q,X)  L2
0(Ω,GT , Q). (11)

Proof. Since by assumption G0 is P -trivial, the hypothesis that u is a minimum implies
u > 0. Let Q be an element of P(X,G) and let A be a non trivial set such that A 6∈ Fu

and A ∈ Gu. Consider the random variable

L := IA − EQ[IA | Fu].

IA is not Fu-measurable, so that L is a non trivial element of L2
0(Ω,GT , Q). If L were in

K2(Ω,G, Q,X) then it would exist a G-predictable process ηL in the set L2(X,Q,G) such
that

L =

∫ T

0

ηLs dXs, Q-a.s.. (12)

But we claim that L satisfies

EQ

[
L

∫ T

0

ηsdXs

]
= 0 (13)

for every G-predictable η in L2(X,Q,G). Together with representation (12), this would
imply EQ [L2] = 0, i.e. L = 0, Q-a.s..

In order to prove (13) it is useful to rewrite EQ
[
L
∫ T

0
ηsdXs

]
as

EQ

[
EQ

[
L

(∫ T

0

Is<uηsdXs + ηu∆Xu

)
| Fu

]]
+ EQ

[
EQ

[
L

∫ T

0

Is>uηsdXs | Gu

]]
.

Then equality (13) immediately follows taking into account that
∫ T

0
Is<uηsdXs and ηu∆Xu

are Fu-measurable and L is Gu-measurable so that EQ
[
L
∫ T

0
ηsdXs

]
coincides with

EQ

[(∫ u−

0

ηsdXs + ηu∆Xu

)
EQ [L | Fu]

]
+ EQ

[
LEQ

[∫ T

u+

ηsdXs | Gu

]]

and finally considering that EQ [L | Fu] = 0 = EQ
[∫ T

u+ ηsdXs | Gu

]
.

Corollary 3.5. Assume H1). Then, under the hypotheses of the previous theorem, the
p.r.p. for X is not preserved by the enlargement of filtration from F to G.

Proof. X enjoys p.r.p. with respect to F under Q|FT
= PX but the strict inclusion (11)

implies that X doesn’t enjoy the (Q, G)-p.r.p..
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Remark 3.6. Theorem 3.4 cannot apply when G is a quasi-left continuous filtration. In
fact, in this case, since Gu = Gu− = Fu−, the assumption that u is a minimum would
imply the existence of a non trivial set in Fu− but not in Fu.
As an immediate application of Theorem 3.4 one can take the progressive enlargement
defined by Gt = ∩s>tFs ∨ σ(τ ∧ s) with τ any positive random variable independent of FT

taking values in a finite set.

Remark 3.7. Assumption that u is a minimum in Theorem 3.4 cannot be dropped as
proved by the following example.
Let B be a Brownian motion, then the process

∫ ·

0
sgn(Bs)dBs is still a Brownian motion

enjoying both the F|B|-p.r.p. and the FB-p.r.p. (see Chapter 6 in [30]). Moreover

inf{t ∈ [0, T ] : F
|B|
t  FB

t } = 0,

and the set {t ∈ [0, T ] : F
|B|
t  FB

t } doesn’t have a minimum. However the p.r.p. of∫ ·

0
sgn(Bs)dBs transfers from F|B| to FB.

4 Adding the reference filtration of a semi-martingale

In this section H is a filtration on (Ω,F , P ) satisfying the usual conditions of right-
continuity and completeness with H0 a trivial σ-algebra. Moreover Y is a (P,H)-semi-
martingale enjoying the p.r.p. with respect to H under an equivalent martingale mea-
sure. The enlarged filtration is defined by

G := F ∨H.

Next it is proved that there exists Q ∈ P(X, Y, [X, Y ],G) such that (X, Y, [X, Y ]) enjoys
the (Q,G)-p.r.p..
As a byproduct of this result a martingale representation property is derived: any (P,G)-
square-integrable martingale can be uniquely represented up to a constant as sum of
integrals with respect to the martingales M , N and [M,N ], where M and N are the
martingale parts of X and Y , respectively. This result is closely related to that presented
in [36]. In that paper the author works with the filtrations generated by two indepen-
dent, quasi-left continuous semi-martingales. Here this regularity for the trajectories is
not required and in place of the independence of the two semi-martingales the strong
orthogonality of their martingale parts is assumed. Indeed, under the assumptions of this
section, independence of F and H and strong orthogonality of M and N are equivalent
conditions (see point i) in Theorem 4.13).
First, the case when X and Y are (P,G)-strongly orthogonal martingales is consid-
ered. Then the general case follows by using a key result: the martingale parts M and N
of X and Y enjoy the (P,F)-p.r.p. and the (P,H)-p.r.p. respectively.

4.1 The martingale case

First of all consider the following particular case: the process A in decomposition (1) is
identically zero and therefore X coincides with M . Let N be a square-integrable (P,H)-
martingale on (Ω,F , P ). Make the following assumption

H1′) P(M,F) = {P|FT
}, P(N,H) = {P|HT

}.
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It is useful to recall the definition of strongly orthogonal square-integrable martingales.

Definition 4.1. ([33]) Two square-integrable (P,G)-martingales U and V are (P,G)-
strongly orthogonal if their product UV is a uniformly integrable (P,G)-martingale such
that U0V0 = 0.

Lemma 4.2. Under hypothesis H1′) FT and HT are P -independent and M0N0 = 0 if
and only if M and N are (P,G)-martingales and (P,G)-strongly orthogonal.

Proof. The necessary part of the statement is straightforward, since independence to-
gether with condition M0N0 = 0 implies strong orthogonality of M and N .
In order to prove the sufficient condition recall that, since M and N are strongly orthogo-
nal (P,G)-martingales, the process [M,N ] = ([M,N ]t)t∈[0,T ] is a (P,G)-martingale. More-
over by H1′) it follows that if A ∈ FT and B ∈ HT then

IA = P (A) +

∫ T

0

ξAs dMs, IB = P (B) +

∫ T

0

ξBs dNs, P -a.s. (14)

for ξA and ξB in L2(M,P,F) and L2(N,P,H) respectively. The equalities in (14) imply
that P (A ∩ B) differs from P (A)P (B) by the expression

P (B)EP

[∫ T

0

ξAs dMs

]
+ P (A)EP

[∫ T

0

ξBs dNs

]
+ EP

[∫ T

0

ξAs dMs

∫ T

0

ξBs dNs

]
.

The above expression is null. In fact the (P,G)-martingale property of M and N and the
integrability of the integrands ξA and ξB imply that the processes

∫ ·

0
ξAs dMs and

∫ ·

0
ξBs dNs

are centered (P,G)-martingales. Moreover the stable subspaces generated by M and N
respectively, are (P,G)-strongly orthogonal so that also the product

∫ ·

0
ξAs dMs ·

∫ ·

0
ξBs dNs

is a centered (P,G)-martingale (see Lemma 2 and Theorem 36 page 180 in [33]).

Before stating the main theorem of this section it is convenient to recall two general
results.

Lemma 4.3. Let A and B be two independent filtrations on (Ω,F , P ) and let U and V
be two real processes A-adapted and B-adapted respectively. Then for all 0 < s < t

EP [UtVt|As ∨ Bs] = EP [Ut|As]E
P [Vt|Bs] .

Lemma 4.4. Let A and B be two filtrations on (Ω,F , P ) under standard hypotheses
of completeness and right-continuity. Consider the filtration D defined at any time t by
Dt = At ∨ Bt. If there exists a probability measure Q equivalent to P such that A and B
are Q-independent, then D satisfies the standard hypotheses.

Proof. See Lemma 2.2 in [2].

Theorem 4.5. Assume H1′) and suppose that M and N are (P,G)-strongly orthogonal
martingales. Then G is a standard filtration, P ((M,N, [M,N ]),G) = {P |GT

} and the
following decomposition holds

L2
0(Ω,GT , P ) = K2(Ω,G, P,M)⊕K2(Ω,G, P,N)⊕K2(Ω,G, P, [M,N ]). (15)
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Proof. The proof will be done in three steps:
(i) the first goal is to prove the (P,G)-p.r.p. for (M,N, [M,N ]);
(ii) as a second point the following key result is proved: [M,N ] is (P,G)-strongly orthog-
onal to M and to N ;
(iii) finally points (i) and (ii) allow to derive decomposition (15).

(i) (P,G)-strong orthogonality ofM andN and Lemma 4.2 provide the P -independence
of FT and HT , so that the standard conditions for G immediately follow by Lemma
4.4. The (P,G)-p.r.p. for (M,N, [M,N ]) is achieved by proving that P((M,N, [M,N ]),G) =
{P}, or, equivalently, that for any Q ∈ P((M,N, [M,N ]),G), P and Q coincide on
the π-system

{A ∩B, A ∈ FT , B ∈ HT },

which generates GT . To this end, note that equalities in (14) hold under Q so that
Q(A ∩ B) differs from P (A)P (B) by the expression

P (B)EQ

[∫ T

0

ξAs dMs

]
+ P (A)EQ

[∫ T

0

ξBs dNs

]
+ EQ

[∫ T

0

ξAs dMs

∫ T

0

ξBs dNs

]
.

(16)

The above expression is null. In fact H1′) implies Q|FT
= P |FT

and Q|HT
=

P |HT
and this in turn implies that

∫ ·

0
ξAs dMs and

∫ ·

0
ξBs dNs are centered (Q,G)-

martingales. Moreover, by definition of Q, [M,N ] is a (Q,G)-martingale so that
MN is a (Q,G)-martingale and therefore M and N are (Q,G)-strongly orthogonal
martingales, so that also the product

∫ ·

0
ξAs dMs ·

∫ ·

0
ξBs dNs is a centered (Q,G)-

martingale.

(ii) [M,N ] is (P,G)-strongly orthogonal to the (P,G)-martingalesM and N , if and only
if [M, [M,N ]] and [N, [M,N ]] are uniformly integrable (P,G)-martingales.
Recall that

[M,N ]t = 〈M c, N c〉t +
∑

s≤t

∆Ms∆Ns, (17)

where M c and N c are the continuous martingale part of M and N respectively. By
Lemma 4.2 M c and N c are independent (P,G)-martingales so that 〈M c, N c〉 ≡ 0,
since by definition 〈M c, N c〉 is the unique G-predictable process with finite variation
such thatM c N c−〈M c, N c〉 isG-local martingale equal to 0 at time 0 (see Subsection
9.3.2. in [26]). Therefore

[M,N ]t =
∑

s≤t

∆Ms∆Ns. (18)

As a consequence

[M, [M,N ]]t =
∑

s≤t

(∆Ms)
2∆Ns.
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Then for u ≤ t one has

EP [[M, [M,N ]]t |Gu]

= EP

[
∑

s≤u

(∆Ms)
2∆Ns|Gu

]
+ EP

[
∑

u<s≤t

(∆Ms)
2∆Ns|Gu

]

= [M, [M,N ]]u +
∑

u<s≤t

EP
[
(∆Ms)

2∆Ns|Gu

]

= [M, [M,N ]]u +
∑

u<s≤t

EP
[
(∆Ms)

2|Fu

]
EP [∆Ns|Hu] ,

where the last equality follows by Lemma 4.3 since F and H are P -independent.
Then the martingale property for [M, [M,N ]] follows by observing that EP [∆Ns|Hu] =
0, for any s > u. Finally [M, [M,N ]] is uniformly integrable, since it is a (P,G)-
regular martingale.
Analogously one gets that [M,N ] is (P,G)-strongly orthogonal to N .

(iii) By point (i) it follows that (see (8))

L2
0(Ω,GT , P ) = K2 (Ω,G, P, (M,N, [M,N ]))

or equivalently that for each H in L2
0(Ω,GT , P ) there exist γH in L2(M,P,G), κH

in L2(N,P,G) and φH in L2([M,N ], P,G), such that P -a.s.

H =

∫ T

0

γH
s dMs +

∫ T

0

κH
s dNs +

∫ T

0

φH
s d[M,N ]s. (19)

This equality and point (ii) entail

K2(Ω,G, P, [M,N ]) =
(
K2(Ω,G, P, (M,N))

)⊥

In fact the (P,G)-strong orthogonality of [M,N ] to M and to N is equivalent to

the orthogonality of any random variable of the form
∫ T

0
φsd[M,N ]s, with φ in

L2([M,N ], P,G), to random variables of the form
∫ T

0
γsdMs +

∫ T

0
κsdNs, with γ in

L2(M,P,G) and κ in L2(N,P,G) (see Lemma 2 and Theorem 36 page 180 in [33]),
so that

K2(Ω,G, P, [M,N ]) ⊂
(
K2(Ω,G, P, (M,N))

)⊥
.

At the same time, by representation (19), any element of
(
K2(Ω,G, P, (M,N))

)⊥

is of the form
∫ T

0
φsd[M,N ]s so that

(
K2(Ω,G, P, (M,N))

)⊥
⊂ K2(Ω,G, P, [M,N ]).

Finally, by the (P,G)-strong orthogonality of M and N ,

K2(Ω,G, P, (M,N)) = K2(Ω,G, P,M)⊕K2(Ω,G, P,N).
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Remark 4.6. Lemma 4.2 and Theorem 4.5 can be extended to the case when M and
N take values in Rm and Rn respectively and M i and N j are (P,G)-strongly orthogonal
martingales for all i = 1, . . . , m, j = 1, . . . , n.
For the sake of completeness, recall that an Rm-valued square integrable martingale M
enjoys the (P,F)-p.r.p. if each H in L2(Ω,FT , P ) can be represented as vector stochastic
integral that is

H = H0 +

∫ T

0

ξHdM,

with H0 ∈ F0 and ξH = (ξH1 , ..., ξHm) an m-dimensional F-predictable process such that
such that

EP

[
∑

i,j

∫ T

0

ξHi (t)ξHj (t) d[M i,M j ]t

]
< +∞,

(see [7]).

On a probability space (Ω,F , P ) let M be the process defined at time t in [0, T ] by

Mt := Bt + Z I{t≥t0}, (20)

where B is a standard Brownian motion and Z a binary centered F -measurable random
variable independent of B. Write for shortness

Ht := Z I{t≥t0}.

Following a similar procedure as in Section 9.5.2 in [26], it can be proved that M
enjoys the p.r.p. with respect to its natural filtration FM = FB ∨ FH (under P ).

In fact consider the Doléans-Dade exponentials

E1,ϕ
· := E

(∫ ·

0

ϕsdBs

)
, E2,ϕ

· := E
(∫ ·

0

ϕsdHs

)
,

with ϕ ∈ L2([0, T ]). Both are square-integrable random processes and in particular

E
( ∫ t

0
ϕsdHs

)
= 1 + ϕt0Z I{t≥t0}. Moreover, by the product formula it follows

E1,ϕ
T E2,ϕ

T = 1 +

∫ T

0

E1,ϕ
t E2,ϕ

t−
ϕtdMt. (21)

The set {E1,ϕ
T E2,ϕ

T , ϕ ∈ L2([0, T ])} is a total set for L2(Ω,FM
T , P ) and therefore (21) is

equivalent to the p.r.p. for M with respect to FM (under P ).

Let now N be defined by
Nt := B̃t + UI{t≥t0} (22)

and assume B̃ and U independent of B and Z.
Then FM and FN are independent filtrations and M and N are square-integrable
FM ∨FN -strongly orthogonal martingales each of them enjoying the p.r.p. with respect
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to its natural filtration (under P ). Moreover the covariation process [M,N ] at time t
satisfies

[M,N ]t = ZUI{t≥t0}.

Theorem 4.5 applies with F = FM and H = FN so that any K in L2(Ω,FM
T ∨ FN

T , P )
can be represented P -a.s. as

K = K0 +

∫ T

0

γK
t dMt +

∫ T

0

κK
t dNt + ΦKZU, (23)

where γK and κK belong to L2(M,P,FM ∨ FN) and L2(N,P,FM ∨ FN) respectively
and ΦH is a square-integrable random variable FM

t−
0

∨ FN

t−
0

-measurable.

4.2 The semi-martingale case

In the general setup of this section let Y be in the space of semi-martingales S2(P,H)
with canonical decomposition

Y = Y0 +N +D. (24)

Assume that P(Y,H) is a singleton and more precisely P(Y,H) = {P Y } so that H0 is
P -trivial and the semi-martingale Y enjoys the p.r.p. with respect to H under P Y .

It is convenient to write the main assumptions on X and Y as a unique condition:

H1′′) P(X,F) = {PX}, P(Y,H) = {P Y }.

Some other assumptions will be considered. Denote by KX(F) the closure in L1(Ω,FT , P )

of the set
{∫ T

0
ξsdXs, ξ F-predictable, simple andbounded

}
and by L1

+(Ω,FT , P ) the set

of the non-negative integrable random variables. Define analogouslyKY (H) and L1
+(Ω,HT , P ).

H3) KX(F) ∩ L1
+(Ω,FT , P ) = {0}, KY (H) ∩ L1

+(Ω,HT , P ) = {0}.

Assumption H3) together with condition (3) and its analogous for Y provide the so-
called structure condition for X and Y (see Theorem 8 in [3]), that is the existence of a
predictable process α P -a.s. in the space L2([0, T ],B([0, T ]), d〈M〉t) and of a predictable
process δ P -a.s. in the space L2([0, T ],B([0, T ]), d〈N〉t) such that

At =

∫ t

0

αs d〈M〉s, Dt =

∫ t

0

δs d〈N〉s. (25)

Remark 4.7. It is to note that in order to get the structure condition for X hypothesis
H3) could be omitted by assuming dPX/dP |FT

in L2
loc(Ω,F , P ) (see Proposition 4 in

[34]).

Finally two hypotheses assure regularity to the Doléans-Dade exponentials E(−
∫ ·

0
αsdMs)

and E(−
∫ ·

0
δsdNs).

H4) α∆M < 1, P -a.s. , δ∆N < 1, P -a.s. ,
H5)

EP

[
exp

{
1

2

∫ T

0

α2
t d〈M

c〉t +

∫ T

0

α2
t d〈M

d〉t

}]
< +∞,

EP

[
exp

{
1

2

∫ T

0

δ2t d〈N
c〉t +

∫ T

0

δ2t d〈N
d〉t

}]
< +∞.
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In particular H4) implies that the (P,F)-local martingale E(−
∫ ·

0
αsdMs) is strictly pos-

itive and H5) implies that it is a (P,F)-martingale (see Theorem 9 in [32] for further
details).

Definition 4.8. ([4]) A measure Q in P(X,F) is a minimal martingale measure for X if
any (P,F)-local martingale Z such that ZM is a (P,F)-local martingale is a (Q,F)-local
martingale.

Lemma 4.9. Under the previous assumptions PX is the minimal martingale measure for
X.

Proof. By Proposition 3.1 in [4] E(−
∫ ·

0
αsdMs) coincides with the derivative of the min-

imal martingale measure for X . The assumed uniqueness of the equivalent martingale
measure gives the result.

Before stating next result, it is useful to recall the general result known as Yoeurp’s
lemma.

Lemma 4.10. ([13])Let M be a local martingale null at time zero and A a càdlàg pro-
cess with finite variation on every compact set. If A is predictable then [M,A] is a local
martingale.

Proposition 4.11. Let H1′′), H3), H4) and H5) be verified. Then M enjoys the
p.r.p. with respect to the filtration F under P .

Proof. Assume that K2(Ω,F, P,M)⊥ 6= {0}, that is there exists a non trivial centered
random variable V ∈ K2(Ω,F, P,M)⊥ such that the (P,F)-martingale (Vt)t∈[0,T ] defined
by Vt := EP [V |Ft] is (P,F)-strongly orthogonal to M . By Lemma 4.9 (Vt)t∈[0,T ] is a
(PX ,F)-local martingale. Then by H1′′) there exists a predictable process ξ such that,
for all t ∈ [0, T ], PX-a.s.

Vt =

∫ t

0

ξudXu. (26)

As a consequence, since the covariation processes are invariant under an equivalent change
of measure, PX-a.s. and P -a.s.

[V,X ]t =

∫ t

0

ξud[X ]u.

Under P the process on the left hand side in the previous equality is a (P,F)-local mar-
tingale. In fact under P one has [V,X ] = [V,M ] + [V,A] and by construction [V,M ] is
a (P,F)-martingale and by Lemma 4.10 the process [V,A] is a (P,F)-local martingale.
More precisely [V,X ] is a (P,F)-martingale since for all t in [0, T ]

|[V,X ]t| ≤ [V +X ]T + [V −X ]T

and the right hand side of the above inequality is integrable by the assumption (2) on X
and the construction of (Vt)t∈[0,T ] . Then also the process (

∫ t

0
ξud[X ]u)t∈[0,T ] is a (P,F)-

martingale so that for all 0 < s < t < T and B ∈ Fs it holds

EP

[
IB

∫ t

s

ξud[X ]u

]
= 0
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and therefore
ξ = 0, P (dω)d[X ]t(ω)-a.s. .

Finally by the equivalence between P and PX and the invariance of [X ] under equivalent
change of measure

ξ = 0, PX(dω)d[X ]t(ω)-a.s. .

As a consequence by Ito isometry

∫ t

0

ξudXu = 0, PX-a.s. (27)

that is, by equality (26), VT = 0, PX-a.s. which contradicts the supposed non-triviality
of V .

Remark 4.12. In the particular case when X is the solution of an Ito equation with
unique weak solution and F = FX the above result immediately follows from Theorem
9.5.4.2 in [26].

Theorem 4.13. Assume H1′′), H3),H4), H5) and suppose that M and N are (P,G)-
strongly orthogonal martingales. Then

i) FT and HT are P -independent, G fulfills the standard hypotheses and every W in
M2(P,G) can be uniquely represented as

Wt = W0 +

∫ t

0

γW
s dMs +

∫ t

0

κW
s dNs +

∫ t

0

φW
s d[M,N ]s, P -a.s.

with γW in L2(M,P,G), κW in L2(N,P,G) and φW in L2([M,N ], P,G);

ii) there exists a probability measure Q on (Ω,GT ) such that (X, Y, [X, Y ]) enjoys the
p.r.p. with respect to G under Q. More precisely every Z in M2(Q,G) can be
uniquely represented as

Zt = Z0 +

∫ t

0

ηZs dXs +

∫ t

0

θZs dYs +

∫ t

0

ζZs d[X, Y ]s Q-a.s.,

with ηZ in L2(X,Q,G), θZ in L2(Y,Q,G) and ζZ in L2([X, Y ], Q,G).

Proof. By the previous proposition and its analogous for N , the martingales M and N
satisfy condition H1′) so that Theorem 4.5 applies and the first statement is proved.
Define Q on (Ω,GT ) by

dQ

dP
:= LX · LY

where

LX :=
dPX

dP |FT

, LY :=
dP Y

dP |HT

.

The definition is well-posed since by point i) LX · LY is in L1(Ω, P,GT ). L
X and LY are

strictly positive and therefore Q and P |GT
are equivalent measures. Moreover for all A in

FT and B in HT it holds

Q(A ∩ B) = EP [IA LX ]EP [IB LY ],
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since FT and HT are independent under P . Using the equalities EP [LX ] =1= EP [LY ] one
immediately gets the Q-independence of FT and HT .
Finally X is a (Q,F)-martingale since Q|F = PX and it is also a (Q,G)-martingale
by the Q-independence of F and H. Analogously it can be shown that Y is a (Q,G)-
martingale. Since X0 and Y0 are constants, the second statement follows by applying
Theorem 4.5 to the (Q,G)-strongly orthogonal martingales X −X0 and Y − Y0.

Remark 4.14. Under the hypotheses of the above theorem H2) is verified. In fact Q
belongs to P(X,G). This immediately follows recalling that Q is equivalent to P |GT

, coin-
cides with PX on FT and decouples F and H in such a way that the immersion property
is verified.

Remark 4.15. The (P,G)-strong orthogonality of M and N in Theorem 4.13 can be
weakened assuming the existence of a measure P ∗ equivalent to P such that M and N
are (P ∗,G)-strongly orthogonal martingales. In this case, P in i) has to be replaced by P ∗

and Q in ii) has to be changed into the measure defined by dPX

dP ∗|FT

dPY

dP ∗|HT

dP ∗. Note that by

Lemma 4.2 FT and HT are P ∗-independent. On the other hand if there exists a measure

R equivalent to P such that FT and HT are R-independent, then
dP |FT

dR|FT

dP |HT

dR|HT

dR defines a

measure with the same properties as the previous P ∗.
Finally when H coincides with FY and Y is P -independent of F, then the above conditions
are verified with P ∗ = R = P .

Corollary 4.16. Under the hypotheses of the previous theorem, X and Y verify [X, Y ]t ≡
0 P -a.s. if and only if the (P,G)-semi-martingale (X, Y ) enjoys the p.r.p. with respect to
G.

Remark 4.17. Note that the vanishing of the quadratic covariation as sufficient condition
for the p.r.p. of a pair of orthogonal martingales each enjoying the p.r.p. with respect to
its own filtration is already known (see [29]).

Corollary 4.16 implies that if X and Y in Theorem 4.13 are quasi-left continuous then
the pair (X, Y ) enjoys the p.r.p. with respect to G under Q. In fact a semi-martingale is
quasi-left continuous if and only its jumps times are totally inaccessible so that, using

[X, Y ]t = 〈M c, N c〉t +
∑

s≤t

∆Xs∆Ys (28)

and the P -independence of F and H, it follows that [X, Y ] ≡ 0. In particular the second
addend at the right hand side is zero, since two independent processes cannot have com-
mon inaccessible jump times with positive probability.
In conclusion, under the hypotheses of Theorem 4.13, [X, Y ] 6= 0 if and only if X and Y
share accessible jump times with positive probability.

Along the lines of Example 4.1 it is easy to construct a pair (X, Y ) of semi-martingales
satisfying H1′′), H4) and H5) with strongly orthogonal martingale parts and covariation
process not identically zero. In this case the structure condition is given by the model so
that assumption H3) is superfluous.
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Let M be defined as in (20). Note that

〈M〉t = t + EP [Z2 | Ft−] I{t≥t0}.

Consider a continuous function (αt)t∈[0,T ] in L2([0, T ]) such that αt0 = 0. Then
∫ T

0
αsd〈M〉s =∫ T

0
αsds. Define the (P,FM)-semi-martingale X by

Xt := Bt +

∫ t

0

αs ds+ Z I{t≥t0}.

X satisfies the structure condition with martingale part equal to M as well as con-
ditions H4) and H5). Moreover X enjoys the p.r.p. with respect to FM under the
measure PX defined by

dPX := LdP |FM

T

with L := E(−
∫ T

0
αsdBs). The last statement follows by Example 4.1 considering that

FM = FB ∨ FH , the process
(
Bt +

∫ t

0
αs ds

)
t∈[0,T ]

under PX is a standard Brown-

ian motion independent of Z and its natural filtration coincides with FB since α is
deterministic. Analogously, define a second semi-martingale

Yt := B̃t +

∫ t

0

δs ds+ U I{t≥t0}

with N as in (22) and the function (δt)t∈[0,T ] continuous, in L2([0, T ]) and such that
δt0 = 0. Then [X, Y ]t = [M,N ]t = ZUI{t≥t0}. In conclusion Theorem 4.13 applies to
show that the triplet (X, Y, ZU I{·≥t0}) enjoys the p.r.p. with respect to FM ∨FN . The
pair (X, Y ) instead admits infinite equivalent martingale measures3.

Corollary 4.18. Under the hypotheses of Theorem 4.13 the p.r.p. for X is not preserved
by the enlargement of filtration from F to G.

Proof. Q|FT
= PX so that X enjoys the p.r.p. with respect to F under Q|FT

. Moreover
Q belongs to P(X,G) but this set is not a singleton. In fact let H be any non trivial set

in HT and set Z := IH
2Q(H)

+ IHc

2Q(Hc)
. Consider on GT the measure Q̃ defined as the unique

extension of Q̃(A ∩ B) := Q(A)EQ[ZIB], with A ∈ FT and B ∈ HT . Then it is easy to

see that Q̃ belongs to P(X,G).

5 Conclusions

In all the paper a fundamental role is played by the existence of an equivalent martingale
measure for X with respect to G. In the framework of mathematical finance this condition
implies the financial market with the enlarged information G to be free of arbitrage (see
[12]). This property is given as hypothesis in Section 3 while in Section 4 it derives from
the assumptions. As far as the results in Section 4 are concerned, note that it is common
practice to complete the market by adding new components to the discounted asset price
vector (as recent contributions in this sense see [9], [22] and [8]). Theorem 4.13 suggests in

3 e.g. if Z takes values in (−z, z) and U takes values in (−u, u), then to any choice of P (Z = z, U = u)
in (0, 1/2) it corresponds a different joint law for (Z,U, ZU) which preserves the law of (Z,U)
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particular how to complete the market with discounted asset price X when the available
information F is enlarged by the observation of an independent semi-martingale Y : it is
enough to assume the processes Y and [X, Y ] as the discounted prices of two new assets.

Amendinger, Becherer and Schweizer in [2], in the framework of maximization of utilities,
generalizing a result in [1], show that the p.r.p. of X transfers from F to G = F ∨ σ(G)
with G a F -measurable random variable. The basic assumption in that paper is condition
D) there exists a probability measure R on F equivalent to P such that FT and σ(G) are
R-independent.

Grorud and Pontier in [17] study existence and characterization of the risk-neutral prob-
abilities for an insider trader with initial information. In particular under hypothesis H1)
they show the equivalence between conditions H2) and D).

In the present paper, in the setting of Section 4, the role of condition D) is played by
one of the equivalent conditions discussed in Remark 4.15. It is to note that condition D)
in the setting of initial enlargement of filtrations allows to prove that p.r.p. is preserved,
whereas its generalization to the progressive enlargement in Section 4 produces the loss
of p.r.p.. Indeed a general result can be announced.

Proposition 5.1. Assume H1) and G := F ∨ K where K is a filtration on (Ω,F , P )
satisfying the standard conditions and such that Kt 6= K0 for some t in (0, T ]. Let R be a
probability measure on F equivalent to P such that FT and KT are R-independent. Then
the p.r.p. for X is not preserved by the enlargement of filtration from F to G.

Proof. Let ν be a probability measure on KT equivalent to R|KT
, such that the derivative

dν
dR|KT

is not K0-measurable and ν|K0
= R|K0

. Define Qν on GT by

dQν :=
dPX

dR|FT

dν

dR|KT

dR.

Qν |KT
is equivalent to P |KT

, Qν |FT
coincides with PX and Qν decouples F and K. The

conclusion follows by Theorem 13.9 in [20].

The different role of condition D) under initial and progressive enlargement generates
only an apparent paradox. In fact, let assume H1), that is F0 is trivial and the (PX,F)-
p.r.p. for X holds. Then all source of randomness by representing F-local martingales
lies in X . When one adds new information, either initially as in [1] or progressively as in
Section 4 of this paper, this fact modifies two fundamental aspects of the interpretation
of X in the representation of the G-local martingales. First, the randomness of X is no
more sufficient. More precisely, by initial enlargement the starting value of the martin-
gales in the enlarged filtration becomes random, whereas by progressive enlargement new
stochastic integrators appear. Second, one has to extend the probability measure PX to
a measure R on GT , in order to get the (R,G)-p.r.p. for the driving process (eventually
multidimensional), which in case of progressive enlargement contains X as a component
and in case of initial enlargement is X itself.

Given a Lévy process X , Corcuera, Nualart and Schoutens in [8] construct a basic set of
orthogonal martingales for FX (Teugels martingales) by an orthogonalization procedure,
using X and its power jump processes

∑
s≤t∆X i

s, i ≥ 2. That result suggests that in the

case of a pair of Lévy processes (X, Y ) the representation of FX ∨ FY -local martingales



6 Perspectives 18

should involve X , Y the processes of the form
∑

s≤t∆X i
s∆Y j

s , i, j ≥ 1. Here, in the more
general framework of semi-martingales, Theorem 4.13 gives conditions for representing all
FX ∨ FY -local martingales: it is sufficient to add to X and Y the process of the common
jumps

∑
s≤t∆Xs∆Ys. One can observe that, under the hypotheses of Theorem 4.13, the

family of processes given by X , Y and
∑

s≤t∆X i
s∆Y j

s , i, j ≥ 1 is invariant under covari-
ation. In particular when X and Y are martingales this family is a compensated-stable
covariation family of martingales in the space of square-integrable martingales (see [15],
[14]). Moreover Theorem 4.13 provides the minimal number of martingales needed for the
predictable representation of this family.

6 Perspectives

A natural development of the current results is to investigate whether Theorem 4.13 con-
tinues to hold under weaker conditions, allowing for instance to drop the hypotheses H4)
and H5); this issue is the object of ongoing research. As in Remark 4.7, some regularity
of the Girsanov derivatives should be sufficient to state the result and to extend it to the
multidimensional case.

In a mathematical finance environment, an interesting and natural question is to investi-
gate the possibility to obtain representation results in markets driven by processes sharing
accessible jumps times with positive probability. We conjecture that this goal could be
achieved exploiting the fact that, under a decoupling measure for the assets, the covaria-
tion process is an element of the base of orthogonal martingales in the sense of Davis and
Varaiya ([11]). The validation of this conjecture is another topic of ongoing and future
research.
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of martingales associated with Lévy processes. Stochastics 87, 1 (2015), 170–184.

[15] Di Tella, P., and Engelbert, H.-J. The predictable representation property of
compensated-covariation stable families of martingales. Teor. Veroyatnost. i Prime-
nen 60, 1 (2015), 99–130.

[16] Fontana, C., Jeanblanc, M., and Song, S. On arbitrages arising with honest
times. Finance Stoch. 18, 3 (2014), 515–543.

[17] Grorud, A., and Pontier, M. Probabilités neutres au risque et asymétrie
d’information. C. R. Acad. Sci. Paris Sér. I Math. 329, 11 (1999), 1009–1014.

[18] Harrison, J. M., and Pliska, S. R. Martingales and stochastic integrals in the
theory of continuous trading. Stochastic Process. Appl. 11, 3 (1981), 215–260.

[19] Harrison, J. M., and Pliska, S. R. A stochastic calculus model of continuous
trading: complete markets. Stochastic Process. Appl. 15, 3 (1983), 313–316.

[20] He, S. W., Wang, J. G., and Yan, J. A. Semimartingale theory and stochastic
calculus. Kexue Chubanshe (Science Press), Beijing; CRC Press, Boca Raton, FL,
1992, pp. xiv+546.



7 Acknowledgement 20

[21] Jacod, J. A general theorem of representation for martingales. In Probability (Proc.
Sympos. Pure Math., Vol. XXXI, Univ. Illinois, Urbana, Ill., 1976). Amer. Math.
Soc., Providence, R. I., 1977, pp. 37–53.

[22] Jacod, J., and Protter, P. Risk-neutral compatibility with option prices. Fi-
nance Stoch. 14, 2 (2010), 285–315.

[23] Jarrow, R. A., , and Madan, D. B. A characterization of complete markets on
a brownian filtration. Math. Finance 1, 3 (1991), 31–43.

[24] Jeanblanc, M., and Le Cam, Y. Immersion property and credit risk modelling.
In Optimality and risk—modern trends in mathematical finance. Springer, Berlin,
2009, pp. 99–131.

[25] Jeanblanc, M., and Song, S. Martingale representation property in progressively
enlarged filtrations. Tech. rep., arXiv:1203.1447v2, 2015.

[26] Jeanblanc, M., Yor, M., and Chesney, M. Mathematical methods for fi-
nancial markets. Springer Finance. Springer-Verlag London Ltd., London, 2009,
pp. xxvi+732.

[27] Jeulin, T. Semi-martingales et grossissement d’une filtration. vol. 833 of Lecture
Notes in Mathematics. Springer, Berlin, 1980, pp. ix+142.

[28] Li, L., and Rutkowski, M. Progressive enlargements of filtrations and semi-
martingale decompositions. Tech. rep., working paper, University of Sydney, 2010.

[29] Løkka, A. Martingale representation, Chaos Expansion and Clark Ocone Formulas.
Tech. rep., 2005.

[30] Mansuy, R., and Yor, M. Random times and enlargements of filtrations in a
Brownian setting. vol. 1873 of Lecture Notes in Mathematics. Springer-Verlag, Berlin,
2006, pp. xiv+158.

[31] Müller, S. M. On complete securities markets and the martingale property of
securities prices. Econom. Lett. 31, 1 (1989), 37–41.

[32] Protter, P., and Shimbo, K. No arbitrage and general semimartingales. In
Markov processes and related topics: a Festschrift for Thomas G. Kurtz, vol. 4 of
Inst. Math. Stat. Collect. Inst. Math. Statist., Beachwood, OH, 2008, pp. 267–283.

[33] Protter, P. E. Stochastic integration and differential equations. Second ed.,
vol. 21 of Applications of Mathematics (New York). Springer-Verlag, Berlin, 2004,
pp. xiv+415. Stochastic Modelling and Applied Probability.

[34] Schweizer, M. Martingale densities for general asset prices. J. Math. Econom. 21,
4 (1992), 363–378.

[35] Stoyanov, J. M. Counterexamples in probability. Wiley Series in Probability
and Mathematical Statistics: Probability and Mathematical Statistics. John Wiley
& Sons Ltd., Chichester, 1987, pp. xxiv+313.



7 Acknowledgement 21

[36] Xue, X. X. A martingale representation theorem for two independent semimartin-
gales. Stochastics Stochastics Rep. 42, 3-4 (1993), 225–228.


	1 Introduction
	2 Setting and notations
	3 Loss of the predictable representation property: a sufficient condition on the enlarged filtration
	4 Adding the reference filtration of a semi-martingale
	4.1 The martingale case
	4.2 The semi-martingale case

	5 Conclusions
	6 Perspectives
	7 Acknowledgement

