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Abstract

We consider a multiuser multiple-input single-output ifgeence channel where the receivers
are characterized by both quality-of-service (QoS) andoréi@quency (RF) energy harvesting (EH)
constraints. We consider the power splitting RF-EH techeighere each receiver divides the received
signal into two parts a) for information decoding and b) fattbry charging. The minimum required
power that supports both the QoS and the RF-EH constrairfitgrizulated as an optimization problem
that incorporates the transmitted power and the beamfgraésign at each transmitter as well as the
power splitting ratio at each receiver. We consider bothdases of fixed beamforming and when the
beamforming design is incorporated into the optimizatioabem. For fixed beamforming we study
three standard beamforming schemes, the zero-forcing (E&yegularized zero-forcing (RZF) and the
maximum ratio transmission (MRT); a hybrid scheme, MRT-Z&nprised of a linear combination of
MRT and ZF beamforming is also examined. The optimal sotufar ZF beamforming is derived in
closed-form, while optimization algorithms based on seecorder cone programming are developed

for MRT, RZF and MRT-ZF beamforming to solve the problem. bidiion, the joint-optimization of
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beamforming and power allocation is studied using semidefirogramming (SDP) with the aid of

rank relaxation.
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I. INTRODUCTION

Recently, energy harvesting (EH) communication systerna$ ¢lan harvest energy from a
variety of natural and man-made sources (solar, wind, nmechlvibration, etc.) for sustain-
able network operation has attracted much interest. EH opew challenges in the analysis
and design of transmission schemes and protocols thateettigihandle the harvested energy.
Most literature concerns the optimization of differentwetk utility functions under various
assumptions on the knowledge of the energy profiles. The svorlf2]-[5] assume that the
EH profile is perfectly known at the transmitters and ingete optimal resource allocation
techniques for different objective functions and netwookdlogies. On the other hand, the
works in [6], [1] adopt a more networking point of view and nraize the stability region
of the network by assuming only statistical knowledge of Ht¢ profile. However, the main
limitation of the conventional EH sources is that in mostesathey are not controlled and thus
not always available; this uncertainty can be critical fome& applications where reliability is of
paramount importance. A promising harvesting technoldgy tould overcome this bottleneck,
is the radio frequency (RF) energy transfer where the anmliénradiation is captured by the
receiver antennas and converted into a direct current (@Gxge through appropriate circuits
(rectennas)/[8]. The RF-EH can be fully-controlled and é¢fi@re can be used for applications
with critical quality-of-service (QoS) constraints. Indition, for some applications where other
EH technologies can not be deployed (such as wireless swbs@etworks), RF energy transfer
seems to be a suitable solution.

RF-EH is a new research area that attracts the attentiontbfdmademia and industry. The
long term perspective is to be able to capture the electroptagradiation that is available in the
surrounding (TV towers, cellular base-stations etc.) as&litiin order to power communication
systems. Most of the work on RF energy transfer focuses owitheit and rectenna design as
it is a vital requirement to make RF-EH feasible [9],][10]. @ other hand, the development
of protocols and transmission techniques for wireless oetsvwith RF-EH capabilities is a

new research direction and few studies appear in the litexafThe fundamental concept of
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simultaneous wireless transmission of energy and infaonais discussed in[[11] from an

information theoretic standpoint. The work in [12] discesshe simultaneous information and
energy transfer for a basic resource-constrained two-veaigneunication link without energy

losses (ideal energy recycling). In_[13], the authors otterize the capacity of two basic multi-
user network configurations (multiple access channel, irholh channel) when simultaneous
information and energy transfer is employed.

However, due to practical hardware constraints, simutitasesnergy and information trans-
mission is not possible with existing technology. In![14é @uthors study practical beamforming
techniques in a simplified multiple-input multiple-outp{MIMO) network that ensure QoS
and EH constraints for two separated receivers, respéctiire that work, the authors also
discuss two practical receiver approaches for simultamesueless power and information
transfer a) “time switching” (TS), where the receiver swis between decoding information
and harvesting energy and b) “power splitting” (PS), whdre teceiver splits the received
signal in two parts for decoding information and harvestamgrgy, respectively. This work is
extended in[[15] for scenarios with imperfect channel stafermation (CSI) at the transmitter
and a robust beamforming design is presented. The authdi$jrdeal with the TS technique
and propose a dynamic switching between decoding infoomadnd EH in order to achieve
various trade-offs between wireless information transfied EH; both cases with and without
channel state information (CSI) at the transmitter are id@nsed. This fundamental switching
between information transfer and EH is discussed_in [17]d&arooperative relaying scenario
with a discrete-level battery at the relay node and no CShatttansmitter. Other approaches
implement this “simultaneous” information and energy $fan by assuming multiple receivers
where some of them use the transmitted signal for informatiecoding and other for energy
harvesting i.e.[][18],.[19]. In_[18], the authors investig#te optimal multiple-input single-output
(MISO) beamformer for a network with a single transmitted anultiple information receivers
and energy harvesters. The work nl[19] deals with the prolbié relay selection for a system
where the selected relay conveys information to a data dgashile it simultaneously transfers
energy to an energy harvester.

On the other hand, more recent works deal with the PS techriogat allows an artificial
simultaneous information and energy transfer [20]) [2B]]20], the authors derive the outage

probability and the ergodic capacity for a basic coopeeatietwork with a PS-based relay; in
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that work the optimal power splitting ratio is evaluateddza®n numerical results. The work in
[21] studies the optimal power splitting rule at the receiveorder to achieve various trade-offs
between information transfer (ergodic capacity) and maxmaverage harvested energy; both
cases with and without CSI at the transmitter are discudsediever, most of the work in the
literature focuses on simple network topologies with snghnsmitters; the application of the
RF-EH technology to more complex networks configurationstiis an open problem.

In this paper, we focus on the PS approach [14] and we studySOMhterference channel
where the downlink receivers are characterized by both Qu& EEH constraints. For fixed
beamforming weights and known CSI at the transmitters, wemipe the values for the power
split at each receiver as well as the transmitted power foh esource with the objective of
minimizing the total transmitted power. Different solutimethodologies are proposed for general
beamforming schemes, such as the maximum ratio transmi§8iBRT) [22], [23], zero-forcing
(ZF) and reguralized zero-forcing (RZF) beamforming, anaybrid scheme that combines the
MRT and ZF beamformers (MRT-ZF), while an optimal closedyicolution is derived for zero-
forcing (ZF) beamforming. A comparison between them shdves ZF, which is considered as
an efficient beamforming design for conventional MISO systerequires significantly more
transmit power compared to MRT beamforming, but always detadfeasible solutions for the
considered problem (when the number of antennas at ead@ntither is no less than the number
of receivers). By combining the best of both worlds, MRT-AWays provides feasible solutions
of significantly better quality compared to the standardnifeaming approaches, at a small
increase of computational complexity.

In addition to the case of fixed beamforming that keeps theptexity low, the optimal bench-
mark scheme that jointly optimizes beamforming weightansmit power and power splitting
ratios in order to minimize the total power consumptionnigestigated. The use of semidefinite
programming (SDP) together with rank relaxation is propldseapproximate the optimal solution
and an algorithm to recover the beamforming solution isgiesi. Furthermore, we prove that
when there are two or three users, the proposed approaclsalyiges rank-1 solutions, from
which the exactly optimal beamforming solution can be of#tdi The SDP approach is superior
in terms of solution quality amongst all the schemes ingestid providing the optimal solution
in all problem instances considered, but its execution tbmeomes prohibitive for increasing

problem sizes; the best trade-off between solution qualitgy computational complexity is
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provided by the MRT-ZF beamforming scheme.

The contributions of this paper are the following:

1) Introduction and formulation of the problem; MISO intenénce channel with simultaneous
QoS and RF-EH requirements.

2) Efficient approximation of the optimal solution to the geal problem using SDP; in
practice, the SDP scheme provided the optimal solutionliprablem instances examined.

3) Formulation of a second-order cone program for the optsoktion of the power alloca-
tion and splitting problem for any beamformer (constanibieaming weights). Derivation
of a closed-form solution for ZF beamforming.

4) Development of a fast and efficient suboptimal approachtfe solution of the general

problem that is based on optimally combining the MRT and Z&ni@rmers.

Notation All boldface letters indicate vectors (lower case) or neas (upper case). The
superscripts-)7, (1), (-)7%, ()T denote the transpose, the conjugate transpose, the nmatebse
and the Moore-Penrose pseudo-inverse respectively. Allanlg symmetric complex Gaussian
random variable with meany and variancer? is represented a\ (i, 0?). The identity matrix
of size M, and the zero matrix of sizex x n, are denoted b¥,, and0,,«,, respectively/|z||
denotes the Euclidean norm of a complex vecdptz| denotes the magnitude of a complex
variable z, tracé A) denotes the trace of a matriX, while A > 0 indicates that matriA is
positive semidefinite.

This paper is organized as follows: Section Il sets up thdesysmodel and introduces
the optimization problem. Section Ill, investigates thénjooptimization of the transmitted
power, beamforming design and power splitting ratios. iBedlv discusses some fixed MISO
beamforming schemes, while Section V investigates thetisolwf the arising optimization
problems under these fixed beamforming schemes. Simulegguits are presented in Section

VI, followed by our conclusions in Section VII.

[I. SYSTEM MODEL AND PROBLEM FORMULATION

We assume a MISO interference channel consistinddomultiple-antenna sources ar
single-antenna receivers that employ single-user detecéach source&; communicates with

its corresponding receiveb; (i = 1,..., K). This configuration moves almost all the signal
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processing at the transmitters (i.e., base-stations inllalarecontext) and ensures simple re-
ceivers, which due to size limitation cannot support migtigntennas. Each transmitter requires
that the number of transmit antennas is at least equal touired$ all receivers’ antennas in
order to satisfy the dimensionality constraint requireddice to zero the cross-interference at
each receiver [22]/]24]. For the sake of simplicity and wiihloss of generality, we assume
a symmetric topology where each source holds the minimumimed) number of antennas,
which is equal to the number of the receivers in the consitlestup (e.g.X antennas at each
transmitter). The case of having more receivers than trareitennas is not considered because
the feasibility of different beamforming schemes is notrgnéeed and more importantly, it is
difficult to provide satisfactory QoS to individual receiseThe contribution of this work as well
as our main conclusions are not restricted by this assumpfibe system model considered is
depicted in Fig[ll. We assume that the soufgdgransmits with a power®; and lets; be its
transmitted data symbol with{||s;||*} = 1. The transmitted data symbe] is mapped onto the
antenna array elements by the beamforming vestpe C5*! with ||w;|| = 1.

All wireless links exhibit independent fading and AdditiVéhite Gaussian Noise (AWGN)
with zero mean and varianee. The fading is assumed to be frequency non-selective Ryylei
block fading. This means that the fading coefficients in teetor channeh;; € CX*! (for
the S; — D, link) remain constant during one slot, but change indepetiglédrom one slot
to another according to the distributico\V (0, Ufhi,j)- The variance of the channel coefficients
captures large-scale degradation effects such as pattatas shadowing. The received symbol
sampled baseband signal at receivgrcan be expressed as

\/7hZ WS + Z \/7hwszJ +n;, 1)

J#i

Information S|gnal N

~~

Interference
wheren; denotes the AWGN component; therefore the received powér; @& equal to

K
Pl =" |l w;|*P; + 0, 2)

7j=1

The receivers have RF-EH capabilities and therefore camebaenergy from the received
RF signal based on the power splitting technique [14]. Wiils fpproach, each receiver splits
its received signal in two parts a) one part is converted taseband signal for further signal

processing and data detection and b) the other part is diavidre required circuits for conversion
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to DC voltage and energy storage. Lgte (0,1) denote the power splitting parameter for the
i-th receiver; this means thab0p;% of the received power is used for data detection while
the remaining amount is the input to the RF-EH circuitry. Bl@pecifically, after reception of
the RF signal at the receiver, a power splitter divides theguaP into two parts according
to p;, so thatp, P! is directed towards the decoding unit afid— p;) P/ towards the EH unit.
During the baseband conversion, additional circuit noise,s present due to phase offsets
and non-linearities which is modeled as AWGN with zero mead eariances? [14]. Fig.[2
schematically shows the power splitting technique for itle receiver.

The signal-to-interference-plus-noise ratio (SINR) neetharacterizing the data detection
process at the-th receiver is given by:

I = e fully . (3)
pi (074 Xy PAIBTw[2) + 2

On the other hand, the total electrical power that can bedtsrequal taP® = (;(1— p;) P/,

where (; € (0, 1] denotes the conversion efficiency of the¢h EH uniH (100 - ;% of the RF

energy received at the EH unit can be stored as electricadjgné&Ve note that in this study, the
RF-EH constraints considered refer to the required ree®nimput without discussing energy

storage efficiency issues.
A. Optimization problem

We assume that both receivers are characterized by stristdadd EH constraints. The QoS
constraint requires that the SINR should be higher thanhhesholdy;; the energy constraint
requires that the input to the RF energy circuitry is higheant the energy threshold,. The
energy harvesting constraint represents the minimum abmfuenergy that should trigger the
rectenna’s input of each receiver in order to ensure an efficamount of energy harvested in
each transmission time. This energy constraint and theceded energy harvested maintains
operability and fully powers the equipment for generatil@gbding signals, the power amplifiers,
the antennas as well as all the devices that are involvedadia transmission/reception process;

the harvested energy can be accumulated for future useei(leadt or used immediately. It is

1The parametet depends on the frequency of operation, the received RF ereargvell as the specifications of the diode-
based rectification circuit. In[8] a practical cellular egy harvesting system was designed, operating at 0.25 conversion

efficiency.
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Fig. 1. The MISO system model; each receiver splits the vedegenergy in two parts for decoding and EH, respectively.

Base-Band
(Decoding)

Fig. 2. The power splitting technique for thigh receiver.

worth noting that relevant works such as|[14],/[16] assum@lar energy harvesting constraints

(in terms of a target average harvested energy) in a diffe@mtext. We focus on beamforming

design, as well as power allocation and splitting, in ordenrinimize the total transmitted

power subject to QoS and energy harvesting constrainteeBas the previous notation, the

optimization problem can be defined as

K
min b,
P,W,p
i=1
subject toy (1 — p,)Pr > \;, Vi

Pi>0wil?=1, 0<p <1, Vi

where P!, andT; are defined in[{2) and3) respectively, whN& = [w, ...
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The problem can be rewritten into an equivalent form by zitij unnormalized beamforming

weightsv, = v/P;w; which combine beamforming and power allocation as:

K
. 2
min V; 5
min ;II | (5)
B
St FZ - 2 > ’}/“
S BTV, 02 4 %
i '

K
(1—pi) <Z|h V|2 +o? ) >\, 0< pi < 1Vi.

j=1
It is easy to see that formulationl (5) is non-convex and hens challenging to solve.

In the traditional beamforming problem the SINR constraibeécome convex by expressing
them as second order rotated cone constraints [25]:
i(a —i—Z\h VJ|2> < |hlvif?, Vi
J#i
hl;v; >0, Vi,

Nonetheless, the introduction of the power splitting pagtars destroys this useful structure and
makes the SINR constraints non-convex.
Even if we assume that the power splitting parameters arstaof) the RF-EH constraints

are non-convex because they are composed of a sum of corerave t

=

1—pzz il < (L= pi)o? = A, Vi

Hence even if the power splitting parameters are constdorimulations [(4) or[(b), the problem
is a non-convex Quadratically Constrained Quadratic Rmg(QCQP) [[26]. Having variable

power splitting parameters further increases the diffycaftdealing with the problem.

[1l. OPTIMAL BEAMFORMING

In this section we develop an efficient SDP algorithm thattjgioptimizes the beamforming
vectors, as well as the power and power splitting paramelenst optimization provides optimal
performance at the cost of relatively high computationahptexity. Hence, it is more suitable

for the solution of small problems or as a performance bemckm
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A. Semidefinite programming (SDP) with rank relaxation

To tackle [5), we first introduce new matrix variablé; = v,v? Vi. Using {W,}, problem

(@) can be rewritten as

K
min tracé W, 6a
{Wi,pi,Vi} ; q ) ( )
traceh;,;h] ;W)
s.t. > Vi, (6b)
2
Z tracgh; ;h! ;W) + 02 + %2
J=Llj#i '
(1—p;) (Z tracgh; ;h! W) + 02> >\ Vi, (6¢)
which can be further expressed as
K
min tracé W; 7
{Wi, pi, Vi} ; E( ) 0
S-traceh; hi W;) — E tracgh; h! W) — oc
S.t. Az = j=1,j7#i E = 0, Vi
L oc, Pi
tracgh; h! W, .V
B, = Z hishigWo) + =0, Vi
\/)\_h - Pi

W, =0, 0<p, <1,V

In the above formulation, matrices; andB,, Vi are hermitian, while they are positive semidef-
inite if and only if constraints (8b) and (6c) are respedyivteue. The reason is that constraints
(6H0) and [(6k) ensure that all leading principal minors ofnnas A, andB; are nonnegative, a
condition that ensures that a hermitian matrix is positemislefinite.

Note that in order to makél(7) equivalent to the original peab(3), additional rank constraints
rank' W;) = 1 should be added t@](7), which are nonconvex and difficult tl déth. To make
the problem tractable, we first relax this rank constraimtd ocus on[(I7). This problem is
convex and belongs to the class of SDP, as it is composed oé&arlobjective function over the
intersection of cones of positive semidefinite matrices lmelar matrix inequalities involving

{W,} andp; variables. Its numerical solution can be found by using SbDIRess.
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Once [7) is optimally solved, if the resulting solutiof3V,} are all rank-1, then they are
the exactly optimal solutions; otherwisg] (7) provides wadp bound for the minimum required
power and how to extract a feasible solution will be discdds¢er. Note that formulatiori{7)
can be easily extended to include transmit power consgrdigtadding the linear constraints
tracd W,;) < P Vi, as the problem remains convex and its complexity is notifsogmtly

affected.

B. Rank Issue and The Proposed Algorithm

As mentioned before, problerl (7) may not give the optimalitimh to the original problem
(®) due to rank relaxation. In our simulation, we find tHat éfvays gives rank-1 solutions
which are also optimal to the original problefd (5), howevkis property is yet to be proven
and left for future work. In this section, we propose the daling algorithm to find a good
heuristic solution when higher-rank solutions are retdrhbg (7).

Proposed Algorithm 1:

1) Solve problem[{7) to obtain the optim@W;}.

2) For each, if rank(W;) = 1, find eigenvalue decomposition: such thatW; = p;wrw:",
|lw?|| = 1; otherwise, choosev; as the principal eigenvector 8V,;, which corresponds
to the largest eigenvalue aV,.

3) With {w?}, solve the power allocation problem with fixed weights] (18)obtainp*.

4) Return the optimal beamforming vectdrs/p;w}}.

If rank(W;) > 1, we can also use randomization techniques to find33].

C. Special Cases: K=2 and K=3

In general it is not known whether problef (7) can guaranteeturn rank-1 solutions which
is optimal to [5). In this section, we study the rank promsrtof two special case®” = 2 and
K = 3. We first give the following results.
Theorem 1:When K = 2 and K = 3, there exist rank-1 solutions that optimally solves
problem [T), which are also optimal to the original problds. (
Proof: Suppose tha{f W7} are the optimal solutions t¢(7) and rgW*) > 1 because
W* £ 0, then according to [34, (24)], we have the following reswdtsout the rank of the
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solutions to [(¥) with KX QoS and EH constraints for a gened&luser MIMO interference

channel:

K
Z (rank W$))? < 2K. (8)

When K = 2, (8) becomes :
2 < (rankW7))? + (rank W3))? < 4, (9)

from which we can derive that rafW7;) = rank W%) = 1, thus problem[{7) always gives
rank-1 solutions wher = 2.
When K = 3, (8) is expanded as

3 < (rankW?1))? + (rank W3))? + (rank W3))? < 6, (10)

which shows that there is at most oW€; that is rank-2 and the other tW&’'s, j # 4, must be
rank-1. Without loss of generality, we assume that (AWK) = 2, rank W3) = 1,rank W3) = 1.
Next we show that there exists’ such thatvivi? is also an optimal solution t¢](7). To this

end, it suffices to prove that there existsthat satisfies the following equations:
tracgW7) = || v} (11)
h,Wihi; = |hf vi]>, forj=1,23.

It is proved in [35, Theorem 2.3] that the above decompasitimleed exists. Furthermore,
Algorithm 3 in [35] provides the detailed procedures aboovito find vi that satisfies the

above equations. This completes the proof. [ |

IV. CONVENTIONAL MISO BEAMFORMING SCHEMES

Although, the developed SDP algorithm may provide optinsdtsons, its high computational
complexity make it unsuitable for providing real-time sadns. In this section, we briefly present
standard beamforming designs that are well-known in camweal MISO systems that facilitate
the development of low-complexity algorithms. More speaily, we focus on ZF and MRT
beamforming schemes, which represent extreme situatbovesrdls achieving the SINR and RF-
EH constraints, respectively. We also study two beamfognsichemes that attempt to balance
the two extremes: RZF which does not fully cancel crossHdietence, and MRT-ZF, a hybrid

scheme that considers a linear combination of ZF and MRT.
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A. Zero Forcing

In ZF, the weights are selected such that the co-channefent@ce is canceled, i.e. for the
desired usei the ZF condition becomeh;fjwj = 0, j # i. More specifically, the ZF weights

are computed as the solution of the following optimizatioolpem:
max Ih/wi|*
s. t. H w; = 0x_1)x1
[wi* =1

whereH; = [hy;, ..., h; 1, hii14, ..., hg]T. The solution of the beamforming is given by

[23]
I — Fo)ht,

WZ(ZF) _ ( K ) :z

[(Ix — F;)h

il

(12)

whereF; = H'H, andH! = H” (H;H”)~! is the Moore-Penrose inverse Hr,.
By fully canceling cross-interference, on the one hand théo&amformer optimizes the SINR

constraints, but on the other hand it puts little emphasisadreving the RF-EH constraints.

B. Maximum Ratio Transmission

The MRT beamforming maximizes the signal-to-noise ratidR$at each receivetlf; ,w;|* /o)
and requires only the knowledge of the direct lidks; due to this limited CSI knowledge, it
is of low complexity and is suitable for practical applicats with strict computational/time
constraints. The MRT beamforming is expressed_as [22]

h*.
(MRT) _ 0,0 . 13
R TN (13)

It is worth noting that the MRT does not take into account iheutaneous sources’ transmissions

and therefore it results in a strong cross-interferencehobdigh this cross-interference is a
bottleneck for conventional MISO systems, it could be bemedfifor scenarios with RF-EH
constraints.

From the description of the beamforming schemes present&adtions TV-A and V=B, it is
clear that different beamformers result in different traffis between the SINR and the RF-EH
constraints. In the following, we consider two beamformsopemes that aim at balancing these

two constraints.
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C. Regularized Zero Forcing (RZF)

The ZF beamforming scheme can be problematic when the channik-conditioned; to
remedy this limitation, RZF is proposed in [27], which ainesdeal with this problem as well
as take into account the noise variance. The RZF beamforveatpr for useri admits the

following expression

-1
el : *
(_RZF) _ (GZGZ + nZIK> hz,z

; (14)

w

| (GGl +ndx) hyl
where G; = [hy,,...,hg;]" andn; is the regularization parameter. It can be seen that RZF
beamforming does not completely cancel co-channel imemtee whiler; controls interference

to user:. Notice that RZF provides a better trade-off between usagral and interference than
ZF because it allows controlled interference which is @ekiior RF-EH constraints. Ideally,
should be optimized, however, this is a nontrivial task [@8jich requires the consideration of
many factors like channel fading characteristics, antetoraelation, design objectives, etc. In
this paper, to keep the complexity low, we use the same coinsggularization parameters for

all users, i.e.p); = ¢, Vi.

D. Hybrid Maximum Ratio Transmission - Zero-Forcing beammfiog

Another potentially good solution could result from theelam combination of MRT and ZF
into a hybrid MRT-ZF scheme, which attempts to find the bestigroff of the two. A linear
combination of MRT and ZF beamformers was shown to providerapdete description of the
Pareto boundary for the achievable rate of MISO interfezedicannel for the two-user case
[22]. The purpose in this section is to combine the two beaméos to achieve a good trade-off

between the SINR and the RF-EH constraints. The MRT-ZF beamiig can be expressed as:

MRT zZF
(MRT-ZF) _ zr "0 4y (15)

Z NG REaa

wherer™fD = h. P — (I, — F))h?

7 1,07 "1 2,27

F; as defined in ZF beamforming, while,y; > 0
are decision variables that need to be chosen to achieve tanabprade-off between the two
beamforming schemes. Note that fgr= 0 (z; = 0) this beamformer is equivalent to the MRT

(ZF) beamformer.
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V. PROBLEM SOLUTION FOR FIXED BEAMFORMING

In this section we propose solutions to the considered pmlibr the beamforming schemes
described in SectionIV. In ZF beamforming, the optimizatjroblem attains a special form
that allows an optimal closed-form solution. In MRT and RZ&aimforming, the optimization
problem does not have any special form, but the problem catramsformed into a second-
order cone programming (SOCP) formulation which leads tintgd, robust and fast solutions
using off-the-shelf optimization solvers. The proposellison method applies to any arbitrary
beamforming scheme with fixed Weightgf. In MRT-ZF beamforming, the optimal contribution
of ZF and MRT beamforming has to be found; although the rasplproblem is not convex,

we develop an approximate solution based on SOCP whichatéicellent results in practice.

A. Problem solution for ZF beamforming

Letting G;; = |h{;w;|> denote the link gain betweef; and D;, the SINR and the total
received power at theth receiver are simplified becauég ; = 0, for ¢ # j. Hence the original

optimization problem simplifies into the following formtian:

K
ZF: min P; 16a
DY (162)

piGiil; .
Az : > v, 16b
S pio?+ ok~ ir Ve (16b)
(1= p)(GiiPi+0%) > N, Vi (16c)

Its solution is given in Theorem 2 below.
Theorem 2:Let o; = (v; + 1)o? and 3; = v;02. A feasible solution to optimization problem

Z F always exists, while its optimal solution can be expressedased-form as:
pr_ 1 (aiﬂLﬁz‘ﬂL)\H' V(i + B+ X)? — Ay _02>

PGy 2
* Bi )\i
Pi = =1l- .
Gm‘Pi* + 0’2 — Q4 GMPZ* + 0’2
Proof: The proof of Theorem 2s provided in Appendix A. [ ]

Theorem is very important as it demonstrates that thereniaya a feasible solution to optimiza-
tion problem[(%), despite the presence of QoS and RF-EH @nt, no matter how demanding

these constraints are.
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B. Problem solution for MRT and RZF beamforming

Contrary to the special case of ZF beamforming wh@re # 0, V ¢ = j, that allowed the
decomposition of the problem, in MRT or RZF beamforming weehéhatG, ; # 0, Vi, j.
Hence, although MRT or RZF have different link gain valudseyt share the same problem

structure which results in the same formulation. Rearramgie terms in formulatiori{4) yields:

K
FW: min P 17a
DY (172)
1
(I=p)P > A\, Vi (17c¢)
K
> GiPi+0® = PlVi (17d)
j=1

Optimization problemFW is convex because it is comprised of a linear objective foncand
convex constraints. Constraift (17b) is convex becaustethei%o% is convex forp;, > 0 and
the other terms are lineaf,_(17c) is a restricted hyperbmiastraint and[(17d) is linear. Note
that by solving problemF )V we obtain optimal values for the splitting parameters, ai as
an optimal power allocation foany set of fixed beamforming vectors. Next we show how the
problem can be cast into a SOCP formulation, which can benafly and reliably solved using
off-the-shelf algorithms.

SOCP Solution:SOCP problems are convex optimization problems involvitigear function
minimized subject to linear and second-order cone (SOC3tcaints, which can be solved using
fast and robust of-the-shelf solvers [29]. Among the caists that can be modeled using SOCs
are therestricted hyperbolic constraintehich have the formx”x < yz, which are equivalent

to a rotated SOC constraint of the form:

2x

<y+z,

y—z

wherex € CN*!, y, 2 > 0. For example, constraini_(17c) is equivalent to the follogvSOC:
2V

(L—pi) =P

)

<A -p)+F.

December 2, 2013 DRAFT



17

In order to cast problen¥#)V into SOCP form we need to conveft (17b) into a restricted
hyperbolic constraint. Let us defing=(1+~,)G, ;P — v, P/; it must hold true that; > 0 since
é%ag > 0 otherwise [(I7b) will be infeasible. Substitutinginto (I7B) yields thap;z; > ;02
which is a convex restricted hyperbolic constraint. Herm®plem )V can be cast into the

following convex problem which is equivalent to an SOCP falation:

K
SOCP - 1971217% Z P, (18a)
st.zip > ok, Vi (18b)
2z +vP = (147%)Gi:P, Vi (18c)
(L—p) P = A, Vi (18d)
K
ZGi’ij + 0'2 = PZ-T, Vi (186)

We should emphasize here that formulation] (18) is generau@m to optimize the power
allocation and power splitting parameters for any beamilognscheme with fixed weights.
Formulation [[(18) can also be easily extended to includestrainpower constraints by adding
the bound constraints < P, < P, Vi,

C. Problem solution for MRT-ZF beamforming

Assuming unnormalized weightg"""?") = \/Pw™RT2P)  the link gainsG; ; resulting from

the MRT-ZF beamformer are:

T 1. % . .
G,y = % (MRTZF)‘ xﬂ|hwhm‘ , L7 (19)

1, J
lvzhihi + yhl,(Ix —Fhi?, 0=
Substituting@; ; = |hf;hi .|, ¢ = hi,(Ix — F;)h}, > 0 ands; = \/z;y; > 0 into (I9) we

1,07 0,]
obtain:

]Qz]? ]#Z

Q7 + yig; +25:Qiiqi, J = 1.

The above expression is true becauseifgf j, there is no contribution to the link gains

ZJ = |hlj ]‘2

(20)

from the ZF component akZr*” = 0, while for i = j both terms in the norm are real and

zgz

positive ash! h?, = |hT h!,| = Q,;; > 0 andg; > 0. The above equation indicates that the link

(2%3 ZZ 2,7 ZZ
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gainsG, ; can be written as a linear combination of variabtgesy;, s;. In addition, the power

P, associated with a particular beamforming veat8f™") can be expressed as:

P= WP = (VERt + ) (Va4 )

= TiPzi T YiPy,i + SiDs,i;

wherep, ; = |[r™RD|2

(21)

= Quir s = [T = g andp; = () (D) () (1)

2¢;. Substituting Eqs[(20) an@ (R1) into problen (4) yields:

min
x7y7s7p

sz?z + yiq; + 25;Qi,Gi

(1 —pi) P/

K
Z%Q?,j +yiq; + 28iQiiqi + 00 =
=1

S; =

v

v

K

Z(%Q” + vigi + 25,q;)

i=1

2
i0 .
Vi <a2 + E $]Q3]> + 'Yp‘cj Vi

JF#i

(22)

i, Vi
P, Vi

vV Lili, Vi

szanzzoaszzan

Formulation [[2R) is not convex due to the constraipt= ,/z;y;. Convexification can be

achieved by relaxing this constraint intp <

order cone asy; > 0 andy; > 0. The relaxed formulation can be easily converted into the

following convex SOCP:

min
x7y7s7p

K
Z%sz,j + viq? + 28;Qi4q; + 07
j=1
LiYi
2+ 7i0” + %’Z%‘Qij
J#i

0<p <1, 2 >0,

December 2, 2013

Z.y; or s2 < x;y;, which is a convex second-
Y i Y

K
Z(%Q” + viqi + 25,¢;) (23)
i=1

()
(VA"

= PIVi

v

v

> s2, Vi
= T z2z +yiq; + 28iQi i, Vi
szanzzoaszzan
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Because probleni (23) provides a lower bound approximatd@2), the solution obtained may
not be valid for problem[{4). To deal with this issue, we use tfecision vectorx andy
obtained from the solution of (23) to construct fixed, notized weightsw"™*") according to
Eq. (1%), and then solve problef [18) to obtain a valid sotutd (4). In case the latter provides

an infeasible solution, ZF beamforming is employed.
D. Implementation issues

Most of the proposed schemes (except ZF beamforming) refglobal optimization problems
that involve the centralized knowledge of all the downlitiiannels. A potential implementation
requires a central processing unit/controller, whichexil all the downlink channels from the
transmitters and then communicates the optimal paramigteasnforming vectors, transmit pow-
ers, power split factors) to the system; similar centralimaplementations have been proposed
in [30] for basic MISO interference channels. Although tBi@ution corresponds to a high
complexity and signaling overhead, modern cellular comigation systems introduce base-
station cooperation and provide a centralized back-hatwor& for sophisticated precoding;
in our case, we have a coordination at the beamforming lemdl teansmit signals remain
locally known at the transmitters. On the other hand, theppse of this work is to introduce a
new network structure (MISO interference channel with Qa8 BH constraints) and study its
optimal performance in terms of total energy consumptioplementations issues are beyond the
scope of this work. The formulated optimization problemsvimte useful theoretical bounds and
serve as guidelines for the evaluation of practical (dsted) implementations. The design of
distributed algorithms that solve the optimization probéebased on a local channel knowledge

at each transmitter is an interesting problem for futurekwBd].
VI. NUMERICAL RESULTS

We evaluate the performance of the developed algorithmsolyng several randomly gen-
erated problems for different parameter configurations pAdblem instances follow the system
model in Sectiof]l withr* = % = —40 dBm. We assume that the attenuation from the sources
to the receivers i$0 dB for the direct channels and- (50dB) with 6 > 0 for the indirect
channeg (a simple method to ensure that the direct links are strotingar the interference links

%It corresponds to a symmetric topology witf, . = 107° and o2, =~ = 107°/6 for i # j, with i = 1,..., K and

ch; j
j=1,...,N.
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[32]). The channel vectors are randomly generated frompgeddent and identically distributed
Rayleigh fading with average power as specified from thenatiton of the particular channel.
For simplicity, the detection and energy harvesting tho&tdh are assumed to be equal for all
users {; = v and\; = \, Vi) and that the conversion efficiency is equatte= 1. Mathematical
modeling and solution of the SOCP formulations for fixed biaming was done using the
Gurobi optimization solver[[36], while the modeling and @an of the SDP relaxation for

variable beamforming weights was performed using CVX [37].

A. Beamforming schemes performance comparison

To examine the relative performance, in terms of optimadity infeasibility, of the beam-
forming approaches we solved several problems instancetifferent parameter configurations
with 6 = 5. The results are summarized on Table |, where each tablg enthe average of
100 randomly generated instances. In the talil¢}, corresponds to the solution of the linear
program obtained when the power splitting parameters aee td equal tp; = 0.5, Vi, while
ZF, MRT, RZF and MRT-ZF correspond to solutions associatid the particular beamforming
schemes. Note that all optimality results are illustratgdtive to the optimal solutionfg,,;) of
(). This was obtained from the solution of the SDP problgln 43 it provided rank-1 solutions
in all instances considered. Note also that the hyphen slfrbm the table is used when no
feasible solutions where obtained from a particular beamifog approach to be able to present
optimality results.

Columns 4-6 show the percentage of infeasible instanceth&odifferent beamforming ap-
proaches. As expected, ZF, MRT-ZF and optimal beamformxigb&ed no infeasible problem
instances and are omitted from the table. Beamforming seBediRT, LP, and RZF exhibit
a large number of infeasible solutions, especially whenSH€¢R threshold is largey(= 20
dB). Comparatively, MRT and LPexhibit exactly the same number of infeasible problem for
all cases considered which indicates the structure of thghv@ectors is more important than
the power splitting parameter. Additionally, these schemeduce considerably more feasible
problems compared to the RZF approach wijth= 1. It seems the feasibility solely depends on
the SINR but not the EH constraints.

Columns 7-11 indicate the optimality performance of ddf@r beamforming schemes with

respect to the optimal solution. Comparing the optimalgyuits of MRT and LP, it is easy to
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TABLE |

INFEASIBILITY AND OPTIMALITY RESULTS FOR DIFFERENT PARAMETER CONFIGURATIONS FORS = 20.

Parameters Infeasibility Optimality
Fum fLp f f fMRT-ZF
K‘*y(dB)‘)\ (dBm) MRT‘LP,J RZF|Lua| L% | fze | fnze |{unrear

20 -40 70 | 70| 84 |3.48635.2258 5.587 |12.5926¢ 1.0013
20 -30 71 | 71| 82 |3.28144.8858 1.7049| 3.2956| 1.0018
20 -20 76 | 76| 87 |2.39743.29252.6637|9.7787| 1.0012
20 -10 77 | 77| 87 |1.93052.77452.4875| 3.3039| 1.0007
10 -40 2 2 | 20 |1.21561.79274.1427| 4.0098| 1.0033
10 -30 0 0 | 9 |1.24961.5891 4.6628| 2.9024| 1.0028
10 -20 3 3 | 16 |1.01941.74115.9004|7.3744| 1.0057
10 -10 2 2 | 22 |1.06552.0582 3.321 |2.7239| 1.0074

20 -40 100 |100| 100 | - - |4.8337] - 1.7032
20 -30 100 |100| 100 | - - | 8.2793| - 1.6311
20 -20 100 |100| 100 | - - |4.3944) - 1.5453
20 -10 100 |100| 100 | - - |11.158% - 1.7093

10 -40 1 1| 67 (1.29291.912914.050%37.641| 1.1038
10 -30 1 1| 67 |1.299]|1.69879.3093|13.7661 1.0884
10 -20 1 1| 69 [1.11371.766621.016%41.9527 1.0261
10 -10 1 1| 66 [1.02351.993441.76715.3096] 1.0141

||| || |A~|A|A[A[BA]|PB|PA[IBEAININDNINM|IN|IN|IN|ININ

20 -40 100 |100| 100 | - - |11.033% - 2.879
20 -30 100 |100| 100 | - - 19.9038| - 2.9878
20 -20 100 |100f 100 | - - |14.6228 - 2.8204
20 -10 100 |100f 100 | - - 115.899] - 2.9969
10 -40 0 0 | 100 |1.37042.031142.8582 - 1.2174
10 -30 0 0 | 100 |1.27031.675131.3244 - 1.1707
10 -20 0 0 | 100 |1.04391.6402259.085 - 1.0306
10 -10 0 0 | 100 |1.00571.960748.9879 - 1.0057

see that when the power splitting parameters are fixed @dpproach) the required power is 50%-
100% more than the case that these parameters are optimlaityed (MRT approach). MRT also
significantly outperforms RZF which indicates that thedais not appropriate for the particular
problem, at least for the considered scenaria. MRT alsoeofatpns ZF in almost all cases for
feasible MRT instances, because it produces strong cnesgarence which facilitates the EH
constraints. The above results demonstrate that from thd fieeight schemes, MRT and ZF are

the best in terms of optimallity and feasibility respectyvdy combining these schemes, MRT-
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Fig. 3. Total transmitted power versus EH threshejds 20 dB andj = 5.
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Fig. 4. Total transmitted power versus SINR threshold: —30 dBm andd = 5.

ZF always produces feasible solutions and exhibits extepjerformance, especially for small
K. For K = 8, the performance of MRT-ZF worsens but still for some par@meombinations
its performance is excellent. It appears from the table thatmost important parameter for
the relative performance between MRT-ZF and optimal beamifty is the SINR threshold;
when the SINR threshold is 20dB the relative performance &®TMF compare to optimal
beamforming is much worse than when SINR1is dB. Regarding the optimal beamforming
scheme, the SDP relaxation algorithm proposed in settibpréiduced rank-1 solutions in all

simulations, indicating that its solution is optimal fot ebnsidered instances.
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Fig. 5. Total transmitted power versus the ratio of direcindirect channel variancey = —30 dBm and~ = 20 dB.

[

B. Parameter effect

Apart from the performance of the developed algorithms far solution of problem[{4),
the effect of parameters;, \; and § has also been investigated as illustrated in Figd.13, 4
and[5 respectively. Each point in the figures is the averadevaf the total instantaneous
transmit power calculated ovéf00 problem instances for a specific parameter combination; for
comparison purposes these values have been normalizedesjtlct to the maximum average
value. As expected, smaller detection and energy hargettiresholds result in lower transmit
power requirements because the constraints are easiertisfy.sAn interesting observation
regarding Figs[I3 andl 4 is that there is a flat region of almesistant required power for
different values of\; and~; respectively. This illustrates that the effect of the vagyconstraint
is negligible below a certain threshold because of the paowguired to compute the non-
varying threshold. For example, Fig. 3 indicates that thesmitted power needed to satisfy a
QoS threshold oR0 dB, is enough to harvest at leas22 dBm of power.

Regarding the effect of parametéy Fig.[8 demonstrates that when the ratio of direct to
indirect channel variance increases the required trassmnigoower decreases; this implies that
the SINR constraints play a more important role than the Ehktraints. The reason is that by
increasing’ the SINR constraints can be satisfied easier, while the patakr received at each
destination is small due to weak cross-interference. RFinabtice that the average transmitted

power increases for increasing number of users

December 2, 2013 DRAFT



24

opt

total ;total
prtal/p
ZF /

Fig. 6. Average ratio between the total required power fer ZiF beamforming scheme and the optimal scheme for varying
SINR and EH thresholds foK = 8 and§ = 5.

C. Interference Exploitation Benefit

An interesting implication that arises from probldm (4)that there is a clear trade-off between
eliminating or allowing interference towards the satisfat of the QoS and EH constraints. This
implication diverges from the traditional beamforming idesphilosophy of only eliminating
interference. To illustrate the benefit of exploiting iféeence in the context of RF-EH we
compare the performance between ZF and optimal beamforstingmes. On the one hand, the
ZF scheme cancels out interference between users mingniae power required to satisfy the
SINR constraints, but on the other hand, ZF fails to exploi¢iference to satisfy the RF-EH
constraints; this must be accomplished solely from the @atam transmitter.

Fig.[8 depicts the average ratio between the total requicedep when ZF beamforming is
used and when the optimal solution is employed (obtainedSD&) for various values of the
SINR threshold and the RF-EH threshold when= 8. For each combination of values, 100
problem instances were generated and solved to computagaveatio values. As can be seen,
by exploiting interference we can significantly reduce tlttransmitted power especially for
low SINR values (up to 45 times in the considered scenarid®. reason for this is that when
the SINR threshold is low, there is room to increase interfee, which is beneficial for the
RF-EH constraint, without violating the SINR threshold. @@ other hand, having to satisfy
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Fig. 7. Time needed to obtain ZF, MRT-ZF and optimal(SDP)niieaming weights for different problem sizes.

large SINR thresholds is difficult and requires almost falhcellation of the interference; hence,
the solutions obtained from the ZF beamformer are almosinat The benefits of interference
exploitation can also be seen with respect to the RF-EH caing$: when the RF-EH threshold
increases, the ZF/optimal power ratio increases becaesgptimal scheme manages interference

better.

D. Trade-off between beamforming schemes

Given the fact that the SDP beamforming scheme providesnapolutions to all instances
considered, why should one consider a different beamfagnsicheme? One important issue
that needs to be taken into consideration before decidinghaheamforming scheme to use is
related to the imposed time-constraints regarding thetisolcomputation. In other words, how
much time is available to compute appropriate beamformiegghts? To answer the question
one needs to consider the complexity of computing the swiutdor the different beamforming
schemes proposed. In this section we empirically invesigiae computational complexity of
the ZF, MRT-ZF and optimal (SDP) schemes by observing thescetion times for different
different problems.

It is well-known that the complexity of solving SDP problemssignificantly higher than that
of SOCP problems. Hence it is expected that the executioe fon optimal beamforming will

be higher compared to MRT-ZF. On the other hand, for ZF beemifg we need to compute

December 2, 2013 DRAFT



26

the pseudo-inverse of different matrices and also to findctbged-form solution foP; and p;.

Figure[7(d), presents the average execution time (in lhgait scale) of these beamforming
schemes foR0 problem instances for a particular parameter combinatiuh different values
of K[. The figure demonstrates that the average execution timgg @ind MRT-ZF are below
0.025s and0.08s for all K considered, while the SDP approach employed to yield thenapt
solution requires aboutd0s for K = 24. Hence it is clear that a&” increases the use of optimal
beamforming becomes prohibitive, especially #6r > 12. Regarding their relative execution
times depicted on Fig. 7(b), & increases the relative execution time of MRT-ZF compared to
ZF decreases, while the execution time for optimal beamifagngrows significantly relative to
the MRT-ZF time. Interestingly, fol = 24, the relative execution time of MRT-ZF compared to
ZF is only 3.3, while the relative execution time of optimal beamformirampared to MRT-ZF
is more that2500 times.

Based on these results, it is clear that although the SDPoapprprovides the best perfor-
mance in terms of optimality, MRT-ZF provides the best traffdbetween optimality/feasibility

performance and execution time, especiallylagrows large.

VIlI. CONCLUSION

This paper has dealt with the RF-EH power splitting techeidor a MISO interference
channel with QoS and EH constraints. The minimum requiregfg@nhas been formulated via
an optimization problem for constant or variable beamfogniveights at the sources. Solution
algorithms have been investigated for three standard MI&&nforming designs, ZF, RZF and
MRT, for a hybrid beamforming scheme, MRT-ZF, combining MBT and ZF beamformers, as
well as for variable weight beamforming that provides theropl solution. For ZF, a closed-form
always feasible solution has been derived, while for MRT &xF a convex SOCP program
has been obtained and solved to optimality. For MRT-ZF, gjor&dchm has been developed
which requires the solution of two SOCP problems; MRT-ZFn#igantly outperformed all
other fixed weight beamforming schemes. For the solutiomefaptimal beamforming problem

an approximate SDP formulation has been developed and ittineawetically proved that it

3All problems were executed on a desktop computer with arl Btee 2 Duo CPU at 3GHz(E8400) and 3GB of DDR2
RAM.
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provides optimal results for two and three users; in practlee algorithm always exhibited
optimal performance. Finally, the computational comglexif the different schemes has been
examined indicating that SDP is prohibitive for medium scaystems (e.g. with 20 users),
while MRT-ZF provides the best trade-off between compatel complexity and optimality. An

extension of this work is to apply the investigated schenoess€enarios with limited channel

feedback and imperfect CSI at the transmitters.

APPENDIX A

PROOF OFTHEOREM 2

In optimization problemZF, the ith set of constraints (16b)-(16d) are decoupled as the
variablesP;, p; do not appear in other constraints; also, the variablesenothjective function
are in separable form. Hence, problefiz can be decomposed int§ independent problems
SZF;, defined as:

SZF;: min P,

Pi,pi
% > (24)
(1= p)(GiiPi+0%) > N (25)
>0 , 0<p <L

The optimal solution o2 F is equal to the sum of the optimal solutions®E F;. Note that
in the considered problemy, € (0, 1), otherwise the problem constraints are not satisfied for
Yiy Ai > 0.

Assuming that:

v = G, P + 0% > 02, ;= (v + 1)02, Bi = %'0(2;,

constraints[(24) and_(25) can be written as:

o> P (26)
z
pi € 1=2>0, 27)

This implies thatz; > «; + 8; andx; > \;, otherwisep; ¢ (0,1); in other wordsz; must

be greater thamax(\;, o; + ;). ProblemSZF; requires at least one of the constraints to be
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binding, otherwise the value a®; can further be reduced. Hence, at least one of the following

two equalities must be true at the optimal solution.

Bi
€Tr; — Q4
o

Let us assume thdt_(R8) is true. Substituting this equatitm (27) and rearranging the terms
yields:
%2 — (a; + Bi + Ni)xi + A > 0. (30)

Interestingly, we obtain[(30) even if we follow the same muabare for the other binding
constraint. This implies that binding any of the two equasiowvill yield the same solution.
Becauser; is a monotonically increasing function @%, the optimal solution to proble§ Z F;
is the smallest value af; which satisfies[(30) and; > max()\;, «;+ ;). It can be easily verified
that the discriminani\ of the quadratic expression in_(30) is always positive, Whinplies that
there are two distinct real solutions and z,, and that the feasible region df {30) is< z;

andz > z,, where:

1

T =35 (O‘i + B+ A — V(i + B+ X)? — 40”)"') ’ (1)
1

m=5 <ozl- + B+ N+ V(s + B+ N)? — 40%) : (32)

It can be easily shown that; < max(\;, o; + ;), becauseA > 0, ando; + 5; + \; <
2 max()\z-, o; + 50 Next we show thatnax()\i, oG+ Bz) < Zs9.
If we assume thak; > «; + 5; we need to show that:

4B3;M > 0,

where the latter inequality is true because); > 0. In a similar manner we can easily show that
max(\;, a;+06;) < o when)\; < «a;+ ;. Hence, we have shown that < max(\;, a;+3;) < 22,
which implies that the optimal solution isf = x. In addition, it can be derived that =
B — 1 - i— which implies that both constraints (26) ard]1(27) are bigdat the solution.

Having derivedz; and p;, the optimal power value i = Glii(x;f — 0?) which completes the
proof.
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