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Abstract

We consider a multiuser multiple-input single-output interference channel where the receivers

are characterized by both quality-of-service (QoS) and radio-frequency (RF) energy harvesting (EH)

constraints. We consider the power splitting RF-EH technique where each receiver divides the received

signal into two parts a) for information decoding and b) for battery charging. The minimum required

power that supports both the QoS and the RF-EH constraints isformulated as an optimization problem

that incorporates the transmitted power and the beamforming design at each transmitter as well as the

power splitting ratio at each receiver. We consider both thecases of fixed beamforming and when the

beamforming design is incorporated into the optimization problem. For fixed beamforming we study

three standard beamforming schemes, the zero-forcing (ZF), the regularized zero-forcing (RZF) and the

maximum ratio transmission (MRT); a hybrid scheme, MRT-ZF,comprised of a linear combination of

MRT and ZF beamforming is also examined. The optimal solution for ZF beamforming is derived in

closed-form, while optimization algorithms based on second-order cone programming are developed

for MRT, RZF and MRT-ZF beamforming to solve the problem. In addition, the joint-optimization of

beamforming and power allocation is studied using semidefinite programming (SDP) with the aid of

rank relaxation.
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I. INTRODUCTION

Recently, energy harvesting (EH) communication systems that can harvest energy from a

variety of natural and man-made sources (solar, wind, mechanical vibration, etc.) for sustain-

able network operation has attracted much interest. EH opens new challenges in the analysis

and design of transmission schemes and protocols that efficiently handle the harvested energy.

Most literature concerns the optimization of different network utility functions under various

assumptions on the knowledge of the energy profiles. The works in [2]–[5] assume that the

EH profile is perfectly known at the transmitters and investigate optimal resource allocation

techniques for different objective functions and network topologies. On the other hand, the

works in [6], [7] adopt a more networking point of view and maximize the stability region

of the network by assuming only statistical knowledge of theEH profile. However, the main

limitation of the conventional EH sources is that in most cases they are not controlled and thus

not always available; this uncertainty can be critical for some applications where reliability is of

paramount importance. A promising harvesting technology that could overcome this bottleneck,

is the radio frequency (RF) energy transfer where the ambient RF radiation is captured by the

receiver antennas and converted into a direct current (DC) voltage through appropriate circuits

(rectennas) [8]. The RF-EH can be fully-controlled and therefore can be used for applications

with critical quality-of-service (QoS) constraints. In addition, for some applications where other

EH technologies can not be deployed (such as wireless soil sensor networks), RF energy transfer

seems to be a suitable solution.

RF-EH is a new research area that attracts the attention of both academia and industry. The

long term perspective is to be able to capture the electromagnetic radiation that is available in the

surrounding (TV towers, cellular base-stations etc.) and use it in order to power communication

systems. Most of the work on RF energy transfer focuses on thecircuit and rectenna design as

it is a vital requirement to make RF-EH feasible [9], [10]. Onthe other hand, the development

of protocols and transmission techniques for wireless networks with RF-EH capabilities is a

new research direction and few studies appear in the literature. The fundamental concept of
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simultaneous wireless transmission of energy and information is discussed in [11] from an

information theoretic standpoint. The work in [12] discusses the simultaneous information and

energy transfer for a basic resource-constrained two-way communication link without energy

losses (ideal energy recycling). In [13], the authors characterize the capacity of two basic multi-

user network configurations (multiple access channel, multi-hop channel) when simultaneous

information and energy transfer is employed.

However, due to practical hardware constraints, simultaneous energy and information trans-

mission is not possible with existing technology. In [14] the authors study practical beamforming

techniques in a simplified multiple-input multiple-output(MIMO) network that ensure QoS

and EH constraints for two separated receivers, respectively. In that work, the authors also

discuss two practical receiver approaches for simultaneous wireless power and information

transfer a) “time switching” (TS), where the receiver switches between decoding information

and harvesting energy and b) “power splitting” (PS), where the receiver splits the received

signal in two parts for decoding information and harvestingenergy, respectively. This work is

extended in [15] for scenarios with imperfect channel stateinformation (CSI) at the transmitter

and a robust beamforming design is presented. The authors in[16] deal with the TS technique

and propose a dynamic switching between decoding information and EH in order to achieve

various trade-offs between wireless information transferand EH; both cases with and without

channel state information (CSI) at the transmitter are considered. This fundamental switching

between information transfer and EH is discussed in [17] fora cooperative relaying scenario

with a discrete-level battery at the relay node and no CSI at the transmitter. Other approaches

implement this “simultaneous” information and energy transfer by assuming multiple receivers

where some of them use the transmitted signal for information decoding and other for energy

harvesting i.e. [18], [19]. In [18], the authors investigate the optimal multiple-input single-output

(MISO) beamformer for a network with a single transmitter and multiple information receivers

and energy harvesters. The work in [19] deals with the problem of relay selection for a system

where the selected relay conveys information to a data decoder while it simultaneously transfers

energy to an energy harvester.

On the other hand, more recent works deal with the PS technique that allows an artificial

simultaneous information and energy transfer [20], [21]. In [20], the authors derive the outage

probability and the ergodic capacity for a basic cooperative network with a PS-based relay; in
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that work the optimal power splitting ratio is evaluated based on numerical results. The work in

[21] studies the optimal power splitting rule at the receiver in order to achieve various trade-offs

between information transfer (ergodic capacity) and maximum average harvested energy; both

cases with and without CSI at the transmitter are discussed.However, most of the work in the

literature focuses on simple network topologies with single transmitters; the application of the

RF-EH technology to more complex networks configurations isstill an open problem.

In this paper, we focus on the PS approach [14] and we study a MISO interference channel

where the downlink receivers are characterized by both QoS and EH constraints. For fixed

beamforming weights and known CSI at the transmitters, we optimize the values for the power

split at each receiver as well as the transmitted power for each source with the objective of

minimizing the total transmitted power. Different solution methodologies are proposed for general

beamforming schemes, such as the maximum ratio transmission (MRT) [22], [23], zero-forcing

(ZF) and reguralized zero-forcing (RZF) beamforming, and ahybrid scheme that combines the

MRT and ZF beamformers (MRT-ZF), while an optimal closed-form solution is derived for zero-

forcing (ZF) beamforming. A comparison between them shows that ZF, which is considered as

an efficient beamforming design for conventional MISO systems, requires significantly more

transmit power compared to MRT beamforming, but always leads to feasible solutions for the

considered problem (when the number of antennas at each transmitter is no less than the number

of receivers). By combining the best of both worlds, MRT-ZF always provides feasible solutions

of significantly better quality compared to the standard beamforming approaches, at a small

increase of computational complexity.

In addition to the case of fixed beamforming that keeps the complexity low, the optimal bench-

mark scheme that jointly optimizes beamforming weights, transmit power and power splitting

ratios in order to minimize the total power consumption, is investigated. The use of semidefinite

programming (SDP) together with rank relaxation is proposed to approximate the optimal solution

and an algorithm to recover the beamforming solution is designed. Furthermore, we prove that

when there are two or three users, the proposed approach always gives rank-1 solutions, from

which the exactly optimal beamforming solution can be obtained. The SDP approach is superior

in terms of solution quality amongst all the schemes investigated providing the optimal solution

in all problem instances considered, but its execution timebecomes prohibitive for increasing

problem sizes; the best trade-off between solution qualityand computational complexity is
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provided by the MRT-ZF beamforming scheme.

The contributions of this paper are the following:

1) Introduction and formulation of the problem; MISO interference channel with simultaneous

QoS and RF-EH requirements.

2) Efficient approximation of the optimal solution to the general problem using SDP; in

practice, the SDP scheme provided the optimal solution in all problem instances examined.

3) Formulation of a second-order cone program for the optimal solution of the power alloca-

tion and splitting problem for any beamformer (constant beamforming weights). Derivation

of a closed-form solution for ZF beamforming.

4) Development of a fast and efficient suboptimal approach for the solution of the general

problem that is based on optimally combining the MRT and ZF beamformers.

Notation: All boldface letters indicate vectors (lower case) or matrices (upper case). The

superscripts(·)T , (·)H , (·)−1, (·)† denote the transpose, the conjugate transpose, the matrix inverse

and the Moore-Penrose pseudo-inverse respectively. A circularly symmetric complex Gaussian

random variablez with meanµ and varianceσ2 is represented asCN (µ, σ2). The identity matrix

of sizeM , and the zero matrix of sizem× n, are denoted byIM and0m×n, respectively.||z||
denotes the Euclidean norm of a complex vectorz, |z| denotes the magnitude of a complex

variablez, trace(A) denotes the trace of a matrixA, while A � 0 indicates that matrixA is

positive semidefinite.

This paper is organized as follows: Section II sets up the system model and introduces

the optimization problem. Section III, investigates the joint optimization of the transmitted

power, beamforming design and power splitting ratios. Section IV discusses some fixed MISO

beamforming schemes, while Section V investigates the solution of the arising optimization

problems under these fixed beamforming schemes. Simulationresults are presented in Section

VI, followed by our conclusions in Section VII.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We assume a MISO interference channel consisting ofK multiple-antenna sources andK

single-antenna receivers that employ single-user detection; each sourceSi communicates with

its corresponding receiverDi (i = 1, . . . , K). This configuration moves almost all the signal
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processing at the transmitters (i.e., base-stations in a cellular context) and ensures simple re-

ceivers, which due to size limitation cannot support multiple antennas. Each transmitter requires

that the number of transmit antennas is at least equal to the sum of all receivers’ antennas in

order to satisfy the dimensionality constraint required toforce to zero the cross-interference at

each receiver [22], [24]. For the sake of simplicity and without loss of generality, we assume

a symmetric topology where each source holds the minimum required number of antennas,

which is equal to the number of the receivers in the considered setup (e.g.,K antennas at each

transmitter). The case of having more receivers than transmit antennas is not considered because

the feasibility of different beamforming schemes is not guaranteed and more importantly, it is

difficult to provide satisfactory QoS to individual receivers. The contribution of this work as well

as our main conclusions are not restricted by this assumption. The system model considered is

depicted in Fig. 1. We assume that the sourceSi transmits with a powerPi and letsi be its

transmitted data symbol withE{‖si‖2} = 1. The transmitted data symbolsi is mapped onto the

antenna array elements by the beamforming vectorwi ∈ CK×1 with ‖wi‖ = 1.

All wireless links exhibit independent fading and AdditiveWhite Gaussian Noise (AWGN)

with zero mean and varianceσ2. The fading is assumed to be frequency non-selective Rayleigh

block fading. This means that the fading coefficients in the vector channelhi,j ∈ CK×1 (for

the Sj → Di link) remain constant during one slot, but change independently from one slot

to another according to the distributionCN
(

0, σ2
chi,j

)

. The variance of the channel coefficients

captures large-scale degradation effects such as path-loss and shadowing. The received symbol

sampled baseband signal at receiverDi can be expressed as

yi =
√

Pih
T
i,iwisi

︸ ︷︷ ︸

Information signal

+
∑

j 6=i

√

Pjh
T
i,jwjsj

︸ ︷︷ ︸

Interference

+ni, (1)

whereni denotes the AWGN component; therefore the received power atDi is equal to

P r
i =

K∑

j=1

|hT
i,jwj |2Pj + σ2. (2)

The receivers have RF-EH capabilities and therefore can harvest energy from the received

RF signal based on the power splitting technique [14]. With this approach, each receiver splits

its received signal in two parts a) one part is converted to a baseband signal for further signal

processing and data detection and b) the other part is drivento the required circuits for conversion
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to DC voltage and energy storage. Letρi ∈ (0, 1) denote the power splitting parameter for the

i-th receiver; this means that100ρi% of the received power is used for data detection while

the remaining amount is the input to the RF-EH circuitry. More specifically, after reception of

the RF signal at the receiver, a power splitter divides the power P r
i into two parts according

to ρi, so thatρiP r
i is directed towards the decoding unit and(1 − ρi)P

r
i towards the EH unit.

During the baseband conversion, additional circuit noise,vi, is present due to phase offsets

and non-linearities which is modeled as AWGN with zero mean and varianceσ2
C [14]. Fig. 2

schematically shows the power splitting technique for thei-th receiver.

The signal-to-interference-plus-noise ratio (SINR) metric characterizing the data detection

process at thei-th receiver is given by:

Γi =
ρiPi|hT

i,iwi|2

ρi

(

σ2 +
∑

j 6=i Pj|hT
i,jwj |2

)

+ σ2
C

. (3)

On the other hand, the total electrical power that can be stored is equal toP S
i = ζi(1−ρi)P

r
i ,

where ζi ∈ (0, 1] denotes the conversion efficiency of thei-th EH unit1 (100 · ζi% of the RF

energy received at the EH unit can be stored as electrical energy). We note that in this study, the

RF-EH constraints considered refer to the required rectennas’ input without discussing energy

storage efficiency issues.

A. Optimization problem

We assume that both receivers are characterized by strict QoS and EH constraints. The QoS

constraint requires that the SINR should be higher than the thresholdγi; the energy constraint

requires that the input to the RF energy circuitry is higher than the energy thresholdλi. The

energy harvesting constraint represents the minimum amount of energy that should trigger the

rectenna’s input of each receiver in order to ensure an efficient amount of energy harvested in

each transmission time. This energy constraint and the associated energy harvested maintains

operability and fully powers the equipment for generating/decoding signals, the power amplifiers,

the antennas as well as all the devices that are involved in a radio transmission/reception process;

the harvested energy can be accumulated for future use (batteries) or used immediately. It is

1The parameterζ depends on the frequency of operation, the received RF energy as well as the specifications of the diode-

based rectification circuit. In [8] a practical cellular energy harvesting system was designed, operating atζi ≈ 0.25 conversion

efficiency.
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Fig. 1. The MISO system model; each receiver splits the received energy in two parts for decoding and EH, respectively.

Power

Splitter

√

1 − ρi

√

ρi

ni

vi

        RF-EH

Base-Band

(Decoding)

Fig. 2. The power splitting technique for thei-th receiver.

worth noting that relevant works such as [14], [16] assume similar energy harvesting constraints

(in terms of a target average harvested energy) in a different context. We focus on beamforming

design, as well as power allocation and splitting, in order to minimize the total transmitted

power subject to QoS and energy harvesting constraints. Based on the previous notation, the

optimization problem can be defined as

min
P,W,ρ

K∑

i=1

Pi,

subject to







Γi ≥ γi, ∀i
(1− ρi)P

r
i ≥ λi, ∀i

Pi ≥ 0, ‖wi‖2 = 1, 0 ≤ ρi ≤ 1, ∀i
(4)

whereP r
i , andΓi are defined in (2) and (3) respectively, whileW = [w1, ...,wK ].
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The problem can be rewritten into an equivalent form by utilizing unnormalized beamforming

weightsvi =
√
Piwi which combine beamforming and power allocation as:

min
{vi,ρi}

K∑

i=1

‖vi‖2 (5)

s.t. Γi =
|hT

i,ivi|2
∑

j 6=i

|hT
i,jvj |2 + σ2 +

σ2

C

ρi

≥ γi,

(1− ρi)

(
K∑

j=1

|hT
i,jvj|2 + σ2

)

≥ λi, 0 ≤ ρi ≤ 1 ∀i.

It is easy to see that formulation (5) is non-convex and hencequite challenging to solve.

In the traditional beamforming problem the SINR constraints become convex by expressing

them as second order rotated cone constraints [25]:

γi

(

σ2 +
∑

j 6=i

|hT
i,jvj|2

)

≤ |hT
i,ivi|2, ∀i

hT
i,ivi ≥ 0, ∀i,

Nonetheless, the introduction of the power splitting parameters destroys this useful structure and

makes the SINR constraints non-convex.

Even if we assume that the power splitting parameters are constant, the RF-EH constraints

are non-convex because they are composed of a sum of concave terms:

−(1− ρi)

K∑

j=1

|hT
i,jvj |2 ≤ (1− ρi)σ

2 − λi, ∀i.

Hence even if the power splitting parameters are constant informulations (4) or (5), the problem

is a non-convex Quadratically Constrained Quadratic Program (QCQP) [26]. Having variable

power splitting parameters further increases the difficulty of dealing with the problem.

III. OPTIMAL BEAMFORMING

In this section we develop an efficient SDP algorithm that jointly optimizes the beamforming

vectors, as well as the power and power splitting parameters. Joint optimization provides optimal

performance at the cost of relatively high computational complexity. Hence, it is more suitable

for the solution of small problems or as a performance benchmark.
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A. Semidefinite programming (SDP) with rank relaxation

To tackle (5), we first introduce new matrix variablesWi = viv
H
i , ∀i. Using{Wi}, problem

(5) can be rewritten as

min
{Wi,ρi,∀i}

K∑

i=1

trace(Wi) (6a)

s.t.
trace(h∗

i,ih
T
i,iWi)

K∑

j=1,j 6=i

trace(h∗
i,jh

T
i,jWj) + σ2 +

σ2

C

ρi

≥ γi, (6b)

(1− ρi)

(
K∑

j=1

trace(h∗
i,jh

T
i,jWj) + σ2

)

≥ λi ∀i, (6c)

Wi � 0, 0 ≤ ρi ≤ 1, ∀i (6d)

which can be further expressed as

min
{Wi, ρi,∀i}

K∑

i=1

trace(Wi) (7)

s.t. Ai =






1
γi

trace(h∗
i,ih

T
i,iWi)−

K∑

j=1,j 6=i

trace(h∗
i,jh

T
i,jWj)− σ2, σC

σC , ρi




 � 0, ∀i

Bi =






K∑

j=1

trace(h∗
i,jh

T
i,jWj) + σ2,

√
λi

√
λi, 1− ρi




 � 0, ∀i

Wi � 0, 0 ≤ ρi ≤ 1, ∀i

In the above formulation, matricesAi andBi, ∀i are hermitian, while they are positive semidef-

inite if and only if constraints (6b) and (6c) are respectively true. The reason is that constraints

(6b) and (6c) ensure that all leading principal minors of matricesAi andBi are nonnegative, a

condition that ensures that a hermitian matrix is positive semidefinite.

Note that in order to make (7) equivalent to the original problem (5), additional rank constraints

rank(Wi) = 1 should be added to (7), which are nonconvex and difficult to deal with. To make

the problem tractable, we first relax this rank constraints and focus on (7). This problem is

convex and belongs to the class of SDP, as it is composed of a linear objective function over the

intersection of cones of positive semidefinite matrices andlinear matrix inequalities involving

{Wi} andρi variables. Its numerical solution can be found by using SDP solvers.
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Once (7) is optimally solved, if the resulting solutions{Wi} are all rank-1, then they are

the exactly optimal solutions; otherwise, (7) provides a lower bound for the minimum required

power and how to extract a feasible solution will be discussed later. Note that formulation (7)

can be easily extended to include transmit power constraints by adding the linear constraints

trace(Wi) ≤ Pmax
i , ∀i, as the problem remains convex and its complexity is not significantly

affected.

B. Rank Issue and The Proposed Algorithm

As mentioned before, problem (7) may not give the optimal solution to the original problem

(5) due to rank relaxation. In our simulation, we find that (7)always gives rank-1 solutions

which are also optimal to the original problem (5), however,this property is yet to be proven

and left for future work. In this section, we propose the following algorithm to find a good

heuristic solution when higher-rank solutions are returned by (7).

Proposed Algorithm 1:

1) Solve problem (7) to obtain the optimal{W⋆
i }.

2) For eachi, if rank(Wi) = 1, find eigenvalue decompositionw⋆
i such thatW⋆

i = piw
⋆
iw

⋆
i
H ,

‖w⋆
i ‖ = 1; otherwise, choosew⋆

i as the principal eigenvector ofWi, which corresponds

to the largest eigenvalue ofWi.

3) With {w⋆
i }, solve the power allocation problem with fixed weights (18) to obtainp⋆.

4) Return the optimal beamforming vectors{
√

p⋆iw
⋆
i }.

If rank(Wi) > 1, we can also use randomization techniques to findwi [33].

C. Special Cases: K=2 and K=3

In general it is not known whether problem (7) can guarantee to return rank-1 solutions which

is optimal to (5). In this section, we study the rank properties of two special cases:K = 2 and

K = 3. We first give the following results.

Theorem 1:When K = 2 and K = 3, there exist rank-1 solutions that optimally solves

problem (7), which are also optimal to the original problem (5).

Proof: Suppose that{W⋆
i } are the optimal solutions to (7) and rank(W⋆

i ) ≥ 1 because

W⋆
i 6= 0, then according to [34, (24)], we have the following resultsabout the rank of the
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solutions to (7) withK QoS and EH constraints for a generalK-user MIMO interference

channel:

K ≤
K∑

i=1

(rank(W⋆
i ))

2 ≤ 2K. (8)

WhenK = 2, (8) becomes

2 ≤ (rank(W⋆
1))

2 + (rank(W⋆
2))

2 ≤ 4, (9)

from which we can derive that rank(W⋆
1) = rank(W⋆

2) = 1, thus problem (7) always gives

rank-1 solutions whenK = 2.

WhenK = 3, (8) is expanded as

3 ≤ (rank(W⋆
1))

2 + (rank(W⋆
2))

2 + (rank(W⋆
3))

2 ≤ 6, (10)

which shows that there is at most oneW⋆
i that is rank-2 and the other twoW⋆

js, j 6= i, must be

rank-1. Without loss of generality, we assume that rank(W⋆
1) = 2, rank(W⋆

2) = 1, rank(W⋆
3) = 1.

Next we show that there existsv⋆
1 such thatv⋆

1v
⋆
1
H is also an optimal solution to (7). To this

end, it suffices to prove that there existsv⋆
1 that satisfies the following equations:

trace(W⋆
1) = ‖v⋆

1‖2 (11)

hT
j,1W

⋆
1h

∗
1,j = |hT

1,jv
⋆
1|2, for j = 1, 2, 3.

It is proved in [35, Theorem 2.3] that the above decomposition indeed exists. Furthermore,

Algorithm 3 in [35] provides the detailed procedures about how to find v⋆
1 that satisfies the

above equations. This completes the proof.

IV. CONVENTIONAL MISO BEAMFORMING SCHEMES

Although, the developed SDP algorithm may provide optimal solutions, its high computational

complexity make it unsuitable for providing real-time solutions. In this section, we briefly present

standard beamforming designs that are well-known in conventional MISO systems that facilitate

the development of low-complexity algorithms. More specifically, we focus on ZF and MRT

beamforming schemes, which represent extreme situations towards achieving the SINR and RF-

EH constraints, respectively. We also study two beamforming schemes that attempt to balance

the two extremes: RZF which does not fully cancel cross-interference, and MRT-ZF, a hybrid

scheme that considers a linear combination of ZF and MRT.

December 2, 2013 DRAFT



13

A. Zero Forcing

In ZF, the weights are selected such that the co-channel interference is canceled, i.e. for the

desired useri the ZF condition becomeshT
i,jwj = 0, j 6= i. More specifically, the ZF weights

are computed as the solution of the following optimization problem:

max
wi

|hT
i,iwi|2

s. t. HT
i wi = 0(K−1)×1

‖wi‖2 = 1

whereHi = [h1,i, . . . ,hi−1,i,hi+1,i, . . . ,hK,i]
T . The solution of the beamforming is given by

[23]

w
(ZF)
i =

(IK − Fi)h
∗
i,i

‖(IK − Fi)h
∗
i,i‖

(12)

whereFi = H
†
iHi andH†

i = HH
i (HiH

H
i )

−1 is the Moore-Penrose inverse ofHi.

By fully canceling cross-interference, on the one hand the ZF beamformer optimizes the SINR

constraints, but on the other hand it puts little emphasis onachieving the RF-EH constraints.

B. Maximum Ratio Transmission

The MRT beamforming maximizes the signal-to-noise ratio (SNR) at each receiver (|hT
i,iwi|2/σ2)

and requires only the knowledge of the direct linkshi,i; due to this limited CSI knowledge, it

is of low complexity and is suitable for practical applications with strict computational/time

constraints. The MRT beamforming is expressed as [22]

w
(MRT)
i =

h∗
i,i

‖h∗
i,i‖

. (13)

It is worth noting that the MRT does not take into account the simultaneous sources’ transmissions

and therefore it results in a strong cross-interference. Although this cross-interference is a

bottleneck for conventional MISO systems, it could be beneficial for scenarios with RF-EH

constraints.

From the description of the beamforming schemes presented in Sections IV-A and IV-B, it is

clear that different beamformers result in different trade-offs between the SINR and the RF-EH

constraints. In the following, we consider two beamformingschemes that aim at balancing these

two constraints.
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C. Regularized Zero Forcing (RZF)

The ZF beamforming scheme can be problematic when the channel is ill-conditioned; to

remedy this limitation, RZF is proposed in [27], which aims to deal with this problem as well

as take into account the noise variance. The RZF beamformingvector for useri admits the

following expression

w
(RZF)
i =

(

GiG
†
i + ηiIK

)−1

h∗
i,i

‖
(

GiG
†
i + ηiIK

)−1

h∗
i,i‖

, (14)

whereGi = [h1,i, . . . ,hK,i]
T and ηi is the regularization parameter. It can be seen that RZF

beamforming does not completely cancel co-channel interference whileηi controls interference

to useri. Notice that RZF provides a better trade-off between usefulsignal and interference than

ZF because it allows controlled interference which is desired for RF-EH constraints. Ideallyηi

should be optimized, however, this is a nontrivial task [28]which requires the consideration of

many factors like channel fading characteristics, antennacorrelation, design objectives, etc. In

this paper, to keep the complexity low, we use the same constant regularization parameters for

all users, i.e.,ηi = c, ∀i.

D. Hybrid Maximum Ratio Transmission - Zero-Forcing beamforming

Another potentially good solution could result from the linear combination of MRT and ZF

into a hybrid MRT-ZF scheme, which attempts to find the best trade-off of the two. A linear

combination of MRT and ZF beamformers was shown to provide a complete description of the

Pareto boundary for the achievable rate of MISO interference channel for the two-user case

[22]. The purpose in this section is to combine the two beamformers to achieve a good trade-off

between the SINR and the RF-EH constraints. The MRT-ZF beamforming can be expressed as:

w
(MRT-ZF)
i =

√
xir

(MRT)
i +

√
yir

(ZF)
i

‖√xir
(MRT)
i +

√
yir

(ZF)
i ‖

, (15)

wherer(MRT)
i = h∗

i,i, r
(ZF)
i = (IK − Fi)h

∗
i,i, Fi as defined in ZF beamforming, whilexi, yi ≥ 0

are decision variables that need to be chosen to achieve an optimal trade-off between the two

beamforming schemes. Note that foryi = 0 (xi = 0) this beamformer is equivalent to the MRT

(ZF) beamformer.

December 2, 2013 DRAFT



15

V. PROBLEM SOLUTION FOR FIXED BEAMFORMING

In this section we propose solutions to the considered problem for the beamforming schemes

described in Section IV. In ZF beamforming, the optimization problem attains a special form

that allows an optimal closed-form solution. In MRT and RZF beamforming, the optimization

problem does not have any special form, but the problem can betransformed into a second-

order cone programming (SOCP) formulation which leads to optimal, robust and fast solutions

using off-the-shelf optimization solvers. The proposed solution method applies to any arbitrary

beamforming scheme with fixed weightswf
i . In MRT-ZF beamforming, the optimal contribution

of ZF and MRT beamforming has to be found; although the resulting problem is not convex,

we develop an approximate solution based on SOCP which attains excellent results in practice.

A. Problem solution for ZF beamforming

Letting Gi,j = |hT
i,jwj|2 denote the link gain betweenSi and Dj, the SINR and the total

received power at thei-th receiver are simplified becauseGi,j = 0, for i 6= j. Hence the original

optimization problem simplifies into the following formulation:

ZF : min
P,ρ

K∑

i=1

Pi (16a)

s.t.
ρiGi,iPi

ρiσ2 + σ2
C

≥ γi, ∀i (16b)

(1− ρi)(Gi,iPi + σ2) ≥ λi, ∀i (16c)

Pi ≥ 0, 0 ≤ ρi ≤ 1, ∀i. (16d)

Its solution is given in Theorem 2 below.

Theorem 2:Let αi = (γi + 1)σ2 andβi = γiσ
2
C . A feasible solution to optimization problem

ZF always exists, while its optimal solution can be expressed in closed-form as:

P ∗
i =

1

Gi,i

(

αi + βi + λi +
√

(αi + βi + λi)2 − 4λiαi

2
− σ2

)

,

ρ∗i =
βi

Gi,iP
∗
i + σ2 − αi

= 1− λi

Gi,iP
∗
i + σ2

.

Proof: The proof ofTheorem 2is provided in Appendix A.

Theorem is very important as it demonstrates that there is always a feasible solution to optimiza-

tion problem (4), despite the presence of QoS and RF-EH constraints, no matter how demanding

these constraints are.
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B. Problem solution for MRT and RZF beamforming

Contrary to the special case of ZF beamforming whereGi,j 6= 0, ∀ i = j, that allowed the

decomposition of the problem, in MRT or RZF beamforming we have thatGi,j 6= 0, ∀i, j.

Hence, although MRT or RZF have different link gain values, they share the same problem

structure which results in the same formulation. Rearranging the terms in formulation (4) yields:

FW : min
P,ρ

K∑

i=1

Pi (17a)

s.t.(1 + γi)Gi,iPi ≥ 1

ρi
γiσ

2
C + γiP

r
i , ∀i (17b)

(1− ρi)P
r
i ≥ λi, ∀i (17c)

K∑

j=1

Gi,jPj + σ2 = P r
i , ∀i (17d)

Pi ≥ 0, 0 ≤ ρi ≤ 1, ∀i. (17e)

Optimization problemFW is convex because it is comprised of a linear objective function and

convex constraints. Constraint (17b) is convex because theterm 1
ρi
γiσ

2
C is convex forρi > 0 and

the other terms are linear, (17c) is a restricted hyperbolicconstraint and (17d) is linear. Note

that by solving problemFW we obtain optimal values for the splitting parameters, as well as

an optimal power allocation forany set of fixed beamforming vectors. Next we show how the

problem can be cast into a SOCP formulation, which can be optimally and reliably solved using

off-the-shelf algorithms.

SOCP Solution:SOCP problems are convex optimization problems involving alinear function

minimized subject to linear and second-order cone (SOC) constraints, which can be solved using

fast and robust of-the-shelf solvers [29]. Among the constraints that can be modeled using SOCs

are therestricted hyperbolic constraintswhich have the form:xTx ≤ yz, which are equivalent

to a rotated SOC constraint of the form:
∥
∥
∥
∥
∥
∥




2x

y − z





∥
∥
∥
∥
∥
∥

≤ y + z,

wherex ∈ CN×1, y, z ≥ 0. For example, constraint (17c) is equivalent to the following SOC:
∥
∥
∥
∥
∥
∥




2
√
λi

(1− ρi)− P r
i





∥
∥
∥
∥
∥
∥

≤ (1− ρi) + P r
i .
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In order to cast problemFW into SOCP form we need to convert (17b) into a restricted

hyperbolic constraint. Let us definezi=(1+ γi)Gi,iPi − γiP
r
i ; it must hold true thatzi ≥ 0 since

1
ρi
γiσ

2
C ≥ 0 otherwise (17b) will be infeasible. Substitutingzi into (17b) yields thatρizi ≥ γiσ

2
C

which is a convex restricted hyperbolic constraint. Hence,problemFW can be cast into the

following convex problem which is equivalent to an SOCP formulation:

SOCP : min
P,z,ρ

K∑

i=1

Pi (18a)

s.t. ziρi ≥ γiσ
2
C , ∀i (18b)

zi + γiP
r
i = (1 + γi)Gi,iPi, ∀i (18c)

(1− ρi)P
r
i ≥ λi, ∀i (18d)

K∑

j=1

Gi,jPj + σ2 = P r
i , ∀i (18e)

Pi ≥ 0, zi ≥ 0, 0 ≤ ρi ≤ 1, ∀i. (18f)

We should emphasize here that formulation (18) is general enough to optimize the power

allocation and power splitting parameters for any beamforming scheme with fixed weights.

Formulation (18) can also be easily extended to include transmit power constraints by adding

the bound constraints0 ≤ Pi ≤ Pmax
i , ∀i.

C. Problem solution for MRT-ZF beamforming

Assuming unnormalized weightsv(MRT-ZF)
i =

√
Piw

(MRT-ZF)
i , the link gainsGi,j resulting from

the MRT-ZF beamformer are:

Gi,j = |hT
i,jv

(MRT-ZF)
j |2 =







xj |hT
i,jh

∗
j,j|2, i 6= j

|√xih
T
i,ih

∗
i,i +

√
yih

T
i,i(IK − Fi)h

∗
i,i|2, i = j.

(19)

SubstitutingQi,j = |hT
i,jh

∗
j,j|, qi = hT

i,i(IK − Fi)h
∗
i,i ≥ 0 and si =

√
xiyi ≥ 0 into (19) we

obtain:

Gi,j = |hT
i,jvj|2 =







xjQ
2
i,j , j 6= i

xiQ
2
i,i + yiq

2
i + 2siQi,iqi, j = i.

(20)

The above expression is true because fori 6= j, there is no contribution to the link gains

from the ZF component ashT
ijr

(ZF)
i = 0, while for i = j both terms in the norm are real and

positive ashT
i,ih

∗
i,i = |hT

i,ih
∗
i,i| = Qi,i ≥ 0 andqi ≥ 0. The above equation indicates that the link
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gainsGi,j can be written as a linear combination of variablesxi, yi, si. In addition, the power

Pi associated with a particular beamforming vectorv
(MRT-ZF)
i can be expressed as:

Pi = ‖v(MRT-ZF)
i ‖22 = (

√
xir

(MRT)
i +

√
yir

(ZF)
i )H(

√
xir

(MRT)
i +

√
yir

(ZF)
i ) (21)

= xipx,i + yipy,i + sips,i,

wherepx,i = ‖r(MRT)
i ‖2 = Qi,i, py,i = ‖r(ZF)

i ‖2 = qi andps,i = (r(ZF)
i )H(r(MRT)

i )+(r(MRT)
i )H(r(ZF)

i ) =

2qi. Substituting Eqs. (20) and (21) into problem (4) yields:

min
x,y,s,ρ

K∑

i=1

(xiQi,i + yiqi + 2siqi) (22)

xiQ
2
i,i + yiq

2
i + 2siQi,iqi ≥ γi

(

σ2 +
∑

j 6=i

xjQ
2
i,j

)

+
γiσ

2
C

ρi
, ∀i

(1− ρi)P
r
i ≥ λi, ∀i

K∑

j=1

xjQ
2
i,j + yiq

2
i + 2siQi,iqi + σ2 = P r

i , ∀i

si =
√
xiyi, ∀i

0 ≤ ρi ≤ 1, xi ≥ 0, yi ≥ 0, si ≥ 0, ∀i.

Formulation (22) is not convex due to the constraintsi =
√
xiyi. Convexification can be

achieved by relaxing this constraint intosi ≤ √
xiyi or s2i ≤ xiyi, which is a convex second-

order cone asxi ≥ 0 and yi ≥ 0. The relaxed formulation can be easily converted into the

following convex SOCP:

min
x,y,s,ρ

K∑

i=1

(xiQi,i + yiqi + 2siqi) (23)

ziρi ≥
(√

γiσ2
C

)2

, ∀i

(1− ρi)P
r
i ≥

(√

λi

)2

, ∀i
K∑

j=1

xjQ
2
i,j + yiq

2
i + 2siQi,iqi + σ2 = P r

i , ∀i

xiyi ≥ s2i , ∀i

zi + γiσ
2 + γi

∑

j 6=i

xjQ
2
i,j = xiQ

2
i,i + yiq

2
i + 2siQi,iqi, ∀i

0 ≤ ρi ≤ 1, zi ≥ 0, xi ≥ 0, yi ≥ 0, si ≥ 0, ∀i.
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Because problem (23) provides a lower bound approximation to (22), the solution obtained may

not be valid for problem (4). To deal with this issue, we use the decision vectorsx and y

obtained from the solution of (23) to construct fixed, normalized weightsw(MRT-ZF)
i according to

Eq. (15), and then solve problem (18) to obtain a valid solution to (4). In case the latter provides

an infeasible solution, ZF beamforming is employed.

D. Implementation issues

Most of the proposed schemes (except ZF beamforming) refer to global optimization problems

that involve the centralized knowledge of all the downlink channels. A potential implementation

requires a central processing unit/controller, which collects all the downlink channels from the

transmitters and then communicates the optimal parameters(beamforming vectors, transmit pow-

ers, power split factors) to the system; similar centralized implementations have been proposed

in [30] for basic MISO interference channels. Although thissolution corresponds to a high

complexity and signaling overhead, modern cellular communication systems introduce base-

station cooperation and provide a centralized back-haul network for sophisticated precoding;

in our case, we have a coordination at the beamforming level and transmit signals remain

locally known at the transmitters. On the other hand, the purpose of this work is to introduce a

new network structure (MISO interference channel with QoS and EH constraints) and study its

optimal performance in terms of total energy consumption; implementations issues are beyond the

scope of this work. The formulated optimization problems provide useful theoretical bounds and

serve as guidelines for the evaluation of practical (distributed) implementations. The design of

distributed algorithms that solve the optimization problems based on a local channel knowledge

at each transmitter is an interesting problem for future work [31].

VI. NUMERICAL RESULTS

We evaluate the performance of the developed algorithms by solving several randomly gen-

erated problems for different parameter configurations. All problem instances follow the system

model in Section II withσ2 = σ2
C = −40 dBm. We assume that the attenuation from the sources

to the receivers is50 dB for the direct channels andδ · (50dB) with δ > 0 for the indirect

channels2 (a simple method to ensure that the direct links are strongerthan the interference links

2It corresponds to a symmetric topology withσ2

chi,i
= 10

−5 and σ2

chi,j
= 10

−5/δ for i 6= j, with i = 1, . . . ,K and

j = 1, . . . , N .
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[32]). The channel vectors are randomly generated from independent and identically distributed

Rayleigh fading with average power as specified from the attenuation of the particular channel.

For simplicity, the detection and energy harvesting thresholds are assumed to be equal for all

users (γi = γ andλi = λ, ∀i) and that the conversion efficiency is equal toζi = 1. Mathematical

modeling and solution of the SOCP formulations for fixed beamforming was done using the

Gurobi optimization solver [36], while the modeling and solution of the SDP relaxation for

variable beamforming weights was performed using CVX [37].

A. Beamforming schemes performance comparison

To examine the relative performance, in terms of optimalityand infeasibility, of the beam-

forming approaches we solved several problems instances for different parameter configurations

with δ = 5. The results are summarized on Table I, where each table entry is the average of

100 randomly generated instances. In the table,LPρ corresponds to the solution of the linear

program obtained when the power splitting parameters are fixed and equal toρi = 0.5, ∀i, while

ZF, MRT, RZF and MRT-ZF correspond to solutions associated with the particular beamforming

schemes. Note that all optimality results are illustrated relative to the optimal solution (fOpt) of

(4). This was obtained from the solution of the SDP problem (7), as it provided rank-1 solutions

in all instances considered. Note also that the hyphen symbol “-” in the table is used when no

feasible solutions where obtained from a particular beamforming approach to be able to present

optimality results.

Columns 4-6 show the percentage of infeasible instances forthe different beamforming ap-

proaches. As expected, ZF, MRT-ZF and optimal beamforming exhibited no infeasible problem

instances and are omitted from the table. Beamforming schemes MRT, LPρ and RZF exhibit

a large number of infeasible solutions, especially when theSINR threshold is large (γ = 20

dB). Comparatively, MRT and LPρ exhibit exactly the same number of infeasible problem for

all cases considered which indicates the structure of the weight vectors is more important than

the power splitting parameter. Additionally, these schemes produce considerably more feasible

problems compared to the RZF approach withηi = 1. It seems the feasibility solely depends on

the SINR but not the EH constraints.

Columns 7-11 indicate the optimality performance of different beamforming schemes with

respect to the optimal solution. Comparing the optimality results of MRT and LPρ, it is easy to
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TABLE I

INFEASIBILITY AND OPTIMALITY RESULTS FOR DIFFERENT PARAMETER CONFIGURATIONS FORδ = 20.

Parameters Infeasibility Optimality

K γ(dB) λ (dBm)MRT LPρ RZF fMRT

fOpt

fLPρ

fOpt

fZF

fOpt

fRZF

fOpt

fMRT−ZF

fOpt

2 20 -40 70 70 84 3.48635.2258 5.587 12.5926 1.0013

2 20 -30 71 71 82 3.28144.8858 1.7049 3.2956 1.0018

2 20 -20 76 76 87 2.39743.2925 2.6637 9.7787 1.0012

2 20 -10 77 77 87 1.93052.7745 2.4875 3.3039 1.0007

2 10 -40 2 2 20 1.21561.7927 4.1427 4.0098 1.0033

2 10 -30 0 0 9 1.24961.5891 4.6628 2.9024 1.0028

2 10 -20 3 3 16 1.01941.7411 5.9004 7.3744 1.0057

2 10 -10 2 2 22 1.06552.0582 3.321 2.7239 1.0074

4 20 -40 100 100 100 - - 4.8337 - 1.7032

4 20 -30 100 100 100 - - 8.2793 - 1.6311

4 20 -20 100 100 100 - - 4.3944 - 1.5453

4 20 -10 100 100 100 - - 11.1585 - 1.7093

4 10 -40 1 1 67 1.29291.912914.0505 37.641 1.1038

4 10 -30 1 1 67 1.299 1.6987 9.3093 13.7661 1.0884

4 10 -20 1 1 69 1.11371.766621.016541.9527 1.0261

4 10 -10 1 1 66 1.02351.993441.7677 5.3096 1.0141

8 20 -40 100 100 100 - - 11.0335 - 2.879

8 20 -30 100 100 100 - - 9.9038 - 2.9878

8 20 -20 100 100 100 - - 14.6228 - 2.8204

8 20 -10 100 100 100 - - 15.899 - 2.9969

8 10 -40 0 0 100 1.37042.031142.8582 - 1.2174

8 10 -30 0 0 100 1.27031.675131.3244 - 1.1707

8 10 -20 0 0 100 1.04391.6402259.085 - 1.0306

8 10 -10 0 0 100 1.00571.960748.9879 - 1.0057

see that when the power splitting parameters are fixed (LPρ approach) the required power is 50%-

100% more than the case that these parameters are optimally selected (MRT approach). MRT also

significantly outperforms RZF which indicates that the latter is not appropriate for the particular

problem, at least for the considered scenaria. MRT also outperforms ZF in almost all cases for

feasible MRT instances, because it produces strong cross-interference which facilitates the EH

constraints. The above results demonstrate that from the fixed weight schemes, MRT and ZF are

the best in terms of optimallity and feasibility respectively. By combining these schemes, MRT-
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Fig. 3. Total transmitted power versus EH threshold;γ = 20 dB andδ = 5.
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Fig. 4. Total transmitted power versus SINR threshold;λ = −30 dBm andδ = 5.

ZF always produces feasible solutions and exhibits excellent performance, especially for small

K. For K = 8, the performance of MRT-ZF worsens but still for some parameter combinations

its performance is excellent. It appears from the table thatthe most important parameter for

the relative performance between MRT-ZF and optimal beamforming is the SINR threshold;

when the SINR threshold is 20dB the relative performance of MRT-ZF compare to optimal

beamforming is much worse than when SINR is10 dB. Regarding the optimal beamforming

scheme, the SDP relaxation algorithm proposed in section III produced rank-1 solutions in all

simulations, indicating that its solution is optimal for all considered instances.
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Fig. 5. Total transmitted power versus the ratio of direct toindirect channel variance;λ = −30 dBm andγ = 20 dB.

B. Parameter effect

Apart from the performance of the developed algorithms for the solution of problem (4),

the effect of parametersγi, λi and δ has also been investigated as illustrated in Figs. 3, 4

and 5 respectively. Each point in the figures is the average value of the total instantaneous

transmit power calculated over1000 problem instances for a specific parameter combination; for

comparison purposes these values have been normalized withrespect to the maximum average

value. As expected, smaller detection and energy harvesting thresholds result in lower transmit

power requirements because the constraints are easier to satisfy. An interesting observation

regarding Figs. 3 and 4 is that there is a flat region of almost constant required power for

different values ofλi andγi respectively. This illustrates that the effect of the varying constraint

is negligible below a certain threshold because of the powerrequired to compute the non-

varying threshold. For example, Fig. 3 indicates that the transmitted power needed to satisfy a

QoS threshold of20 dB, is enough to harvest at least−22 dBm of power.

Regarding the effect of parameterδ, Fig. 5 demonstrates that when the ratio of direct to

indirect channel variance increases the required transmission power decreases; this implies that

the SINR constraints play a more important role than the EH constraints. The reason is that by

increasingδ the SINR constraints can be satisfied easier, while the totalpower received at each

destination is small due to weak cross-interference. Finally, notice that the average transmitted

power increases for increasing number of usersK.
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Fig. 6. Average ratio between the total required power for the ZF beamforming scheme and the optimal scheme for varying

SINR and EH thresholds forK = 8 andδ = 5.

C. Interference Exploitation Benefit

An interesting implication that arises from problem (4), isthat there is a clear trade-off between

eliminating or allowing interference towards the satisfaction of the QoS and EH constraints. This

implication diverges from the traditional beamforming design philosophy of only eliminating

interference. To illustrate the benefit of exploiting interference in the context of RF-EH we

compare the performance between ZF and optimal beamformingschemes. On the one hand, the

ZF scheme cancels out interference between users minimizing the power required to satisfy the

SINR constraints, but on the other hand, ZF fails to exploit interference to satisfy the RF-EH

constraints; this must be accomplished solely from the associated transmitter.

Fig. 6 depicts the average ratio between the total required power when ZF beamforming is

used and when the optimal solution is employed (obtained viaSDR) for various values of the

SINR threshold and the RF-EH threshold whenK = 8. For each combination of values, 100

problem instances were generated and solved to compute average ratio values. As can be seen,

by exploiting interference we can significantly reduce the total transmitted power especially for

low SINR values (up to 45 times in the considered scenarios).The reason for this is that when

the SINR threshold is low, there is room to increase interference, which is beneficial for the

RF-EH constraint, without violating the SINR threshold. Onthe other hand, having to satisfy
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Fig. 7. Time needed to obtain ZF, MRT-ZF and optimal(SDP) beamforming weights for different problem sizes.

large SINR thresholds is difficult and requires almost full cancellation of the interference; hence,

the solutions obtained from the ZF beamformer are almost optimal. The benefits of interference

exploitation can also be seen with respect to the RF-EH constraints: when the RF-EH threshold

increases, the ZF/optimal power ratio increases because the optimal scheme manages interference

better.

D. Trade-off between beamforming schemes

Given the fact that the SDP beamforming scheme provides optimal solutions to all instances

considered, why should one consider a different beamforming scheme? One important issue

that needs to be taken into consideration before deciding which beamforming scheme to use is

related to the imposed time-constraints regarding the solution computation. In other words, how

much time is available to compute appropriate beamforming weights? To answer the question

one needs to consider the complexity of computing the solution for the different beamforming

schemes proposed. In this section we empirically investigate the computational complexity of

the ZF, MRT-ZF and optimal (SDP) schemes by observing their execution times for different

different problems.

It is well-known that the complexity of solving SDP problemsis significantly higher than that

of SOCP problems. Hence it is expected that the execution time for optimal beamforming will

be higher compared to MRT-ZF. On the other hand, for ZF beamforming we need to compute
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the pseudo-inverse of different matrices and also to find theclosed-form solution forPi andρi.

Figure 7(a), presents the average execution time (in logarithmic scale) of these beamforming

schemes for20 problem instances for a particular parameter combination and different values

of K3. The figure demonstrates that the average execution times ofZF and MRT-ZF are below

0.025s and0.08s for all K considered, while the SDP approach employed to yield the optimal

solution requires about190s forK = 24. Hence it is clear that asK increases the use of optimal

beamforming becomes prohibitive, especially forK ≥ 12. Regarding their relative execution

times depicted on Fig. 7(b), asK increases the relative execution time of MRT-ZF compared to

ZF decreases, while the execution time for optimal beamforming grows significantly relative to

the MRT-ZF time. Interestingly, forK = 24, the relative execution time of MRT-ZF compared to

ZF is only 3.3, while the relative execution time of optimal beamforming compared to MRT-ZF

is more that2500 times.

Based on these results, it is clear that although the SDP approach provides the best perfor-

mance in terms of optimality, MRT-ZF provides the best trade-off between optimality/feasibility

performance and execution time, especially asK grows large.

VII. CONCLUSION

This paper has dealt with the RF-EH power splitting technique for a MISO interference

channel with QoS and EH constraints. The minimum required energy has been formulated via

an optimization problem for constant or variable beamforming weights at the sources. Solution

algorithms have been investigated for three standard MISO beamforming designs, ZF, RZF and

MRT, for a hybrid beamforming scheme, MRT-ZF, combining theMRT and ZF beamformers, as

well as for variable weight beamforming that provides the optimal solution. For ZF, a closed-form

always feasible solution has been derived, while for MRT andRZF a convex SOCP program

has been obtained and solved to optimality. For MRT-ZF, an algorithm has been developed

which requires the solution of two SOCP problems; MRT-ZF significantly outperformed all

other fixed weight beamforming schemes. For the solution of the optimal beamforming problem

an approximate SDP formulation has been developed and it wastheoretically proved that it

3All problems were executed on a desktop computer with an Intel Core 2 Duo CPU at 3GHz(E8400) and 3GB of DDR2

RAM.

December 2, 2013 DRAFT



27

provides optimal results for two and three users; in practice the algorithm always exhibited

optimal performance. Finally, the computational complexity of the different schemes has been

examined indicating that SDP is prohibitive for medium scale systems (e.g. with 20 users),

while MRT-ZF provides the best trade-off between computational complexity and optimality. An

extension of this work is to apply the investigated schemes for scenarios with limited channel

feedback and imperfect CSI at the transmitters.

APPENDIX A

PROOF OFTHEOREM 2

In optimization problemZF , the ith set of constraints (16b)-(16d) are decoupled as the

variablesPi, ρi do not appear in other constraints; also, the variables in the objective function

are in separable form. Hence, problemZF can be decomposed intoK independent problems

SZF i, defined as:

SZF i : min
Pi,ρi

Pi

ρiGi,iPi

ρiσ2 + σ2
C

≥ γi, (24)

(1− ρi)(Gi,iPi + σ2) ≥ λi (25)

Pi ≥ 0 , 0 ≤ ρi ≤ 1.

The optimal solution ofZF is equal to the sum of the optimal solutions ofSZF i. Note that

in the considered problem,ρi ∈ (0, 1), otherwise the problem constraints are not satisfied for

γi, λi > 0.

Assuming that:

xi = Gi,iPi + σ2 ≥ σ2, αi = (γi + 1)σ2, βi = γiσ
2
C ,

constraints (24) and (25) can be written as:

ρi ≥ βi

xi − αi

< 1, (26)

ρi ≤ 1− λi

xi

> 0. (27)

This implies thatxi > αi + βi and xi > λi, otherwiseρi /∈ (0, 1); in other wordsxi must

be greater thanmax(λi, αi + βi). ProblemSZF i requires at least one of the constraints to be
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binding, otherwise the value ofPi can further be reduced. Hence, at least one of the following

two equalities must be true at the optimal solution.

ρi =
βi

xi − αi

, (28)

ρi = 1− λi

xi

. (29)

Let us assume that (28) is true. Substituting this equation into (27) and rearranging the terms

yields:

x2
i − (αi + βi + λi)xi + αiλi ≥ 0. (30)

Interestingly, we obtain (30) even if we follow the same procedure for the other binding

constraint. This implies that binding any of the two equations will yield the same solution.

Becausexi is a monotonically increasing function ofPi, the optimal solution to problemSZF i

is the smallest value ofxi which satisfies (30) andxi > max(λi, αi+βi). It can be easily verified

that the discriminant∆ of the quadratic expression in (30) is always positive, which implies that

there are two distinct real solutionsx1 and x2, and that the feasible region of (30) isx ≤ x1

andx ≥ x2, where:

x1 =
1

2

(

αi + βi + λi −
√

(αi + βi + λi)2 − 4αiλi

)

, (31)

x2 =
1

2

(

αi + βi + λi +
√

(αi + βi + λi)2 − 4αiλi

)

. (32)

It can be easily shown thatx1 < max(λi, αi + βi), because∆ > 0, and αi + βi + λi ≤
2max(λi, αi + βi). Next we show thatmax(λi, αi + βi) < x2.

If we assume thatλi ≥ αi + βi we need to show that:

αi + βi + λi +
√

(αi + βi + λi)2 − 4αiλi > 2λi ⇒

(αi + βi + λi)
2 − 4αiλi > (αi + βi − λi)

2 ⇒

4βiλi > 0,

where the latter inequality is true becauseβi, λi > 0. In a similar manner we can easily show that

max(λi, αi+βi) < x2 whenλi ≤ αi+βi. Hence, we have shown thatx1 < max(λi, αi+βi) < x2,

which implies that the optimal solution isx∗
i = x2. In addition, it can be derived thatρ∗i =

βi

x∗

i−αi
= 1 − λi

x∗

i
which implies that both constraints (26) and (27) are binding at the solution.

Having derivedx∗
i andρ∗i , the optimal power value isP ∗

i = 1
Gi,i

(x∗
i − σ2) which completes the

proof.
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