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Abstract

We discuss conditions for unique ergodicity of a collective random walk on a
continuous circle. Individual particles in this collective motion perform indepen-
dent (and different in general) random walks conditioned by the assumption that
the particles cannot overrun each other. Additionally to sufficient conditions for
the unique ergodicity we discover a new and unexpected way for its violation due
to excessively large local jumps. Necessary and sufficient conditions for the unique
ergodicity of the deterministic version of this system are obtained as well. Techni-
cally our approach is based on the interlacing property of the spin function which
describes states of pairs of particles in coupled processes under study.

1 Introduction

We consider a collective random walk of a configuration consisting of n particles on a unit
continuous circle. Each particle without interactions with others performs an independent
random walk and the interaction between particles consists in the prohibition for particles
to overrun each other. The i-th particle in the configuration at time ¢ € Z, is characterized
by the position of its center zf € S := [0, 1), the radius r; > 0 of the ball (representing
the particle), and the distribution of jumps P; (i.e. the particle makes a jump equal to a
random value ¢ distributed according to P;). In general our theory covers both positive
and negative jumps, but to simplify presentation we discuss in the Introduction only the
case of nonnegative jumps, i.e. P;([0,1]) = 1, leaving the general case to Section 4.

The collective random walk under consideration is a close relative to exclusion pro-
cesses introduced by Frank Spitzer [9] and studied in a number of publications. One of the
most prominent and detailed review of statistical properties of such processes considered
on a lattice and in continuous time can be found in [7] (see further references therein and
[1, 2, 6, 8] for more recent results).

We say that a particle configuration z* := {z%,... 2%} is admissible if the open balls
corresponding to the particles in the configuration do not intersect (see Fig. 1), i.e. it
satisfies the inequality:

.T: +7r; + Ti11 < .TE_H V1.

The set of all admissible configurations we denote by X. Here and in the sequel (if
the exception is not explicitly mentioned) arithmetic operations with metric elements
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(x;,v5, 15, etc.) are taken modulo 1, the comparison between them is performed according
to the clockwise order as elements of the unit circle, and the indices are taken modulo n,
: t ot ot — ot

ie. x,,, =2, 75 = 7,

t+1 t
Ty Tiy1

Figure 1: Exclusion process in continuum

Finally the local dynamics (see Fig. 1) of an individual particle is defined by the
relation

t

= min{a! +ulol, 2l — 1 — i}, (1.1)

T

where the random variable (velocity) v} is chosen according to the distribution P;, and
the collection of multiplicators u’ := {u}}; with u! € {0,1} represents the updating rule
(see below). The random variables {v!};, are assumed to be mutually independent.

The moment of time when the i-th particle is stopped by the i + 1-th particle (i.e.
ot +ulv! >zt | —r; — 1) will be referred as the moment of interaction between these
particles. Note that a homogeneous version of systems of this type (when r; and P; do
not depend on ) was introduced and studied in [4].

Depending on the updating rule u® discrete time processes under consideration may
be classified into two types: with parallel and sequential updating. In the former case
all particles are trying to move simultaneously which leads to an arbitrary number of
simultaneous interactions. In the later case at each moment of time only one particle is
chosen to jump according to a certain rule (e.g. by a random choice) and thus at most a
single interaction may take place. In terms of u' the parallel updating means that u} =
for all 7,¢. The sequential updating may be realized in a number of ways and we shall
consider the following two scenarios:

(a) random sequential updating: at time ¢ the only positive entry in u’ is chosen at random
according to a given distribution ¢ := {q1,...,¢,} with [[, ¢ > 0.

(b) deterministic sequential updating: we start by choosing a certain index i starting from
which the particles are updated clockwise one at a time until we reach 2. Then we repeat
the procedure, etc.

If the type of the sequential updating is not specified explicitly we mean that it is either
(a) or (b). Surprisingly conditions leading to the unique ergodicity in both these cases
coincide. The sequential updating in a sense is equivalent to continuous time collective
random walk in which a random alarm clock is attached to each particle and the particle
moves only when the clock rings.

The local dynamics (1.1) together with a specific updating rule define a finite dimen-
sional Markov chain in the phase space of admissible configurations. This local dynamics
uniquely defines the dynamics of gaps

A} = (xpy — rig1) — (2 +75)

between the particles. Naturally A" := {A!}, is admissible if AL > 0 and Y (Al+2r;) = 1.
In terms of gaps the local dynamics of particles may be rewritten as

t+1 .t bt At
S =, + min{wv;, A},

2

T
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while the actual dynamics of gaps is described by the relation

A= A= minfule!, A} + minful, 0!y, AL (12
This shows that the dynamics of gaps A? is a Markov chain as well.

Standard arguments about the compactness of the phase space and the continuity of
the corresponding Markov operators imply the existence of invariant measures of the pro-
cesses under study. Question about the uniqueness of the invariant measure is much more
delicate. Our main results (Theorems 1,2) give sufficient conditions for the uniqueness of
the invariant measure (i.e. for the unique ergodicity) in the true random setting when
the distributions P; are nontrivial. An unexpected counterexample in the case of paral-
lel updating related to excessively large local velocities is constructed in Proposition 1.
Despite very week assumptions made in these theorems they cannot be applied in the
pure deterministic setting when each distribution P; is supported by a single constant
local velocity v; > 0. Nevertheless we show that this deterministic process still might
be uniquely ergodic (albeit due to different reasons) and give necessary and sufficient
conditions for this (Theorem 3). Comparing to our earlier note [5], sufficient conditions
for the unique ergodicity are formulated in very different terms and became much weaker
especially in the general non totally asymmetric case. Technically the main improvement
is that instead of using the principle of “isolated interactions” the present approach is
based on the interlacing property of the spin function (see Section 4, Lemma 3), which
describes states of pairs of particles in statically coupled processes under study.

Let us discuss possible obstacles for the unique ergodicity in the simplest setting.
Assume for a moment that instead of a system on the continuous circle we deal with
a finite discrete time lattice system with L sites and periodic boundary conditions, i.e.
at vl € 17, r; = 1/(2L). Assume also that each particle jumps with probability p € (0, 1)
to its nearest right neighboring site if it is not occupied or stays put otherwise. In other
words we consider the simple discrete time totally asymmetric exclusion process with
parallel updates. This Markov chain has an important property that the probability to
reach one state from another in finite time is positive, which implies unique ergodicity
of this process. On the other hand, a simple modification of this process allowing longer
particle jumps, e.g. by 2 sites instead of one with even L, breaks down this property.
Nevertheless as we shall show in this case and in much more complicated case of the
continuous circle simple and not especially restrictive assumptions on the particle jumps
guarantee the ergodicity of the dynamics of gaps. In some situations (see below) conditions
for the unique ergodicity of the original system and of the dynamics of gaps coincide but
typically this is not the case.

The paper is organized as follows. In Section 2 we formulate our main results. Sec-
tion 3 is dedicated to technical constructions allowing the analysis of synchronization type
phenomena and proofs of the main results in the totally asymmetric case. An alternative
construction based on the dynamics of gaps only is discussed here as well. In Section 4
we deal with a more general situation when the local velocities are taking both signs (and
hence particles may move toward each other), discuss briefly the lattice version of the
collective random walk and a more strict version of the particles conflicts resolution. The
last Section is dedicated to the analysis how unique ergodicity may take place in the pure
deterministic collective walk.

The author is grateful to the referees for a number of helpful suggestions for improve-
ment in the article.



2 Main results
We start with the totally asymmetric setting, i.e. v! > 0 for all i, .

Theorem 1 (Ergodicity) Let the distributions of jumps vl satisfy the following non-
degeneracy condition
P(v; >v}) >0 Vi#j, Vt. (2.1)

Then the Markov process A' := {Al} with the sequential updating is uniquely ergodic,
namely for each admissible initial A° the distributions of the random variables Al con-
verges as t — oo in Cesaro means to a limit which does not depend on A°. In the case of
the parallel updating the same claim holds if additionally

P <e)>0 Ve>0, Vit (2.2)

The non-degeneracy condition (2.1) is a rather distant generalization of the simplest
law P; := (1—p)do+pds, when a particle makes a jump of length o > 0 with the probability
p > 0 or stays put otherwise. The condition (2.2) implies that in the parallel updating
scenario not all particles interact all the time. See also the discussion of the necessity of
this condition after the proof of Theorem 1 in Section 3. The following result shows that
the presence of non-interacting particles is “almost” necessary for the unique ergodicity
under parallel updating.

Proposition 1 Let there exist a collection of positive values v° := {v)} such that
Var(v®) := 3 [v) — v ;| > 0 and

o) >1-2) (2.3)

Then the Markov process At with parallel updating and P(vt > v?) = 1 for all i,t has
infinitely many ergodic invariant measures.

Remark 2 Using the static coupling construction developed in Section 3 one can show
that each two z'-invariant measures coincide up to a spatial shift, which together with
the results of Theorem 1 implies the unique ergodicity of the original process under fac-
torization upon spatial shifts.

Now we formulate sufficient conditions of the unique ergodicity in the general non
totally asymmetric case when the local velocities may take both positive and negative
values.

Theorem 2 Let the distributions of jumps vl satisfy one of the following non-degeneracy
conditions

P(v

P> ) >0 Vi, vt (2.4)
P(v!

vf <wj) >0 Vi#j, vt (2.5)
Then the Markov process At := {Al} with sequential updating is uniquely ergodic. The

same claim holds true in the case of parallel updating if additionally at least for one index
1 we have

P(vjvl,, < 0) > 0. (2.6)



Observe that if the condition (2.6) is violated we are back to the totally asymmetric
case.

Very weak sufficient conditions of the unique ergodicity formulated in Theorems 1,2
always include a version of a non-degeneracy assumption which gives an impression that
in the deterministic setting (when the jump distributions P; are concentrated at a single
point) the unique ergodicity is excluded. The following result addresses this question
and shows that the corresponding deterministic dynamical system may posses a single
nontrivial invariant measure.

Theorem 3 Let P(vl = v;)) = 1 for some constant positive local velocities v = {v; }1,
and ul = 1. Denote vy, := ming{v;} and a:=1—2 Z?:l Ti — NUmin- 1Lhen the dynamical
system defined by the relation (1.1) is uniquely ergodic if and only if

(@) Vmin s achieved at a single index iy,

and one of the following assumptions holds true:

(b) & >0 and vy, s irrational,

(c) a <0 and o + vy, is irrational.

The proofs of Theorems 1,2 use a technical result which (especially due to its deter-
ministic nature) is of interest by itself. Assume that the local particle velocities v} are
given for all 7,t. We say that the particle process satisfies the chain-interacting property
if for any initial configuration z° subsequent particles will interact in finite time (see a
more detailed version of this assumption in Section 3) .

Theorem 4 (Synchronization) Let the chain-interacting property hold. Then
(a) in the case of sequential updating for any initial admissible configurations z°, 1% the
processes xt, &t are getting synchronized with time, namely

> o|al— A =X,
(b) in the case of parallel updating the same claim holds if additionally for infinitely many

moments of time t there exists j = j(t) such that either vi <0 < v}, or v} =0,
The chain-interacting property holds in the case of sequential updating if

1
. t - o )
inf{vj} > —(1 QZTZ) >0, (2.7)
while 1n the case of parallel updating it is enough to assume that
to+7;
Vig >0, Vie{l,...,n} In<oo: D (vf—vi)>1. (2.8)
t=to

3 Synchronization phenomenon and proofs in the to-
tally asymmetric setting

Define a static coupling between the processes z!, &' satisfying the relation (1.1) as a pair-
process (z, )" in which all random choices related to particles with equal indices coincide,
ie. vl = ¢! for all 4,¢. In the statically coupled processes we say that the i-th pair of
particles interacts with the (i 4+ 1)-th one if at least one of the i-th particles in these
processes is doing so.



3.1 Construction in terms of particle’s positions

Consider a “lifting” of the process z' acting on the circle S to the real line R defined by
the relation

0 ift=0,i=1
R(z,t,i) == ¢ Y] AY ift=0,i>1 (3.1)
R(x,t — 1,i) + min{u!""0/™1 AT} if £ > 0.

Rewriting the definition of a gap in terms of the lifting map we have

Al =

)

R(z,t,i+ 1) — R(x,t,i) ifl1<i<n
R(z,t,1)+1— R(z,t,n) ifi=n ’

and the total distance covered by the ¢-th particle during the time from 0 to ¢ is equal to
R(z,t,i) — R(x,0,7).

Let the processes z!, 4! be statically coupled. For each ¢ we associate to the i-th

particle a new random variable

st = R(z,t,i) — R(£,t,4),
to which we refer as a spin. It is useful to think about the pair of points R(x,t,7), R(,t,1)
as a dumbbell whose disks centers lye on two parallel straight lines. Then the spin s!
describes the state of this dumbbell.

As we shall see, after the interaction between the i-th and ¢ + 1-th particles in one
of the processes z! and #' (or in both of them) the corresponding spins become closer to
each other in comparison to the situation just before the interaction (see Fig. 2,3). On the
other hand, this might lead to the increase of the distinction with the spins of neighboring
(i —1)-th and (i+ 1)-th particles, i.e. either |s!_; —s!| or |s}— s, | may grow with time ¢.
Nevertheless in the worst case the amount to which one of the distinctions was enlarged
cannot be greater than the amount to which another distinction became smaller. The
idea of our approach is to show the under dynamics the variation of the collection of spins
st, defined as

n
Var(s') := Z st — s,
i=1

is a non-increasing function of the variable ¢ and converges to zero monotonically with
time.

Lemma 3 (Interlacing) Let at time t one (or both) of the i-th particles in the processes
xt, & interact with the (i + 1)-th one. Then the interlacing property
< sl sl } (32)

i

min{st, st} < s

takes place. Additionally, if st # s, then

- 5§+1| > |3§+1 - 5§+1|- (3.3)

|5}

Proof. Consider the interaction at time ¢ of the i-th pair of particles with the (i + 1)-th
pair and assume that

Al < ot <AL, (3.4)



t t t t+1 t+1  t+1
Ti—1 Ty Tiyq Liq €Ly i+1
\
.t .t .t st+1 t+1
Ti—1 4 Tit1 Liq €Ly i+1

Figure 2: Isolated interaction of the i-th pair with the (i 4+ 1)-th one. Here we use z!
instead of R(z,t,1) to simplify the presentation.

This situation is depicted in Fig. 2. By definition of the spin, (3.4) implies that s’ > s! ;.
We have st = R(x,t,i) — R(&,t,i) and

R(x,t,yi4+1) —r; —rig < R(x,t,i) +0f if1<i<n

R(x,t,1)+1—r, —r < R(z,t,n) +v. ifi=n
R(&,t+1,i) = R(4,t,i) + v < R(&,t,i+1) — 1y — 11

R(x,t+1,1) :{

Therefore
min{sf, i, } = siyy < 5770 < sp = max{s}, si; ),
which additionally implies (3.3).
The situation Af > ! > Al is considered similarly exchanging the roles played by the
processes ! and £!. It remains to study the case

vf > max{A!, Al}.

This inequality means that after the interaction s‘*' = s!, which implies (3.2), and if

) 7

additionally s! # st | we get (3.3) as well. O

Lemma 4 The variation of the spin function Var(s®) does not increase under dynamics.

o st

3

o sit!

Figure 3: Change of the spin function under dynamics. s!/s:*! are marked by open/closed
circles.

Proof. We say that [j, k] := {j,j +1,...,k} is the interval of positive monotonicity of

the collection s := {s;} considered as a function of the variable 7 if s; < s, < ... < sy,
and the interval of negative monotonicity if s; > sj 11 > ... > sy.
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By the property (3.2) for each locally maximal interval of positive monotonicity [i, j]
of the function s'*! we have

min{s}, 57, } < si"' < T <max{s}, s} }. (3.5)
Similarly for each locally maximal interval of negave monotonicity [i, j]

max{s}, s} > s/t > 3?1 > min{s, 55, }- (3.6)
Consider two consecutive locally maximal intervals of positive monotonicity [i}, 7,"]
and [i}7, 1, j;"1] of the function s'*'. Then by (3.5)

ind max{s’, } <indmin{s’, s 1}, (3.7)
Jk Tppr 1

¢
st

];"’1 Zk++1
where

i if S; Z Sj
7 otherwise

i if S; S Sj
7 otherwise

ind max{s;, s;} := { , indmin{s;, s;} := {

The main difficulty in the analysis of the change of variation of the spin function is
that the intervals of monotonicity of the functions s’ and s**! need not coincide and even
may be very different from each other (see, e.g. Fig 3). Additionally some individual
slopes of the function s'™' might be much larger than the corresponding slopes of the
function s’.

Let [i), 7] and [iy,j, ] be locally maximal intervals of positive and negative mono-
tonicity of the function s respectively, and let [ix, jx] be any collection of non-intersecting
intervals. (We say that integer intervals do not intersect if they have at most one common
point.) Then by the triangle inequality

Var(s) = ) <<_8ik+ +sg) + (sip — Sa‘;))

k

=2) (=5 +5;0) =2 (=54 +55,). (3.8)

k

Therefore, combining (3.5) and (3.1) and using (3.7) we obtain
Var(s't1) =2 ;(—sgl + sz,kil)

<2 Z (— min{sfgﬂ, sgz} + max{s?lj, 5§:+1}>
k
< Var(s'),

which gives the desired inequality. O

Since the result of Lemma 4 seems to have an independent interest giving a comparison
between the variation of two interlacing collections of points s and s+, we describe also
a sketch of an alternative proof of this result based on the induction on the number of
points n. The base of induction — the case n = 2 is trivial. Indeed, assume for definiteness
that s} < sb. Then

st < st < s st < shtt < st



Therefore Var(st) = 2|st — s| > 2[si™ — sttt | = Var(s™!).

It remains to show that the case of general n > 2 can be reduced to the case of a
smaller number of points. There are two possibilities: there exists at least one interval
of monotonicity J of the function s'™' of length greater than 1, or all locally maximal
intervals of monotonicity of the function s'™! are short of length 1. In the first case
we may remove one of the particles in the middle of the interval J. This will preserve
the interlacing conditions (3.2), but not change the variation of s**! without the removed
point, while the variation of s! may only decrease. Thus we get the reduction to the smaller
number of particles. In the second case we have only short intervals of monotonicity of
the function s*! and the types (increasing or decreasing) of corresponding intervals of s*
are either opposite, or between two opposite type pairs of intervals there is a single pair
of intervals with the same types of monotonicity. This situation is depicted in Fig. 4. The
analysis of the case of short monotonicity intervals is straightforward if one recalls the
inequality (3.7).

Figure 4: Oscillation of the spin functions. s!/s!™ are marked by open/closed circles.

Now a nontrivial point is to show that under assumptions made above the variation
Var(s") vanishes with time a.s. To this end one needs to have some additional control
over particle’s interactions.

We say that the particles with indices ¢ < j are clockwise chain-interacting if for any
initial configuration z° a.s. there exists a sequence of (random) moments of interaction
ti <tiy1 <...<tj_; < oo between the corresponding particles. In other words, for each
ke{0,1,...,5 —i— 1} at time t;,4

Wit > Al (39)
Similarly one defines the anti clockwise chain-interaction when ¢ > j. If for any pair of
indices 7, j the (anti) clockwise chain-interacting property holds we say that the process
satisfies the chain-interacting property.

Lemma 5 Let z', %' be statically coupled copies of the same particle process with se-
quential updating satisfying the chain-interaction property and let Var(s®) > 0. Then
Ir = 7(2°,4%) < oo : Var(s™) < Var(s").

Proof. By Lemma 3
Var(s't!) < Var(s') Vt >0

and we need to show only that for some ¢ this inequality becomes strict. Assume from
the contrary, that this is not the case, i.e.

Var(s't!) = Var(s') ¥t > 0. (3.10)

9



By the definition of the sequential updating at the moments of time t; the particle’s
interactions are isolated in the sense that the particles neighboring to the interacting ones
make no interactions with other particles.

Let us show that if there exists an index ¢ such that

(si1 = si)(si — sip1) <0, ;™ # s, (3.11)

then the variation strictly decreases at time ¢ (i.e. Var(s"™!) < Var(s')) . The condition
(3.11) means that s! as a function on ¢ is non-monotone at 7 and changes its value at this
index at time ¢. This situation is depicted in Fig. 5.

Figure 5: Change of the i-th spin during the isolated interaction.

By the interlacing property (3.2) if
min{s;_y, sy, } < s; < max{sj_,,si}

then Var(s*™) = Var(s"), while the violation of this inequality leads by (3.3) to Var(s**1) <
Var(s'). Therefore if the index i is the position of a local extremum of the function s,
then the variation becomes strictly smaller (see Fig. 5).

Now by the chain-interacting property the interaction occurs eventually between all
neighboring particles and thus the preservation of the variation implies that the spin
function considered as a function on the index variable is monotone (otherwise by the
argument above the equality (3.10) cannot hold). Finally the observation that the spin
function is spatially periodic (is defined on a circle) shows that this function cannot be
monotone, unless its variation vanishes (i.e. all spins are equal to each other). We came
to a contradiction. O

Corollary 6 Let zt, 1! be statically coupled copies of the same particle process with se-
t—o0

quential updating satisfying the chain-interaction property. Then Var(s') — 0.

Indeed, the monotonicity on ¢ (by Lemma 4) of the nonnegative function Var(s')
implies its convergence to a limit, which in turn (by Lemma 5) cannot differ from zero.

Lemma 7 Var(s') =5 0 implies Y7 | Al — Al 2% 0,
Proof. By the definition of the spin function
A - A=, -,

which implies the claim. O

10



Lemma 8 Let the updating be sequential and let the jump distributions satisfy the non-
degeneracy condition (2.1). Then a.s. in the process x* each pair of particles is either
clockwise or anti clockwise chain-interacting.

Proof. The condition (2.1) implies that a.s. each particle interacts with one (or both)
of its neighbors in finite time. Therefore since the total number of particles is finite it
follows that a.s. after a finite time each particle will chain-interact with each other. O

Proof of Theorem 1. We start by checking the sequential updating case. By Lemma 8
the chain-interaction property is satisfied. Therefore by Corollary 6 the functional Var(s®)
vanishes with time. Thus the coupling time is finite and hence (see e.g. [3] for a suitable
version of the corresponding statement) we get the desired claim.

In the parallel updating case the situation is somewhat more complicated. By Lemma 4
the variation of the spin function cannot increase under dynamics and we only need to
demonstrate that it strictly decreases with positive probability. To this end we make
use of the condition (2.2), according to which with positive probability not all pairs of
particles interact simultaneously.

Assume that at time ¢ the i-th pair of particles in the statically coupled processes
x', #' does not interact with the (i+ 1)-th pair. Then we can rewrite the parallel updating
as n deterministic sequential ones with the given local velocities defined in the parallel
updating starting from the index ¢ + 1.

Remark that in the absence of non-interacting particles the reduction to the sequential
updating cannot be done since otherwise the position of the (i + 1)-th particle will be
different at the moment of the sequential updating of the i-th particle, which will change
its position at time ¢ 4+ 1. This is the crucial observation in the proof of Proposition 1
below.

Once we made the reduction to the sequential updating, the results proven in that
case imply that the variation of the spin function vanishes with time and hence we get the
unique ergodicity of the corresponding gap process for the parallel updating as well. O

It is worth noting that in order to guarantee that not all particles interact simultane-
ously all the time it is enough to make an assumption

P(va<1—22ri> > 0, (3.12)

which is much weaker than (2.2). Unfortunately to make the simultaneous reduction of
both coupled processes from parallel to sequential updating we need to find not only a
single non-interacting particle but a non-interacting dumbbell — a pair of particles which
do not interact with their right neighbors. Let us show that under the condition (3.12) this
might not work. Choose a sequence 0 < ag < a; <...<1/2andletn =2, =7, =0.
Consider initial configurations of gaps AY := ag, A := 1 —ag, A := 1 — ag, A := ay. To
simplify the argument we consider only the deterministic setting, choosing the following
deterministic sequence of local velocities {v, vt} = {as, a;}. Then under dynamics the
gaps in the process z! are equal to {as, 1 — a;}, while for the process £’ they are equal to
{1 — a4, a;}. Thus the assumption (3.12) holds true for any moment of time, only one of
the particles in each process does not interact with its right neighbor, but in both 1st and
2nd pairs (dumbbells) one of the particles makes the interaction with its right neighbor.

11



Proof of Proposition 1. Set a := £ (3, v —1+ 2%, 7;) and choose some 0 < b < a.
The value a is positive by (2.3). Consider a configuration of n gaps A := {max{v) —a/2+
b,0}}. To construct an admissible configuration A we normalize A as follows:

A {Ai (1 —2~zjrj)}.
ZjAJ

By the choice of the parameters a,b for each i we have v) > A;.

Therefore the application of the dynamics (1.2) to A is equivalent to the cyclic right
shift: A; — A;yq forall 1 <4 < n and A, — A;. Thus the configuration A gives rise
to an ergodic invariant measure (uniformly distributed on a finite set of points) of the
process under consideration. Noting that choosing different values of the 2nd parameter
b we are getting different invariant measures we get the claim. O

Proof of Theorem 4 in the case of non negative local velocities. In the sequential
updating case the claim about unique ergodicity follows from Corollary 6, while in the
parallel updating case we need additionally the condition that for infinitely many moments
of time some particles remain put to use it instead of the similar probabilistic assumption
(2.2).

Therefore we need only to check sufficient conditions for the chain-interacting prop-
erty. In the sequential updating case condition (2.7) implies that during at most
(1 —2>,r;)/min{v!} < n iterations each particle will interact with its nearest right
neighbor, which implies the property under question. In the parallel updating case the
condition (2.8) plays the same role but does not give explicit estimate of the interaction
time. 0

3.2 Construction in terms of the gap process

During the discussion of an earlier version of this work a question whether it is possible
to prove the unique ergodicity using the dynamics of gaps only was posed. Here we give a
positive answer to this question. Note that despite a certain simplification of arguments
here we are loosing important information about the original particle process and its
geometric interpretation. Therefore we prefer to discuss both approaches rather than to
choose only one of them.

Recall that the dynamics of gaps is defined by the relation (1.2). Similarly to the
particle processes we say that two processes of gaps (with the same number of elements)
A' and At are statically coupled if v = ¢! for all 4,t. Define a functional

V(AL A Z'N Al

Lemma 9 For a pair of statically coupled processes of gaps A' and At with sequential
updating we have

V(AR AT < V(AL AY vt (3.13)

Proof. In terms of gaps the interaction between the i-th and (i + 1)-th pair of particles
at time ¢ in the processes !, 7' takes place if and only if

vf > min{Af, Al}. (3.14)

12



There are 3 possibilities

Al > ot > Al (3.15)
Al >t > Al (3.16)
v! > max{A!, Al}. (3.17)

We start with the case (3.15). Then

AT = AL+ AL A=,

At+l At t At+l At t
A = AL v, AT =A -
Thus

AT = A AT = A = AL + A = ALy — o] + Al - of
= (AL = ALy + (A = o) + Af = of
<ALy = AL +of = AT+ AL =]
= ‘Aifl - A22‘571| - Ai + Af
<AL, — Al |+ 1A - Al
Here the inequality in the 3nd line follows from the triangle inequality. Note that this
inequality becomes equality if and only if AL | < Al | . Together with the assumption
(3.15) this implies that two consecutive gaps in the process A’ is less or equal to the

corresponding gaps in the process At
Similarly in the case (3.16) we get

AT = AR+ AT = AT <AL, - AL+ 1A] - A

and the inequality takes place if and only if two consecutive gaps in the process A’ is
larger or equal to the corresponding gaps in the process Af.
In the remaining case (3.17) the calculation is even simpler:

A=A +A,L AT =0,

At+l At At Rt+1
A=A +4;, A7 =0

Therefore

A — A+ A — A = (AL + A — (AL, + AD|+0
<AL, — Al | +]AL - Al

Again the equality takes place if and only if two consecutive gaps in the process A are
both larger or both smaller than the corresponding gaps in the process At

Observe now that, by the assumption that the process has the sequential updating,
during the interaction of the i-th particle only the (i —1)-th and the i-th gaps may change.
Thus the claim (3.13) follows. O

Using this result instead of Lemma 3 and the functional V(A?, Af) instead of the
variation of the spin function one can follow arguments of the previous Section to prove
Theorem 1.
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4 Local velocities of both signs and other generaliza-
tions

4.1 General (non totally asymmetric) collective random walks

So far to simplify the setting we assumed that all particles move in the same direction, i.e.
the local velocities v} have the same (positive) sign. The presence of particles moving in
opposite directions leads to a significant modification of the violation of the admissibility
condition for local velocities. Now one needs to take into account not only the position
of the succeeding particle, but also its velocity, as well as the corresponding quantities
related to the preceding particle. In this more general case the i-th local velocity does
not break the admissibility condition if and only if

t t t t . t t t t
max{z; |,x; | +u; v; 1} +ri1 <min{x;, z; +uv;} — 1

t ot ¢t ot ¢ t ot
max{z;, x; + uv; } +1r; < mln{xiﬂ, T+ uiHle} — iyl

If for some i € {1,2,...,n} and j =i 4 1 the corresponding inequality is not satisfied we
say that there is a conflict between the i-th particle and the j-th one and one needs to
resolve it. In terms of gaps A! the inequalities above may be rewritten as follows:

A > max{uj], —uj Vi, wvp — v}, j o€ {i— 14} (4.1)

t
_— vi+1
4
Ti+1

t+1 t+1 t
i Tiy1 Lit1

Figure 6: Velocities of both signs

T

In distinction to the case of particles moving in the same direction the resolution of
the conflict between particles is not uniquely defined: to resolve a conflict between two
mutually conflicting particles moving simultaneously in opposite directions (see Fig. 6)
one needs to specify the positions of the particles after the conflict. This can be done in
a number of ways and we shall consider a natural resolution of the conflict allowing each
particle to move with the corresponding velocity as far as possible imitating a continuous
time motion. Namely in the case of the mutual conflict between the i-th and the (i+1)-th
particles, i.e. v! > 0 > v}, , the natural resolution of the conflict leads to

tt ¢t
1.t Ajv; +1 .t Ai—l—lvi-i-l
Ty E X Tigg =Tt -

The difference between the condition (2.1) in the formulation of Theorem 1 and the
conditions (2.4, 2.5) in Theorem 2 is that the latter are able to deal with particles jumping
in both directions. To show that this is indeed necessary, consider an example with n = 4
particles whose velocity distributions satisfy the relations

Pl((07 1]) = P2([_170>> = P3((07 1]) = P4([_170>> =L

14



In this example the particles will eventually meet in pairs (142 and 3+4), and the pairs
will stay put in two random places:

4
Aﬁ,AgH—O?O, while ZAfEl.

In the simplest case when the distributions of jumps P; do not depend on the index ¢
it is enough to assume that this common distribution is not supported by a single point.

Proof of Theorem 2. Observe that the constructions developed during the analysis of
the totally asymmetric setting remain valid in the general case as well. The only difference
is that additionally to the interaction of a given particle with its right nearest neighbor
one needs to take into account the interactions with the left nearest neighbor when the
particle’s local velocity becomes negative. Fortunately only one of these interactions may
take place at a given moment of time.

To apply the machinery developed in Section 3 we need to check that in the case of the
mutual conflict the interlacing property holds. All definitions made in Section 3 remain
valid except for the change in the last line of the definition of the lifting (3.1), where the
term min{u‘"'v!", A7} should be changed to the actual distance covered by the i-th
particle during its jump at time (¢t — 1).

Let the processes x!, 4! be statically coupled and the mutual conflict between at least
one of the i-th particles takes place. We restrict ourselves only to the situation Al < Af
(and hence s! > s!,,) since the the analysis of the alternative situation is completely
similar. There are two possibilities.

(a) Al < vf — v, <AL Then denoting ¢ :=

tot
i1

Aty
—7— < vf we get
Vi Vi1

R(z,t+1,i) = R(x,t,i) + ¢,  R(z,t+1,i+1) = R(z,t,i+1) — (A = {)
R(#,t+1,i) = R(Z,t,4) + v} R(z,t+1,i+1) = R(z,t,i+1)+v,,.

[

Therefore
tHl ot t t t ot
si 0 =8+ (0 —v;) < s; = max{sj, s;,,},

t+1 _ t t t t . : t t
Sit1 = Sip1 + (A — L+ wv) > si = min{s;, s}

since £ — v} < 0 and Al —¢+!,, <0.
The observation that A = 0 < A% implies s > stt1, which finishes the analysis
of this possibility.
(b) vf — v, , > max{A!, A!}. Denoting { := vﬁi

t
i oo < v; we get

R(x,t+1,i) = R(x,t,i) + ¢, R(z,t+1,i+1) = R(x,t,i+1) — (AL — 1),

Therefore

st =si+ (00 < s,
si = st — (AT =0 + (Al = )

t

, v
= s — (A =AY (1 - vt_i_lv? 1) > 5i4
) i+

15



s’ ’ t
since ¢ < ¢, Al < Al and Ut_v;t < 1. Eventually we obtain
i Vi1

st ot 1 1 t_ t ot
min{s;, 5i+1} <sip =8 <8 = max{s;, 51‘+1}-

Additionally a close look to the calculations above shows that if s} # st ; then

t+1 t+1

s — 3§+1| > |57 = sl

(2

which gives the analog of the inequality (3.3).

It remains to prove that under the assumptions of Theorem 2 the chain interacting
property holds true. Assume first that the process z' has sequential updating. Then each
of the non-degeneracy conditions obviously implies the chain-interacting property (in one
of the directions). Namely the condition (2.4) implies the clockwise chain interaction,
while the condition (2.5) implies the anti clockwise chain interaction. Therefore the claim
follows from the same arguments as in the proof of the totally asymmetric setting.

The situation with the parallel updating is slightly more subtle. The point is that
additionally to the absence of interactions between the nearest particles (used in Section 3)
we get an additional way to make the reduction from parallel to consecutive updating.
Indeed, if at time ¢ two consecutive particles have opposite local velocities then there is
at least another pair of consecutive particles satisfying this property. Moreover among
such pairs there is at least one, say j and j + 1 such that v§ <0< v;- 41+ Therefore these
two particles do not interact and hence in this situation one can make the reduction to
the sequential updating, which starts at the index 7 + 1 and goes up to the index j.

Using the above trick we make the reduction to the sequential updating if the event
described in the assumption (2.2) takes place. The remaining part follows the same
arguments as in the proof of Theorem 1. O

Proof of Theorem 4 in the case of local velocities taking both signs. Additionally
to the already proven part related to the local velocities of the same sign, we use the
condition that for infinitely many moments of time ¢ there exists j = j(¢) such that
v§ <0< v§ 41 in order to make the reduction from the parallel updating to the sequential
one at these moments of time. After this reduction one applies the same arguments as in
the probabilistic setting. O

4.2 Strict exclusion

In all our previous constructions we have considered only those rules resolving particle
conflicts allowing the particles to move as far as possible according to their local velocities.
On the other hand, as we already mentioned the collective random walk under consider-
ation is a generalization of the simple exclusion process, where a particle moves to the
neighboring site only if the latter is not occupied by another particle. From this point of
view it seems to be natural to consider a similar conflict resolution rule. Namely we say
that the particle process ! satisfies the strict exclusion rule if in the case of a conflict the
corresponding particle stays put, i.e.
if v >A! or —o!>A! | then z!*' =2l

It turns out that this “natural” conflict resolution rule typically leads to a non-ergodic
behavior.
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Proposition 10 Let P;([—¢,¢]) = 0 for some ¢ > 0 and all i. Then for n large enough
the process Al is non-ergodic.

Proof. Let n > 1/e. Consider a configuration x := {x;}!; such that max; A; < e.
Then under the assumptions of the Theorem, due to the strict exclusion interaction rule,
all particles in the configuration x stay put under dynamics. Hence the Dirac measure 4,
supported by the configuration x is invariant under dynamics as well as the Dirac measure
supported by the sequence of the corresponding gaps A;. Passing from the configuration x
to close enough configuration & such that A; < ¢ we are getting infinitely many different
fixed points of the process z' having different configurations of gaps. This proves the
non-ergodicity of the process A°. O

In distinction to the non-strict exclusion case here it is much more difficult to give suf-
ficient conditions of the unique ergodicity. At present we only can formulate the following
hypothesis.

Hypothesis. Let the assumptions (2.1, 2.2) hold true. Then the process of gaps A with
either sequential or parallel updating is uniquely ergodic.

4.3 Lattice exclusion process

Observe that ergodic type results for lattice versions of the problems under consideration
being nontrivial as well may be derived from the present results.

In the lattice setting all elements of a configuration = belong to a finite set
{0,1/n,2/n,...,(n —1)/n} for some n € Z, which defines the number of lattice sites.
The radius of a ball representing a particle satisfies the condition nr; € {0,k + 1/2} with
k € Z.,, and the jump distribution is supported by the lattice points PZ-(U?:_O1 {j/n}) =1.

Despite an apparent significant difference between the behavior of the lattice processes
in the cases when r; = 0 and r; > 0 (in the former case an arbitrary number of particles
may share the same lattice site, while in the latter case at most one particle is allowed
per lattice site) the ergodicity conditions turn out to be the same.

5 Unique ergodicity in the deterministic setting

Now we address the question of unique ergodicity of the collective walk in the deterministic
setting. This means that the jump distributions are supported by single points: P(v! =
v;) = 1 for some constant local velocities v := {v;}I ;.

We start the analysis from the case when the local velocities v; take both positive and
negative values and consider the partition of the set if indices into groups of consecutive
indices of three types corresponding to negative, positive and zero velocities, e.g. the
configuration of signs + 4+ 000 — — + —— has 5 groups of all 3 types. Since there are

oppositely signed velocities the number of groups is greater than one.

Theorem 5 The process of gaps A' (with either sequential or parallel updating) is
uniquely ergodic if and only if the number of different groups is at most three, and the only
group of zero velocity particles (if it exists) consists of a single element which is located
after the group of positive and before negative particles (i.e. ++ 4+ 0 — —).
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Proof. If the conditions of Theorem are satisfied each initial configuration of gaps
converges in finite time to the configuration having a single positive gap of length (1 —
2>, A;), which proves the unique ergodicity. The presence of two zero velocities or more
than two groups of signed velocities obviously contradicts to the unique ergodicity. The

observation that the wrong location of the unique zero velocity particle (i.e. ++ — —0)
leads to the presence of the invariant measure supported by two points and sensitively
depending on the position of this particle finishes the proof. O

Now we are ready to address a more interesting situation of local velocities of the same
(say positive) sign. If the updating is sequential, Theorem 4 gives a sufficient condition
of the unique ergodicity

1
min -— 1 i > 1-2 i)
v miln{v} n( ZT)

This condition is probably non optimal and one is tempted to weaken it to

ui>1-2) (5.1)

7

Unfortunately a simple example with two zero velocities v; = vo =0, v3 = vy = ... =
v, = 1, which definitely satisfies (5.1), leads to infinitely many invariant measures of the
gap process.

In the case of the parallel updating we able to get both necessary and sufficient con-
ditions for the unique ergodicity, formulated in Theorem 3.

Proof of Theorem 3. Assume that the assumption (a) holds true. Since the system
is translationally invariant without any loss of generality we may assume that the only
minimum is achieved at the index i,,;, = n. The key point to our argument is that for any
initial admissible particles configuration z° there exists a finite time ¢, = t,(z% v, {r;})
such that for each ¢ > ¢, the particle configuration z' satisfy the property:

Ay=Ay=.. A, =8 ALZ25 (52)

for a certain 0 < 8 < v,. If 8 < v,, then Al = g.
Indeed, if this is the case, starting from the time ¢,, our dynamical system is a direct
product of n identical irrational rotation maps

=2t + 8 mod(1).

This direct product system possesses a number of invariant measures, but the property
(5.2) defines a unique invariant measure uniformly distributed on the segment given in
the coordinates (z1,...,x,) by the relations

r1=x,—(n—1)p, o=, —(n—2)5,...,0,_1 =z, — 5,

provided the number f is irrational.
Let us prove that the property (5.2) holds true. Observe that after at most

th1 = <1 -2 Zn> /(U1 — vy)
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iterations the (n — 1)-th particle will catch with the n-th one and thus for each ¢t > ¢,
the corresponding gap A! | is exactly equal to the length of jump that the n-th particle
will perform at time ¢, in particular A!_; < v,.

Similarly
Vit Z tn_g = tn—l + <]_ —2 ZT‘Z> /('Un—Z — Un)
=1

the gap Af _, will match the length of jump that the n-th particle, etc. Eventually after

at most
1—227» T S —
’ Up—1 — Un Up—2 — Up U1 — Up

iterations all particles will start moving synchronously.
If the assumption (b) holds true, then for for all ¢ > ¢;

At>1—22rZ (n—1v, =a+uv,

and hence the n-th particle will stop interacting with others and will perform the pure
rotation through the irrational angle v,, which guarantees the unique ergodicity. Note
that the rationality of the rotation leads to the presence of infinitely many invariant
measures.

If (c) holds true then Af = a + v, < v, for all ¢t > ¢; and due to the interactions
with other particles the n-th one will perform the pure rotation through another irrational
angle a + v,,.

It remains to check that the violation of the assumption (a) implies the absence of
unique ergodicity. If the minimum is achieved at several indices then each of the slowest
particles will generate a “train” of faster particles following it in the same manner as it
has been shown for the case of the single minimum. If

1-2 Z 75 > NUpin (5.3)

then using the same argument as in the case of the single minimum one finds a partition of
particles into groups following one of the slowest particles. In each group the particles are
moving at the same speed as the leading one. By (5.3) each group may be slightly shifted
not perturbing its motion and the motion of the other particles. Therefore the system
possesses an infinite number of invariant measures, corresponding to the trajectories of
the perturbed configurations.

If the inequality (5.3) is violated, then there are infinitely many different particle
configurations 2° such that A° < v, and this property holds for any ¢+ > 0. Thus
under dynamics we get A" := Al | for all 4,¢. Therefore the obtained configuration is
a periodic point of the process Af, which again implies the presence of a infinite number
of invariant measures. a

Note that the “most natural” case of identical particles and equal constant local ve-
locities, i.e. when r; =...=r,, v1 = ... = v,, does not satisfy the conditions of unique
ergodicity.
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