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Abstract—We first conceive a novel transmission proto-
col for a multi-relay multiple-input—multiple-output ort hogo-
nal frequency-division multiple-access (MIMO-OFDMA) celular
network based on joint transmit and receive beamforming. We
then address the associated network-wide spectral efficiep (SE)
and energy spectral efficiency (ESE) optimization problems
More specifically, the network’'s MIMO channels are mathemat
ically decomposed into several effective multiple-inputsingle-
output (MISO) channels, which are essentially spatially miti-
plexed for transmission. Hence, these effective MISO chamfs
are referred to as spatial multiplexing components (SMCs)For
the sake of improving the SE/ESE performance attained, the
SMCs are grouped using a pair of proposed grouping algorithrs.
The first is optimal in the sense that it exhaustively evaluas
all the possible combinations of SMCs satisfying both the sai-
orthogonality criterion and other relevant system constrants,
whereas the second is a lower-complexity alternative. Coe-
sponding to each of the two grouping algorithms, the pair
of SE and ESE maximization problems are formulated, thus
the optimal SMC groups and optimal power control variables
can be obtained for each subcarrier block. These optimizatin
problems are proven to be concave, and the dual decompositio
approach is employed for obtaining their solutions. Relyimgy
on these optimization solutions, the impact of various sysm
parameters on both the attainable SE and ESE is characterizk
In particular, we demonstrate that under certain conditions
the lower-complexity SMC grouping algorithm achieves 90%
of the SE/ESE attained by the exhaustive-search based optah
grouping algorithm, while imposing as little as3.5% of the latter
scheme’s computational complexity.

Index Terms—green communications, spatial multiplexing,
beamforming, multi-relay, MIMO-OFDMA, fractional progra m-
ming, dual decomposition, cross-layer design.

I. INTRODUCTION

need to reduce the system’s carbon footpfint [3] as inangasi
the number of radio frequency (RF) chains and subcarriers
will incur additional energy costdn light of these discus-
sions, the goal of this paper is to formally optimize the
spectral efficiency (SE) or energy spectral efficiency (ESE)
the downlink (DL) in a multi-relay MIMO-OFDMA cellular
system by intelligently allocating the available power and
frequency resources and employing joint transmit and rexei
beamforming (BF).
It is widely acknowledged that under the idealized simplify

ing condition of having perfect channel state informatiGs()
at the transmitter, the DL or broadcast channel (BC) capac-
ity [4], [6] may be approached with the aid of dirty paper
coding (DPC) [[6]. However, the practical implementation of
DPC is hampered by its excessive algorithmic complexity
upon increasing the number of users. On the other hand,
BF is an attractive suboptimal strategy for allowing muéip
users to share the BC while resulting in reduced multi-user
interference (MUI). A low-complexity transmit-BF techie
is the zero-forcing based BF (ZFBF), which can asymptdtical
achieve the BC capacity as the number of users tends to infin-
ity [I7]. Furthermore, ZFBF may be readily applied to a system
with multiple-antenna receivers through the use of theidarg
value decomposition (SVD). As a result, the associated MIMO
channels may be mathematically decomposed into several
effectivemultiple-input—single-output (MISO) channels, which
are termed spatial multiplexing components (SNids) this
work. Furthermore, i8], these SMCs are specifically gemlip
so that the optimal grouping as well as the optimal allocatio
of the power may be found on each subcarrier block using

onvex optimization. In contrast to the channel-diagaagion

ECENT wireless mobile broadband standards optional ethods of []4[11], the ZFBF approach does not enforce

employ relay nodes (RNs) and multiple-input—multipl

output orthogonal frequency-division multiple-accessNI®-

e_

any specific relationship between the total numbers of TAs
and RAs. Therefore, ZFBF is more suitable for practical

O.FDIMA) systems (], (2] for shupporting the ever'?,m\;vm%ystems, since the number of TAs at the BS is typically much
wireless capacity demands. These systems benefit fromog.e. 1han the total number of RAs of all the active user

capacity gain increasing roughly !mearly both W.Ith the nunlequipments (UEs). Compared to the random beamforming
ber of _avallable OFDMA_subcarne_rs_ (each having the S@Mfethods, such as that 6f [12], ZFBF is capable of completely
bandwidth) as well as with the minimum of the number 0zgtvoiding the interference, allowing us to formulate our (SHE

trz_insmit ar?te””?‘s (TAs) and receive antennz_is (RAS_)' |Tm\’ve\ﬂeiaximization (SEM/ESEM) problems as convex optimization
this capacity-oriented approach conflicts with the indregs
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problems. Due to its desirable performance versus contglexi
trade-off, in this paper we employ ZFBF in the context of
multi-relay aided MIMO-OFDMA systems, where the direct
link between the base station (BS) and the UE may be

INote that these effective MISO channels are different froma physical
MISO channels directly composing the physical MIMO chani@r brevity,
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for the purpose of spatial multiplexing. A more in-depthcdission regarding
the concept of SMCs will be provided in Sectipn] III.


http://arxiv.org/abs/1407.7790v1

exploited in conjunction with the relaying link for further
improving the system’s performance.

We formally define the ESE as a counterpart of the area
spectral efficiency (ASE)[[13], where the latter has the

units of [bits/sec/Hz/m|, while the former is measured in

[bits/sec/Hz/Joule The ESE metric has been justified, for
example, in [[I4]4[17]. However, these contributions did no
consider resource allocation in the context of a MIMO system
and only [17] incorporated relaying. On the other hand,

although there are numerous contributions on optimal mesou
allocation in MIMO systems, they typically only focused

on either the SEM (equivalently, the sum-rate maximization
or the power minimization[][8],[T18]5[21]. For example, the
authors of [8] applied BF to a DL cellular system and aimed

for minimizing the resultant total transmission power, lhi
simultaneously satisfying the per-user rate requireméris

authors of [[19] instead choose to minimize the per-antenna

transmission powers, while satisfying both the maximum per
antenna power constraints as well as the per-user signal-to

noise-plus-interference (SINR) requirements. Althoulgére

exists some literature studying the ESE of relay-aided MIMO

systems [[22], [[23], these contributions typically focugith

attention on a simple three-node network consisting of the

source, the destination and a single RN.

To summarize, there is a paucity of literature on the convex

optimization approach to the ESEM problem associated withe

both resource allocation and joint transmit/receive beamf
ing in the context of multi-user multi-relay MIMO-OFDMA
systems. Additionally, the Charnes-Cooper transfornnd@d]

is employed in this paper for solving the associated ESEM
problem, in contrast to the scalarization appro&ch [25} tha
requires the weighting of multiple objectives. On the other

hand, the Dinkelbach’s methdd 14, [17], [2€],[27] is aded

as it would require solving a series of parametric convex

problems, rather than the resultant single convex problem

of the Charnes-Cooper transformation. Although the latter

approach does impose an additional linear constraint on the

problem, in our experience, this only marginally increases

the complexity of the solution algorithm. The authors[of][28
employed the Charnes-Cooper variable transformationtfer t

ESEM of a simple point-to-point link. However, as far as we
are aware, the Charnes-Cooper transformation has rarely be

used in other contexts for solving the ESEM problem.

Let us now summarize the above discussions and provide a

concise list of the novel contributions of this paper:

o We consider a generalized multi-user multi-relay as-
sisted MIMO-OFDMA cellular system model for the
SEM/ESEM problems. To provide some justification,

this system model accounts for both the direct links
between the BS and the UEs, as well as the relaying
links employing the decode-and-forward (DF) relaying
protocol [29]. This system model is unlike that &f [7],
[8], which did not consider relaying, and it is also distinct
from that of [22], [23], which only consider a single
RN and a single UE. Additionally, we dispense with the
constraint that the number of antennas at the BS needs to
be greater or equal to the sum of the number of antennas
at the UEs, which was assumed |in [9]=[11]. Furthermore,
this system model is built upon our previous workl1[17]
as the network elements may now be equipped with an
arbitrary number of antennas for improving the system’s

SE or ESE performance.

A sophisticated novel transmission protocol is pro-
posed for improving the system’'s SE/ESE perfor-
mance. Since the multi-relay MIMO-OFDMA system
model considered has not been studied in the context
of the SEM/ESEM problems before, we develop a novel
transmission protocol that exploits spatial multiplexing
both transmission phases while allowing both the direct
and relaying links to be simultaneously active. Although
this protocol does not benefit from a higher spatial degree
of freedom than that of the conventional half-duplex relay
based cooperative system, we glean more flexibility in
choosing the best group of channels for each transmission
phase, which leads to additional selection diversity. As
a result, the achievable SE/ESE performance may be
improved. Again, this protocol is distinct from that pre-
sented in[[7],[[8], since relaying is not considered in those
works. Another benefit is that since spatial multiplexing
is employed in conjunction with OFDMA, multiple data
streams may be served usitite samesubcarrier block,
while the transmit ZFBF is employed for avoiding the
interference. Furthermore, the receive-BF matrices are
designed with the aim of generating a number of SMCs
that may be grouped for the purpose of increasing the
attainable spatial multiplexing gain.

Two SMC grouping algorithms are proposed. To
elaborate, we present a pair of novel algorithms for
grouping the SMCs transmissions. The possibility of
relayed transmissions means that we have to partition
each transmission period into two halves, one consisting
of BS-to-UE and BS-to-RN links, and the other consisting
of additional BS-to-UE as well as RN-to-UE links. As a
result, the SMC-pairs of the two-hop relaying links are
incomparable to the SMCs of the direct links in either the
first or the second transmission phases. This is because,
firstly the RNs are subject to their individual maximum
transmission power constraints, and secondly they em-
ploy the DF protocol, which means that the information
conveyed on the RN-to-UE link cannot be more than that
conveyed on the BS-to-RN link. These challenging issues
are resolved by the proposed grouping algorithms. The
first grouping algorithm is optimal in the sense that it is
based on exhaustive search over all the SMC groupings
that satisfy the semi-orthogonality criterion, while the
second algorithm constitutes a lower-complexity alterna-
tive. This complexity-reduction is achieved by a multi-
stage SMC group construction process. In each stage, we
firstly compute the orthogonal components with respect
to the vectors contained in the tentative SMC group to
be constructed using all the residual legitimate SMC
vectors, and then insert the particular SMC vector that
results in the orthogonal component having the highest
norm into the SMC group to be constructed. In principle,
this method is similar to that of_ [7],[[8], but it has
been appropriately adapted for the multi-relay cellular
network considered under the above-mentioned particular
constraints.

The problems of choosing the SE- or ESE-optimal
SMC groupings and their associated power control
values are formulated and solved using convex op-
timization. In contrast to [[8], [IB]+[21], the crucial



For the subcarrier blocke € {1,---,N}, let us define
the complex-valued wireless channel matrices between the
BS and UEk € {1,---,K}, between the BS and RN
m € {1,---, M}, and between RNn and UEk asHPY €
8s CNvxNe HBE ¢ CNexNeoand HEU € CNuxNe,
respectively. These complex-valued channel matricesuaxtco
for both the frequency-flat Rayleigh fading and the path-
RN loss between the corresponding transceivers. The colerenc
bandwidth of each wireless link is assumed to be sufficiently
high, so that each individual subcarrier block experiences
frequency flat fading, although the level of fading may vary
from one subcarrier block to another in each transmission
period. Additionally, the transceivers are stationary @ving
Figure 1: An example of a multi-relay MIMO-OFDMA cellular slowly enough so that the level of fading may be assumed to
network, consisting of a single BS at the cell-center, 3 RNd ape fixed for the duration of a scheduled transmission period.
15 UEs. Furthermore, the RAs are spaced sufficiently far apart, ab th
each TA/RA pair experiences independent and identically di

objective of maximizing the ESE metric is employed, a ibuted (i.i.d.) fading. Since these channels are slowalying,

motivated above. On the other hand, in contrasftd [141—8. system s cgpable .Of e_xploit_in_g the benefits of channel
[16], we consider a system that allows fmultaneous eciprocity associated wnh time-division duplexing (TRBo _
direct and relayed transmissions for the sake of increasi tthe CSI becomes available at each BS- and RN-transmitte

the attainable spatial multiplexing gain. Although ther 9 athach possible RN- and Ugérecelve;;'o elaboFafg,
exist other methods of solving this ESEM problem][142"dHn.m are khownBaUt the BS}EJn,m andH, ", , are known
L7, [25], [27], we employ the Charnes-Cooper tran<at th_e_ RNm, while H;; andH,"7, are also known at UE.
formation [24] for obtaining the maximum ESE solutionAdditionally, throughR}]he use of dedicated low-rate effree
as it exhibits a reduced complexity from having to solvigedback channel$1 /i is also assumed to be known at the
only a single convex optimization problem. BS so that the BS may perform network-wide schedﬁllng

The rest of this paper is organized as follows. Secfign IN€S€ channel matrices are assumed to have full row rank,
describes the multi-relay MIMO-OFDMA cellular networkW_hICh may be achleve_d with a high probability for typical DL
considered, while Sectidnlll characterizes our novelgnais- wireless channel matrices. ) » .
sion protocol that allows for both direct and relaying liks _ Furthermore, each receiver suffers from additive white
be simultaneously and continuously activated. In Sedfign | Gaussian noise (AWGN) having a power spectral density of
we elaborate on the aforementioned SMC grouping algorithrﬁ@' The maximum instantaneous transmission power available
conceived for forming the sets of possible SMC transmissiéf the BS z_indBto each RRN due to regulatory and health-
groups. The issue of finding the optimal SMC transmissidiPStraints isPy,, and P, respectively. Since OFDMA
groups and the optimal power control variables is then folﬂjodulatlon_ constitutes a linear operation, we focus owmatt
mulated as an optimization problem in Sectlgh V, which iion on a single subcarrier block and as usual, we employ the

then solved by using a number of variable transformatiof€Mmonly-used equivalent baseband signal nibdel
and relaxations. The performance of both our SMC grouping

algorithms and of the SEM/ESEM solvers are characterized I1l. TRANSMISSION PROTOCOL DESIGN

in Section V). Finally, we present our conclusions and fetur . o
research ideas in SectiGrL VII. The system can simultaneously use two transmission modes

to convey information to the UEs, namely the BS-to-UE
Il. SYSTEM MODEL mode, and the relaying-based BS-to-RN and RN-to-UE mode.
We focus our attention on the DL of a multi-relay MiMO-NoOte that although in classic OFDMA each data stream is

OFDMA cellular network, as shown in Figl] 1. The BS/ orthogonal in frequency, for the sake of further improving
DF-assisted RNs and UEs are each equipped witly;, the system's .attaina.ble SE or ESE pe_rformance, our system
Np and Ny antennas, respectively. The cellular system h&§nPloys spatial multiplexing in conjunction with ZFBe that
access taV subcarrier blocks, each encompassitigHertz of multiple data streams may be served using the same subrcarrie
wireless bandwidth. The subcarrier blocks considered ame PIOCk, without suffering from interferencédditionally, since
similar to the resource blocks in the LTE-nomenclatiire [30j1€ relaying-based transmission can be split into two phase
The BS is located at the cell-center, while the RNs are eal}f design philosophy of the BF matrices in each phase are
located at a fixed distance from the BS and are evenly spad$cribed separately, although for simplicity we have mesli
around it. The ratio of the distance between the BS and RNt the respective channel matrices remain unchanged in
to the cell radius is denoted b§,.. On the other hand, the

; it ; ; 2In this paper, since our focus is on the resource allocatimhthe associ-
UEs are uniformly distributed in the cell. The BS coordimate ted SE/ESE optimization problems, the idealized simipiifyassumption of

and synchronizes its own transmissions with that of the Rhfﬁe availability of perfect CSl is employed. At the curretdge, accounting
which employ the DF protocol and thus avoids the problem fifr erroneous CSi using, for example, robust optimizati8i] [is beyond the
noise amplification. As it will be shown in Sectién VAC1, this“P® of this paper and may be addressed in our future work.

. . . - . Since the specific signal model expressions of each link penident on
strategy results in a simple algorithm for finding the Op“ma‘t’he transmission protocol to be designed, they are not ptadehere but
power control variables. instead detailed in Sectignlill.




both phases. Firstly, the definition of the semi-orthogiopal SMCs . SMCgroups ,  Setof SMC groups
criterion is given as follows ]7]. | P )
o i SMC 1 | l
Definition 1. A pair of MISO channels, represented by the 55 = ! ;
complex-valued column vectorg andv,, are said to be semi- SMC 2 [SSXE585585% ! :
orthogonal to each other with parametee [0, 1], when SMC3 L L T 1] . T T T 1] , — 4| —
’% (V{{Vg)’ SMC 4 [ssanassssn] 3 3
S < (1) w be—
[vallllvell : |

To be more specific, a measure of the grade of orthogonalitigure 2: A conceptual illustration of the differences be¢w SMCs,
betweenv, andvs is given by the left-hand side of inequal-SMC groups and a set of SMC groups.

ity (@), which ranges front for orthogonal vectors td for

linearly dependent vectors.

The authors of[[7] demonstrated that employing the ZFBrIQWSE with norms equal to their corresponding singular values.
strategy for MISO channels that satisfy — 0, while the We refer to these non-zero orthogonal rows as the SMCs of

number of users obeyE” — oo, asymptotically achieves thethe'r associated MIMO channel matifk The & BS-to-UE

DPC capacity, and it is therefore optimal for the BC channéY.”MO channel matrices and/ BS-to-RN channel matrices

Similar principles are followed when maximizing the SE of€nérate a total of - min (N5, Niy) + M - min (N, Ni)]
ESE of the system considered in this paper. SMCs. Since these SMCs are generated from independent

MIMO channel matrices associated with geographically dis-
tributed UEs and RNs, they are not all guaranteed to be
A. BF design for the first transmission phase orthogonal to each other. Furthermore, since each UE or

RN has multiple antennas andz might not be sufficiently

In the first transmission phase, only the BS is transmittin%rge to simultaneously support all UEs and RNs, we have

Wh"? .bOIh the RNs "’.‘”d the UI.ES act as receivers. TWS determine which specific SMCs should be served. As a
is similar to the classic DL multi-user MIMO model. As

. o i result, for each two-phase transmission period, we opt for
described above, our aim is 1) to design a ZFBF matrix f P P P

. %relecting a SMC group accounting for both phases from the set
the BS to avoid interference between data streams, and 2)EF)avaiIable SMC groups. This selection process is achieved

deS|gI3n re?felvg BFDIr_nart]rlces Ifor thg ES "’.md RNs so that. ¢ §j0intly using the SMC grouping algorithm and solving the
resultantetiective channel matricentain as many semi- optimization problem detailed below. For the sake of gjarit

orthogonal rows as possible that safisly (1_) _for a given e concepts of the SMC, of the SMC group and of the set of
Ideally, all receivers (UEs and RNs) should jointly comﬂut%MC groups are illustrated in Fil 2
their receive BF matrices to accomplish the second goal.-How -

ever, this is generally impossible, since we cannot réedity . . . . .
assume that the channel matrices associated with each %E vg:ugh dls a_ssomated fw'g: subcar_ner blloolag,th may
and RN are shared among them, due to the geographicaﬁ - tod a_lnes uilnH}weTcr)] BeS grolupltng aigori | ms pre-
distributed nature of the UEs and RNs. As a compromise, \ﬁ nted In->ectiorn_Iv. € Selects a ;mg € group,
. L . 9 G., containing (but not limited B Q7* SMCs
opt for guaranteeing that each individual effective DL afnein ¢ of t;’ K min (Ne. N M - min (N N] |
matrix contains locally orthogonal rows by employing thé)gl OSMCe [t 'bmm( B ) ’QJ .-man(FBBI):, TIE)] ava -h
SVD [7], [8]. Although these locally orthogonal rows may no € s to be supported by Using - JNus, We nave

s . o o
remain orthogonal globally, they can be characterizedytsia @i = ™Min [Ng, K - min (NTB’,NU) + M - min (Np, Ng)|
semi-orthogonality metric of{1). and a multiplexing gain of);* is achieved. Let us denote

Bearing this in mind, the channel matrices of all DL€ rejfined effective DL chz;nnel mg‘;rli;(Nwith rows being
transmissions originating from the BS are decomposed the @;' selected SMCs a#l ', € C¥ “"7. The ZFBF

the BS, UEs and RNs using the SVD [32] &Py = transmit matrix applied at the BS to subcarrier bIoc}I?s
H 17{ . . . . Tl_ _ Tl_ )
Ufﬁfsfﬁf, nyg and nggn _ UBRGBR (Vfﬁl) re- then given by the following right inversg, ', (ﬂm)

n,m~n,m

To elaborate a little further, a set of SMC groups,

—1
spectively. Thus, the receive-BF matrices for GEand RN T ( ! )H NpxQ;' g T Ty
_ g ny: N H . (H,, e C . SinceH, T, ", = In,,
m are given byR; ;"' = (Unk) € CYvx%v and

H the potential interference between t@éf1 selected SMCs is
REIT = (UBR)" e CNexNe, and the effective DL chan-

completely avoided. Furthermore, the cqumnsTijj are

: - BUT, _ mBUTigyBU _ _ S .

nel matrlcesHare then gl\Erby H » =R, HG = normalized by multiplying the diagonal matriw:jj on the

SBU (ij’,{) € CNvxNs gnd HE T — REETIHBE —  right-hand side ofI‘f}j to ensure that each SMC transmission
H . .

SER(VEBE)" € .(CNRXNI-B, respectively. SinceV”} and

VPE are both unitary, whil 77 andS7 " are both real and  6The reason why we usein(Np, Niy) and min(Np, Ng), instead of

diagonal, these effective DL channel matrices respegtiv@h- Nu and N, is because the antenna configuratiip < Ny and/orNp <

. . . Ng, is also covered.
sist of min (N, Ny) andmin (N, Ng) orthogonal non-zero ~7, ~ = only whenN; > Ny and N > N, a single SMC is

generated for each receive antenna.
“The joint computation is required only for attaining the iégt number ~ 8The SMC group selection, as a part of the scheduling operasacarried
of semi-orthogonal rows globally. out at the BS before initiating the first transmission ph&snce, the selected
5Note thatTy is used for indicating the first transmission phase, an8MC group will also contairQJT2 SMCs selected by the BS for the second

underline is used to denote the effective DL channel matrice transmission phase, as detailed in Sedfion]II-B.



is initially set to unit pow& matrices between the BS and UE, and between RN

Then,Tfljwf_l. is used as the DL transmit-BF matrixm and UE k, respectively, on subcarrier block in the
for the BS in the first phase. Thus, the effective channalecond transmission phase, Whélé{:,? € CNvxNu s the
to-noise ratios (CNRs) in the first transmission phase can yet-to-be-determined UE’s receive-BF matrix. In light of

written as Gflf,eTl _ ’ BUT, 2 JAYNoW and GBRT _  the preceding di_scussions, one of our aim_s is to_deﬁgrfz
,J,e1 n,J,e1 n,7,€
9 so that the 0ff-d|agonal values of the matrices givendy=
BR,T, - BU,T, BR,T, H H
| Ao, respectively, wherer, ;.. anduwi gt (PR ) T = RIPHEY (HEY) (R
are the diagonal elements W, ',. More specn‘_lcally, these - A B HRUT: (pRUT: B
diagonal elements correspond to SMC grogipand sub- & m = nomk \En,m.k =

H H
» RY™2) vm are as small
rect BS-to-UE SMC or a BS-to-RN SMC. The additional ™k = mm.k \ " nmk ( n,k "

carrier blockn, and they are associated with either a d?u,TQHRU EHRU
as possible. This design goal may be formalized as

subscriptse; € {0,---,min[Ng, K - min(Ng, Ny)|} and

e € {0, ,min[NB,M-min(NB,NR),K-min(NR,NU)]} . BU BurH UT -1 UTs —H||?

are used for distinguishing the multiple selected SMCs &/ Hy (H%) - (Rn,k ) Ao (Rn,k )

the direct links (i.e. those related to UEs), from the mudtip ™" F

selected SMC-paif§ that may be associated with a particular M RU rU A\H

RN M(e), respectively. Note that (e) is a function ofe, + Z HHn,mvk (Hmm,k)

representing the RN index (similar to used before) associ- = 5

ated with the SMC-paie, as further detailed in SectignlV. _ (RU,kTQ)_1 A, (RU{Z)_H , @)
At a given bit-error rate (BER) requirementyy is the " " F

signal-to-noise ratio (SNR) gap between the lower-bounBSNyhere A, and A,, are diagonal matrices containing the
required for achieving the dlscrete—.lnput—contmuou&puy diagonal elements ofA, and A,,, respectively. Therefore,
memoryless channel (DCMC) capacity and the actual hlghfﬁU,Tz)*1 is the jointly diagonalizing matrix[34], while
SNR required by the modulation/coding schemes of the practi -k i J y 9 Hg '

cal physical layer transceivers employed. For examplejm\gakHBl]g HBU)  andHEU |, (HEU ) Vm are the matrices
the simplifying assumption that idealized transceiversatde , po diagbnalized. Tﬁué, the éléorithm presented in [34] fo
of achieving exactly the DCMC capacity are employed, th%lvinﬂ @) may be invoked at UE for ObtainngU,kTQ

Ay = 0dB. Although, strictly speaking, so far it is nOtyhich may be further fed back to the BS and RNs. Hence,
possible to operate exactly at the DCMC channel capaciffs BS and RNs do not have to shad@l or HEY via the
there does exist several physical layer transceiver deshat | i.ojess channel and do not have to solie (5) again. As a

operate very close to i{ [33]. Furthermore, the noise POWRLg it we accomplish the goal of creating effective channe
received on each subcarrier block is given By’ matrices that contain rows aiming to satisfy (1). Addititpa

the columns oR."/> have been normalized so that the power
B. BF design in the second transmission phase assigned for each SMC remains unaffected.

The second transmission phase may be characterized b#fter obtaining the receive-BF matrix, the SMCs of the
the MIMO interference channelA similar methodology is transmissions to UE: on subcarrier block: are given by
employed in the second transmission phase, except that rib& non-zero rows of the effective channel matriéé f,i’n
both the BS and the RNs are transmitters, while a numberafd H*""">  vm. Since the BS and the RN act as distributed
UEs are receiving. In this phase, our aim is 1) to design ZFBffoadcasters in the second phase, they are only capable of
matrices for the BS and RNs to avoid interference betweemploying separateZFBF transmit matrices to ensure that
data streams, 2) and to design a receive-BF matrix for easbne of them imposes interference on the SMCs it does not
UE so that the effective channel matrices associated wakplicitly intend to serve. By employing one of the grouping
each of its transmitters contain rows which satisfy the senalgorithms described in SectignllV, the BS scheﬂléﬁ? <
orthogonal condition[{|1) for a gi\_/ea. This means that_ more i) [min (Np, NR), ZK LB + LR| SMCs to serve simul-
data streams may be served simultaneously, thus |mprovmrql . ¢ aR R
the attainable SE or ESE performance. Since there are feulti eously in the second phase, whérg and L;” represent
distributed transmitters/MIMO channel matrices associatet]® "umber of SMCs of Uk served by the BS a;‘d by RNs
with each UE, the SVD method described in Secﬁ_Q_T_lllI-A'nj,_gthIS phase, respectively, évhere we havg + L' < Nu,
which is performed in a centralized fashion, cannot be t;zadiLi < min(Np, Ny), and L;i* < min(Ng, Ny). Note that

applied at the transmlltter side. Instead, we aim for miningz 1., fact, when there are only two matrices to diagonalize, Aay and
the resultant correlation between the generated SMCs, thus the diagonalizing matrix may be obtained from the eigetarsc of
increasing the number of SMCs which satisfyl (1) for &o (Aé)j;1 [35]. This diagonalizing matrix is able to fully diagonagizoth
given a. To accomgl&?g this gg%!; WgUbegln Ieyxllr\}g()ducm 1270 elaborate a little further, when computing its ZFBF traitsmatrix,
the shorthand off;’;"* = R *H; € C and  each transmitter (either the BS or a RN) must take into adcanrauxiliary
RUT: _ RU.T2gRU NuxNg i SMC, which is also selected from the legitimate SMC caneislaand is
Hymr =Ry Hym s €C as the effective channel required for nulling the interference that this particuti@nsmitter imposes on
) T ] each selected information-bearing SMC of the other tratterai Furthermore,
%Each diagonal element V' is equal to the reciprocal of the norm of each auxiliary SMC is employed by its corresponding trattemto transmit
the column vector to be normalized. several additional zeros that are padded to the normal dadds. As a
10A single SMC-pair consists of a SMC for the first phase and kot beneficial result, no interference is received at each U filoe transmitter
for the second phase. Although these SMCs are generatethtspan each that does not serve this particular UE. For more details ef $MC-based
phase, the SMC-pair associated with a common RN has to bédeoed as transmission in the second phase, please refer to Algoffihdescribed in
a single entity in the SMC grouping algorithms presented énti®n[1V. Section[TV-A.



transmit power control variables invoked at the BS and/os RN

| RN m in both transmission phases. Since receive-BF is employed
BN'ml 0 o o ms in conjunction with ZFBF, each SMC transmission may be
o e I viewed as a single-input-single-output (SISO) link. There,
T W on the direct links, the receiver's SNR at UEcorresponding
VEE | | BS to SMCse; and e; may be expressed aEfZ’eTf (P) =
Roi 1| e G PP andr 0T () = GUU T PP for the first

and second transmission phases, respectively. The sealar v

. . . _ablesP?V Tt and PV \which are elements &7, determine
Figure 3: A conceptual schematic of the transmit- and recBi¥ the tr ﬁﬂjyr‘enlit W ’;J\le for SMGs and d?n the direct
matrices employed in the first and second transmission phaséhe e trans power vaiues 1o andesz 0 € direc

first phase, the BS applies the ZFBF transmit maf{¥; in order to links. As a result, the achievable instantaneous SE of tteedi

serve multiple data streams without imposing interferebesveen links is given by Cf?gl (P) = %1og2 (1 + I‘flj]’eTll (73))

them. In the second phase, the BS and RNs employ separate ZFBF ., T L e BU.T, o

matrices to distributively avoid interference betweendaa streams and C,; 2" * (P) = 3 log, (1 + T, e (73)), which are nor-

being served. malized both by time and by frequency to give units of

[bits/sec/Hz The factor of accounts for the fact that the

. , . transmission period is split into two phases.

since UE7 may be simultaneously served bqth by the BS Similarly, for the SMC-paire of the DF relaying links,

and by a _RN (egch of them SEIVes a fraction of WE_ the SNR at RNM(e) in the first transmission phase is

SMCs), it is possiblethat the summation of the respectlvegiVen by PBRT: (P) = GBRT pBRT 404 the SNR at

n,j,e n,j,e n,j,e

number of UEs served by the BS and by RNS may yg 1 in the second transmission phase is formulated as

be higher thank. Let us denote theefined effective DL rU.T: (P) = GFUT:pRUT:  additionally, PP and

channel matrices, from the perspectives of the BS and/RN i, maje “muje to L e
L T B.T» 02 xNy Inge are also elements dP. Since the RNs employ the

consisting of the%. selected SMCs aBl,,;* € C* DF protocol, the achievable SE is limited by the weaker of

andH," 2 € C% """, respectively. Since these are knowthe two RN-related links'[29] and is given Wy?%V (P) =

to each transmitter, they may employ ZFBF transmit matrices;,, Ll log, (1 + BR.T: (P)), 1log, (1+ RU.T2 (P)
2 ’ 2

. . . . To n,j,e n,j,e
in the second phase, given by the right inverggl$;™ = Let us now introduce the SMC droup selection” variable

1

(HB,T2)H . [HB,T2 (HB,.TZ)H} c CN5xQ;% for the Sn. € 10,1}, whichindicates that SMC group as introduced
m AT ) in Section$TI-A and1II=B, is selected for subcarrier bkoe,
BS. andTAT — (HR".TZ )H AT (HR’.T2 )H B c when s, ; = 1, ands,; = 0 otherwise. All SMC group

' n,J,m ==mgym =En,gm \ T ,m selection variables are scalars and are collected into a set

T . .
CNmxQ;” for RN m. Similar to the first transmission phasedénoted byS. Once again, we emphasize th@j denotes
these ZFBF transmit matrices are normalized By~ "> the set of possible SMC groups for subcarrier blackThus,
and Wf[jjgf respectively, to ensure that each SMC tran%he tot_a! acmevedeiE IS ?rl]ven kl)w ,[(3()1 Whe_ﬁ@vj IS tt)he get
mission is initially set to unit power. Upon obtaining theaorzlf”smg € S In the selected gropn subcarrier
n.

selected SMCs, we denote the effective CNRs in the seco : o
n this work, we adopt the energy dissipation model pre-

2
- BU,T> __ BU,T: ; S
transmission phase &, ;"." = ’wn,j,e; /AYNoW and  sented in[[36], where the total energy dissipation of théesys
2 . . .
GRUT: _ ’wRU.,Tg AvNoW. wherewBU T2 and 70T 1S assumed to be dependen_t on s_everal factors, including the
e nie | /ATNo ez ™7¢  number of TAs, the energy dissipation of the RF and baseband

. BU,T. RU,T. Sk 9 o
are the diagonal elements W, ;"* and W /"0 ), T€ circuits, and the efficiencies of the power amplifier, feeder
spectively, and the subscript!(e) has been defined in Sec-cgples, cooling system, mains power supply, and converters

tiOBnUﬂ;lE To elaborate, for a second-phase BS-to-UE linkzor the sake of simplicity, the total energy dissipation as

Wy j.es correqunds to SMC grqtuband subgarrier block, presented in[36] has been partitioned into a fixed term, and a
while the subscript; € {0, -+, min[Np, K-min(Ng, Nu)l}  term that varies with the transmission powers. Thus, theggne
is employed for further distinguishing the multiple se&tt gissipation of the system may be characterizedby (4), where

. . L U, T X N
SMCs associated with UEs from the BS. Similary, 5., ~ pZ and P2 represent the fixed energy dissipation of each BS

which also corresponds to SMC grogind subcarrier block and each RN, respectively, whitd > 1 and¢? > 1 are the
RN M (e) and the particular UE determined by the SMC-paigs and the RNs, respectively. The effect of multiple trasmi

€. o ) ) _antennas on the total energy dissipation has been included i
For more explicit clarity, a schematic of the transmit anghe termsp2, PZ, ¢# and¢”.

receive beamforming matrices in the first and second transinally, the ESE of the system is expressed as
mission phases is presented in Hij. 3. Cr (P, S)

C. Achievable spectral efficiency and energy spectral effi- o ) ) Pr (P’_S)_ )
The objective of this paper is to maximiZé (5) by approphate

ciency
. . optimizing P andS.
For the sake of convenience, let us first denote the transmpl)t 9
power allocation policy a®, which is a set composed by all IV. SEMI-ORTHOGONAL GROUPING ALGORITHMS

. . . 3
13If at least one SMC of a UE is served by the BS (or a RN), we saly tha AS gescrlbed n SeC_tIOEHI, the BS has tO_ Ch0®§
this UE is served by the BS (or the RN). and Q;* SMCs for the first and second transmission phases,



N
Cr(PS)=>"> sny| D Coglt(Py+ Y CPUP)+ Y cliv (). 3)
JEGn

n=1 e1€EL,; e2€ER e€€n,j

N
1 2
Pr(P.8) = (PE+M-PE)+353 3 su, l’EB > Pt > Bl
n=1j€eqG, e1€€n,; e2€En
+ ) <§BP,fféT1 +§RP£§{;T2) ] @)
(’iegn,j

respectively. These selected SMCs collectively form theCSMgroup, denoted by, ;, in lines[ to[IV. The transmitter
group j. Since the system supports both direct and relayiragsociated with the candidate SME, is identified in line$ 118
links, the grouping algorithms described inl [7[. [8], whichto[28. Additionally, as briefly pointed out in Footndigl 12y fo
were designed for MIMO systems dispensing with relays, may active transmitter, if the candidate SMC is associated wi
not be directly applied. Instead, we propose a pair of vé transmission in the second phase, then the auxiliary SMCs,
able grouping algorithms, namely the exhaustive searskéhac? ande?, are included for the other active transmitters in
grouping algorithm (ESGA), and the orthogonal componeritnes[23,[26 and 27, in order to ensure that these potentially
based grouping algorithm (OCGA). interfering transmitters do not impose interference on the
Note that because there are multiple distributed transersitt candidate SME]. Note thate? and e? represent auxiliary
in the second transmission phase, each UE designs its eeceBMCs invoked by the BS and RNs, respectively. Having
BF matrix by jointly considering all the MIMO channeldetermined the transmitters associated with the SMCs, the
matrices associated with it, as described in Secfion]lll-Blgorithm checks that the SMCs associated with the same
However, before applying this method, we have to determit@nsmitter satisfy the semi-orthogonality criterion [@j hav-
which particular transmitters (out of the BS and RNs) shouldg parametera in lines [20,[2D and_29. Furthermore, the
actively transmit in the second transmission phase basedadgorithm ensures that the inclusion of the candidate SMC
the results of SMC selection. Note that it is possible thabes not force any of the transmitters to transmit over its
the SMC candidates obtained may lead to higher effectimeaximum number of transmit dimensions, as depicted in
CNRs when a subset of the transmitters are inactive. On tirees[29 and29. Meanwhile, each UE should not receive more
one hand, an additional effect of only activating a subset tifan its maximum number of receive dimensions, which is
transmitters is the reduced number of SMC candidates, whimbcomplished in lineE1Z,_B1 afid]32. Finally, the maximum
might in turn result in a reduced number of qualified SMCachievable spatial multiplexing gain should not be excdéde
that satisfy the semi-orthogonality criterion considerdd a either the first or second phase, which is ensured by [inks 34
result, the achievable spatial multiplexing gain and SEhmnigand[34. If all of these checks are successful, the algorithm
be degraded. On the other hand, this SE-reduction effect msjts with a true condition in linE_35.
be counteracted by the improved CNRs gleaned from the fact
that_lt is easier _to ggnerate SMC_; that can satisfy a strlcgr ESGA and OCGA
semi-orthogonality criterion, specified by a smaller vahfe
a, when the number of transmitters is lower. For example, We present our first grouping method in Algorithh 2.
in the scenarios where only one or two active transmitte®MPly put, the ESGA recursively creates new SMC groups by
are selected, the UEs can employ receive-BF matrices tg¥haustively searching through all the possible combonati
create effective DL channel matrices containing compyete®f SMCs and including those that pass the SMC checking
orthogonal rows by using the SVD or the exact diagonalizati@!gorithm. To elaborate, in the loop ranging from lie 3 to
method (see Footnofe]11), respectively. In order to acciount line [9, the algorithm searches through all the possible SMCs
this dilemma, for the second transmission phase, the pmbogssociated with subcarrier block, which are collectively
grouping algorithms evaluate a full list of SMCs, whictflenoted by, and satisfye. € &,. The specific SMCs that
consists of the SMCs obtained from tB&+! — 1 possible satisfy the checks performed in liigé 4 are appended to the
combinations of active transmitters (the BS and RNs, current SMC group in lin€l5, and the resultant updated SMC
while ignoring the case when there are no active transrsjtterdroup &, ;. is appended to the set of SMC groups obtained
Compared to using a smaller list of SMCs, using a full lidior subcarrier blockr in line [@. Additionally, &/, . is used
of SMCs ensures that achieving a lower-bound SE is alwakgeursively in liney for filling this group and for forming we
guaranteed, while a higher SE can only be obtained up8fPUups. The computational complexity of ESGA is dependent

increasing the number of transmitters in the system. o ) ) o
14For distributed transmitters encountered in the secomingsion phase,

. ) it is not feasible to design a single ZFBF transmit matrix asdid for the

A. SMC checking algorithm BS in the first transmission phase. For the second transmiggiase, when
. . . B < Ny and N < Ny, each SMC is associated with a single receive

BOth.grOUpmg.aIgomth must evaluate a pamCUIar Smgﬂenna. Consider this case as an example, when the BS ssnitdng on a

before it may be included into the SMC group to be generatezic to a particular receive antenna of a UE, an active RN mageinsmitting

This evaluatina and SMC-aroup updatin rocess is depictéios on an auxiliary SMC, which is also selected from théitegte SMC
9 9 P up gp P candidates, to the same receive antenna of that UE. As a tiaheéisult of

in AIgo_rithmEI]. MOI_’e SpeCi_ﬁca”y' the algorithm identifielset this strategy, for each transmitter, the interference segoby other active
transmitters associated with each SMC of the current SMf@nsmitters are nulled.



Algorithm 1: SMC checking algorithm
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inputs : candidate SMG., current SMC groufg,, ;,
semi-orthogonality parameter
outputs: true or false

bool sMCCheck (e, &y, )
begin

TBS,T1 — {},

TBS,T2 — {},

TENT: W ym e {1,--- , M},

RYPT: o (Y VEe {1, K);

foreach SMCe; € &, ; do

TBS-,TI — TBS,Tl U {61};

end foreach

foreach SMCe; € &, ; do

TBS,T2 — TBS,TQ U {62};

RUPT:  RUBT: (e},

end foreach

foreach SMCe € &, ; do

TBST:  TBST2 e},
RN, T> RN, T> .

TM(G) — TM(S) U{e};

end foreach

f e. is BS transmission ifl; then
TBS.'TI — TBS,Tl U {ec};

if 75971 is not a-semi-orthogonabr
|TBS T > Np then return false
else ife. is BS transmission ifi, then
TBS,TQ — TBS,TQ U {ec};

else ife. is RNm transmission inls, then
TENT:  TENT: | fe };

TBS-,TZ — TBS,TQ U {ez};

THENT  TRNT L2 N Ym! e
{1, , M}\ m;

end if

if 759 is not a-semi-orthogonabr

«a-semi-orthogonabr

if e. is UE k reception inT; then
RUPT:  RUBT: (e, );

false
end if

false if Zszl |RkUE’T2| > min (Np, Ng) then
return false

return true ;

36 end

TENT:  TRNT {2}, Ym € {1, , M},

|TBST2| > Np then return false if 7,772 is not

|TENT2| > Np, m € {1,---, M} then return false

if [RVE™| > Ny, ke{l,---,K} then return

if [75571 > min (N, KNy + MNg) then return

Algorithm 2: Exhaustive search-based grouping algo-
rithm (ESGA)

inputs : set of SMC groups associated with subcarrier

block n (initialized as empty set)y,

current SMC group (initialized as empty set),
En.j

SMCs associated with subcarrier bloek &,
semi-orthogonality parameter

outputs: none

1 void ESGA (G, En j, En, @)

N

© 00 N o o~ W

11

begin

end

foreache. € &, do

if sMCCheck (ec,&n,j, ) then
g’r/l,j’ — g’n,j @] {ec};
gn <~ gn U {g/n,j/};
ESGA (Gn, EnjrrEn \ €cs @);
end if

end foreach
return;

Algorithm 3: Orthogonal component-based grouping al-
gorithm (OCGA)

inputs : set of SMC groups associated with subcarrier

block n (initialized as empty set)y,

current SMC group (initialized as empty set),
En.j

SMCs associated with subcarrier blogk&,,
semi-orthogonality parameter

outputs: none

1 void OCGA (gn7 gn,j; g’na Oé)

2
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begin

end

complete« true;
E+— A1}

foreache. € &, do

if SMCCheck (ec,&n,j, @) then

if |€,,;] == 0 then

&,y EnjU{ech

OCGA (Gn, &), j1En \ e, @);
return;

else

Ee+ E.U{ec};
complete+ false

end if

end if

end foreach

if completethen
| G+ {&nj};
else

ij», — & U argéx}gax NOC (€¢,Enj);
€c c
OCGA (Gn, En v En \ €cs @);

end if

return;




on the number of SMCs which are semi-orthogonal to eachTo elaborate[{7) represents the sum SE of the system, which
other. The worst-case complexity is obtained when every SME formulated in more detail ag](3). The constraififs (Q))-(11
satisfies the checks performed in libe 4, leading to a timensure that the maximum instantaneous transmission power
complexity (in terms of the number of SMC groups generatedpnstraint is never exceeded in either of the two transomissi

upper-bounded (not necessarily tight) 6y (>0, |5n|9), phases for the BS and the RNs, while the constraints (8)

where and [1I2) ensure that only a single SMC group is selected
for each subcarrier block. Finally{_{113) restricts the powe
0 = min[Np, K -min(Np,Ny)+ M -min(Np,Nr)]  variables to be non-negative.

K
+ min min(NB,NR),z:LjEe + LE
i=1

: (6) A. Relaxed SEM problem

_ ) Although the constraint{{13) is affine (hence convex) in
In other words, each subcarrier block may be treated indepgqe optimization variables contained 7, (8)—(I1) are non-
dently. For each subcarrier blodk,,| SMCs must be checked conyex [32], becaus€Tll2) imposes a binary constraint on the
until the maximum muIUpIexmg gain in both the first andproblem. Furthermore, the objective function given By @) i
second phases has been attained. not concave, since it is dependent on the binary variables
The second algorithm, OCGA, is presented in Algorifim $jiven by S. Thus, [7)IB) may be classified asmzixed-
which aims to be a lower complexity alternative tO.ESGA’nteger nonlinear programmingMINLP) problem, which may
The OCGA commences by creating a SMC candidate §§¢ splved using branch-and-bound methdds [37]. However,
&, whose elements satisfy the checks performed in Alggyese methods typically incur a computational complestistt
rithm [1, in lines[4 to[ T6. More specifically, if the currentycreases exponentially in the number of discrete variable
SMC groupé, ; is empty, the algorithm can simply creat&ynich is undesirable for practical implementations. Teain-

a new SMC group containing only the candidate SMC thgknt this initial setback, we introduce the following aisdiy
has passed the SMC checks of Algorithim 1 in lifes [ZHo 10. |§riaples

the SMC group is not empty, the algorithm adds to it the

particular SMC candidate that results in the highest norm Py = prUnE, . Vn, e, (14)
of the orthogonal component (NOC), via the Gram-Schmidt PERT _ pBRTig . \n je, (15)
procedurel[l7],[[8], in lin€20. This process is repeated! i =BT, BT~ ,

maximum multiplexing gain in both the first and second phases nger = Lnjes Sngr VN J; €2, (16)
has been attained. When comparing the NOCs obtained for P = prITEg i vnge, (17)
the relaying links, the minimum of the NOCs obtained from N N N

the BS-to-RN and RN-to-UE SMCs is used. This is because Cﬁé{f{l, ijf’e? andCPEY n,j e ez,e,  (18)

the information conveyed on the relaying link is limited b)(N
the weaker of the two transmissions, which is reflected In
the effective channel gains quantified by these norms. If no 0<5,,;<1,Vn,j, (19)
SMCs satisfy the checks of lifg 6, the current SMC group . )

is complete, and it is appended to the current set of SMES that we may wnt;%%ﬂl?») in the hypograph problen] [32]
groups in lind_IB. Since new groups are only created when figgm given by (20) , whereC, P and S indicate the

current SMC group is empty, this algorithm results in mucYgriable-sets containing thei_r associateq auxiliaryalass.
fewer groups than ESGA. The algorithmic time-complexity is It can be seen that the objective function[df (7) has been re-

: N . : laced b using the auxiliary rate variables give 1
given by O (anl |€n|) as a single group is created for eaclgnd by ?/nlzfrzggucingg the hypogr)gph constrairﬁgly( (4)
|n|t|aIIy-seIect§d SMC'_ o . These additional constraints ensure that the feasibldianyxi

Both grouping algorithms may be initialized with an empty,e \ariables do not exceed their counterparts calculated
SMC group,&,,; + {}, and an empty set of SMC groupSe,cpy ink before using relaxation. As a result, the sum rate
G, < {} , so that they recursively create and fill SMC
groups according to their criteria. Additionally, a finakgt  15n [38], such a relaxation results in a time-sharing sohitiegarding
is performed to remove the specific groups, which result fgch subcarrier. In this work, this relaxation may be viewsdime-sharing

: : of each subcarrier block, as multiple SMC groups can themmcea fraction
effective channel gains that are less than or equal to thatoé ach subcarrier block in time. Naturally, the relaxatioeans that we do

another group, while having the same transmitters. Thegefonot accurately solve the original problem & (TH(13). Huere as shown
this final step does not reduce the attainable SE or ESE[L7], [21], [27], the solution to the original problem isilsobtained with

. -_.:high probability when using the dual decomposition methadtlee relaxed
but reduces the number of pOSSIble groups, thus alleviati blem (as in this work) as the number of subcarriers tendmftnity. It

the computational complexity imposed by the optimizatiofas shown thag subcarriers is sufficient for this to be true in the context
algorithms of Sectiof V=C. o]t , while we have shown tha subcarriers is sufficient in the context
0 .
18Writing the original optimization problem in the hypografshim of (20)—

V. SEM/ESEM ROBLEM FORMULATION AND SOLUTION (30) means that minimum per-link or system-wide SE constsamay be
' readily introduced. However, minimum SE constraints areaumsidered in

; ; _ this paper as our goal is to find the maximum SE/ESE solutishich may
Hfavmg Obtal.ned .the Se.t of SMC. grOUg%.for each S.Ub not be equivalent to the solutions obtained when satisfyimgimum SE
carrier blockn, in this section our aim is to find the optimumcgnstraints.

power variables contained i and optimum SMC-group !"Note that obtaining separate constraints for the first- awbrsd-phase
selection variables contained & so that E};) is maximized. Power control variables associated with the relayed trésson is made

. L ossible using the DF protocol. This then allowed us to fgadierive the
We commence by formUIat'ng the prObIem of maximizing th timal power control variables as the decoupled waténdillsolutions in

SE of the system ag](7)=(13). Section(\=C1.

here we have relaxB#ithe binary constraint of {12) to give



10

maxignize Cr (P,S) (7)
subjectto Y s, <1, Vn, (8)
JEGn
N
pBUT pBRT B
DD s | D Bhatt Yo PR < P (9)
i=1jeg, e1€En,; e€&n j
BU,T: B
Z D sni D P = Priaes (10)
i=1j€g, e2€En,
N
23 ens D Bl < Bl Y (11)
i=1jeg, e€&n, j
M(e)=m
s € (0,1}, ¥, j, (12)
PfgjeflvpffeTl PngZQapfgjeTQ >0, vnajvela€27e- (13)
N
maximize Z Z ST+ N oPEl | Y oBlY (20)
CPS i=13j€Gn |e1€En,; e2€E e€ln,j
- BU,Ty 55BU,T;
subjectto %4 log, <1+—’”1 — ) > Cr0rt, vn, e, (21)
2 Sn,j v
- BU,Ty pBU.T!
Sn,j G ,37622 a]7622 ~BU,T; .
—=logy, | 1 + —2=——>22=— | > C, ;.2 Vn,j e, (22)
2 Sn.j €2
5 GBR Ty pBR,T: ’
2 Jog, |14 —de "M ) > CBEU 'y j.e (23)
2 Sn.j 2Js
I ik S
—=logy | 1 + - C’n_j o, Vn,je (24)
2 Sn.j 7
S 5y < 1,9, (25)
N
SBU,T SBR,T
DD | D BRA+ X PN <Pl (26)
i=1j€Gn |e1€En,; e€&n,j
~BU,T:
Z > D Puje < Prlas (27)
i=1j€Gn e2€E
N
S 3 Y PP, vm, (28)
i=1j€G, e€&n
M(e)=m
0<5,,;<1,V¥n,j (29)
PO PO PV BIVT > 0,0, e, 00, (30)
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given by [20) invoking the feasible auxiliary rate variableC. Dual decomposition based solution algorithm

does not exceed the sum rate given By (3) either. __The dual decomposition method 6f [17], [41] may be used
As our ne_xt step, we prove tha’F the problem descrlbq:gr conceiving solution algorithms for our SEM and ESEM

by m)_@) IS @ concave programming problem. Clem (2Broblems formulated af (P0)=(30) andl(4R)}(53), respelgtiv

is affine, hence concave, whilk {29]430) are all affine, a e commence by describing the solution algorithm conceived

hence convex. Therefore, what remains is to show that cqg; @2)-[53), which we term the ESEM algorithm. The ESEM
z::g::z %&%&rﬁinci?\mtﬁg f%srmwglfl' These remaining COé]'gorithm, based on dual decomposition, iterates between
(31) mder’ Tmigieat moje Tngjier t inges ) Lnige '

s GP

¢- 2 log, (1 * T) =0, sn,; as well ag, and updating the dual variablggl, )\%3,761/,,1
where s, P and C are the decision variables. It may beds Well asu, which will be defined later, until the objective
readily verified that(1 + GP) is affine and hence concavefunction value converges. _ _
Thus, log, (1 + GP) is concave, sincdog, (-) is concave 1) Calculating tentative optima of primal variableBased
and non-decreasing as a function of its argument. The furff our previous work[[17] that employed the dual decom-
tion slog, (1+ €2) is a perspective transformatfBh[32] position _a_nd by employing the Karush-Kuhn-Tu_cker opt|_mal-
of log, (1+ GP), which preserves concavity. Finally; — ity conditions [32], we reveal Fhat the tentatlvgly optimal
Slogy (1+ G_SP) is convex, since it is the sum of two convexransformed power control variables for the direct SMCs
functions. Since[{31) is convex, it is clear that constea(@l)— €ncountered in the problem df {42)(53) may be formulated
@4) are convex, and sd_(20)=(30) is a concave prografs the water-filling solutions &
ming problem, whose solution algorithm is presented in Sec-

tion [V=C.

calculating the tentative optima of the primal variablezyely
~BU,Tn ABU,T, aBRU BU,T ABU,TQ ABR,Tl ARU,TQ

)

p»BU,T, o
Pn7ja€1 Sn,j

+
1 1
(Pp+23T)m2  glth
B. ESEM problem s pBUT .

= 3,.PPt 54
The ESE objective function, given bj_(32), is formed by o &9
dividing the objective function{20) by (755) which is and
obtained by substituting_ (14J={17) in{d (4) and introdggcihe L 1 1 +
relaxed variables,, ;. pr = 5 = T Ie BUTZ]
The objective function[(32) is a linear-fractional functjo (§7%p + )In Gy jres
since it is a ratio of two affine functions. Thus the ESEM prob- = §n_,jPTfJI{£2. (55)

lem can be solved using the Charnes-Cooper transformation

of [24]], as given by

In addition, the transformed power control variables fog th
relaying SMCs may bénitially written as

Cuter = CRiit . jen, (33) )

Aﬁg’e? 555{}3;2@ vn, j, e2, (34) SBRT o~ 1 1 ]
ChRy CERUL i, j e, (35) e " (€Pu+ 22T )2 BN

PRV = PUITt e, (36) S e (56)

Pyl Py n, e, 37) and

Poflt = BTt e @8 n _ 1 L

Prye” = Bt vnge, (39) e T [(53u+2yM<e>)1n2fofﬁeTQ]
Bui = Bt Vnj (40) 5P -

where the auxiliary variable is given by Note that the value of,, ; in (B4)-[5T) is not yet known.

t = 1 _ (41) Since the SE attainable for a relaying link is limited by the

Pr (73,5) weaker of the BS-to-RN and RN-to-UE links, there is no need
to transmit at a high power on the stronger link, if the other

Thus, the ESEM problem may be writinas [42)-(5B), link is unable to support the high SE. Thus, the tentatively

where C, P and S indicate the variable-sets containingptimal transformed power control variables provided fue t

their associated transformed variables. It is clear that thelaying SMCe may be refined by substituting {58)=(57) into

objective function [(4R) is affine, hence concave, while thge right-hand side of

constraints [(47)E(B3) are all affine, and hence convex. The RUTS

constraints [(43)E(46) are of the forrhi {31) and are hence PBRTL _ o <1333,T1 nje ]3RU,T2> (58)

convex. Therefore, the problem described byl (42)-(53) is a n.J,e mie 7 ~BRT T e

concave programming problem, which can be solved using e

the algorithm of SectioR VAC. and
BR,Ty
18strictly speaking, the perspective transformation alspires thats > 0. 13RU.,T2 — min 13RU.,T2 ngj.e ]3BR,T1 (59)
However, convexity is also preserved for the situation when 0 as proven n,j,e n.g.e ? ~RUT, n,j,e :
in m n,J,e

19strictly speaking, the constraint > 0 is also needed, but this is

guaranteed due to constraiff}53). 201 this paper,[-]T is equivalent tomax (0, -).
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N
~BU,T ~BU,T:
Z Z Z Cn,j,ell+ Z C'n.,j,eQ2 + Z CB,_?,U
i=1j€G, |e1€&n,; e2€En, e€&n,j (32)
N
SBU,T SBU,T: BR,T SRU,T:
(P8 +M-PE)+1 ) ggj [«EB< 6253 g+ ggj Pn,j,gj> + E; (ﬁBPme PSR )]
n=1ljeyn €1€ln,j €2€ln,j ec€ln,j
N
- ABU,T ~SBU,T. ABRU
mgglgjltze Z Z Z Cn]ell Z C"Jt?; + Z C n,j,e (42)
T i=1j€G, 61€gn] 62€gn,j eegnj
s GBUT pBUT:
subject to %10{;2 <1+ ”]esl 0L ) > CBg,eTll vn, g, e1, (43)
n.,j
- (BU.T2 pBU.T:
%log2 <1+ ’J’e; mad,e2 ) CBEJ,@T; n, j, e, (44)
n.,j
3 BR.Ty pBR.T:
5% log, <1+ e ) > CPRU i, je, (45)
n,j
5 RUT2 pRU.T,
% log, <1 4 —mbe T mie ) Cff’g, vn, g, e, (46)
Sn.j
> Saj <t Vn, (47)
JEGn
N
pBUT SBR,T
DD D0 Phat+ Y BN <t Pl (48)
i=1j€G, |[e1€En,; e€&p j
BBU,T:
SF X AT cip @
i=1 jEGn e2€En 5
N
SRU,T:
SY Y A n =
i=1 jeG, eGSn]
M(e)=
0 < gn,] <t vnajv (51)
S5BUTY, BBR,T, BBUT: HRU,T:
nger » Enge s Puges s P 20,0, er,ea,e, (52)
b (PE+ M- Pf)
N
1 pBUT SBU,T B BBR.T RBRUT
=D DN 14 ID DI - LD Db el RIS Sl G vt a i | I
n=1j€G, e1€En, e2€ER e€€n,j
(53)

As a result, the tentative estimates of the maximum valuedere the value ofs, ; remains unknown. However, it is

that CBY"T CBU T2 and CBRU

n,j,e

and

n,j,e1

~BUT,
n,j,e1

~BU,T>
n,j,ez

~BRU
C n,j,e

n,j,e2

gn.j
= —=1 1
5 089 < +

Sn

s BU,T,
%10g2<1+ i

,Js€2

Sn

7,

RU,
N5,

BU, T, pBU, T}

n,j.e1 = nyj.en
—~

J

SBU,
n,j,e2

J

e n,j,e

Sn.j
Ts

Sn,j

HRU,T>
n,j,e

)

can attain are given by

) ; (60)
T>
) ; (61)

GBR T PBR T )

(62)

plausible that for the purpose of maximizing the objective
function value,s, ;,Vn,j will always be given its maximum
valuet, if the single SMC group is selected for subcarrier
block n. Thus, the tentatively optimal SMC group for
subcarrier block: is given by the group obtaining the highest
value of

Do| X Gl X el X Gl

JEGn | e1€En e2€En e€Ey j
(63)

where s, ; inside the logarithm functions may be canceled
out. Additionally, we can ignore the common positive mul-
tiplicative factor of¢ without affecting the maximization of
(63). The objective functio (42) is maximized when chogsin
this particular groupj for subcarrier blockn, while for the



13

Zﬁble I: Simulation parameters used to obtain all resul®&datior V]

remaining groups associated with the same subcarrier JololmIess otherwise specified.

SBU,T, SBU, T, SBR,T, SRU, T,
\/,\ve st Pn)zgél]f% - nAJBI’fJ]TZZ - AnB]géU]e _ P%,Z'j/%j,e _ | Simulation parameter | Value |
Sngiti = Ungitie = Cn,j; jea . Tm,jl#Ede Pn,j’;é;,e1 - - : -
PBJU;% _ PBJ» Ty Pii?ﬁ,T; — 0. as these remaining Subcarrier block bandwidthi} [Hertz] 180k
gﬁéﬁégegre no?%ﬁ&%n e ' Number of RNs,M {0.1,2,4}
) . . Number of subcarriers blocksy {6, 12, 25,50, 100}

_C(_)nsequ_ently, _the value qf is given by KB]).A Note_ that —Number of UESK {2,10}
this is possible without knowing the exact valuesgf;, since  ["Aenna configuration(Np, Nr, No') (4,4,2)
the factor ofs,, ; may be canceled out, and thlis](64) is only cell radius, [km] {0.75, 1.25, 1.75, 2.25}
dependent on the dual variables and on the tentatively aptim Ratio of BS-to-RN distance to the cell 0.5
SMC group selection. radius, D,

Having identified the tentative optimal SMC group, we set SNR gap of wireless transceiverd,y [dB] 0
3,,; =t for this selected SMC group corresponding to eaghMaximum total transmission power of the {0,10, 20, 30,
subcarrier block:, and we have BS and RNSPyy,, and Py, [dBM] 40, 50, 60}

) F|>(<g§i power r%ngg?;the BS, 32.306VE
ABUT, _ U BU,Ty pBU,T; PP [watts] [36], [42]
Cn’j"el 2 logs (1 + G""j’el P""j’el ) ’ (65) Fiied power rating of RN, 21.874Np
OBUT: _ Elog (1 n GBU,TQPBU,TQ) (66) PéR') [Watts] [36], [42] __
n,j,ez 9 2 n,j,es * n,jes Reciprocal of the BS power amplifier’s 3.24Np
drain efficiency,¢(?) [36], [42]
as well as Reciprocal of the RNs’ power amplifier’s 4.04NR
CBRU  _ Elog (1 + GBRVTIPBRle) drain efficiency.£ ™ [30), HIZ]
n,je 9 o2 n.j.e T mj.e Noise power spectral densityyy [dBm/Hz] -174
t RU,T» 5RU,T: Convergence threshold, 10~
Y log, (1 + G Prje 2) ’ Number of channel samples 10%

(67)

for that selected SMC group. To summarize, given a set . .

. . The method presented in Section VIC1 and Sedfion V-C2
of dl.JaI varlablgs, Fhe vaIues_of power control varlab_les aBves the ESEM problem described byl(4R)3-(53). It may also
obtained, resulting in an tentatively optimal SMC groupjaih be invoked for solving the SEM problem dF{20=(30), while
obtains the SE values for the corresponding subcarrierkbl0<1;lxing 4 = 0 andt = 1. This is because the ESEM pr’oblem
Therefore, all of the primal variables are obtained for segiv considered is simplifie.d to the SEM problem, when we have
set of dual variables. Thus, they are jointly optimized. —0andt—1 '

2) Updating the dual variablesFrom the derivation of the b= o

optimal primal variables described in Section VC1, we can
see that the constrain{s {43)(47) ahd (31)}-(53) are irtiglic VI. NUMERICAL RESULTS AND DISCUSSIONS
satisfied. Therefore, we update the dual variabfes \™> and . . . .
v,,, which are associated with the remaining constralfits (48%_Th|s section presents the numerical results obtained, when

0, espectvely These may b viened a5 pring paramerg o e S5 270 ESEM o scescrbed
to ensure that the optimal power control variables sati&8)- : . : . y .
G0). considered. The pertinent simulation parameters are given

: . C . in Table[. Additionally, the path-loss effect is characted
Since the Lagrangian of (#2)—(53) is differentiable wthe ;
dual variables, at each iteratianof the solution algorithm, relying on the method and parameters[afl [30], where the BS-

: ing T (63 -UE and RN-to-UE links are assumed to be non-line-of-
these dual \./arlables. may be updated accord|_n )~ sight (NLOS) links, since these links are typically blockad
wheredyr, (i), 0y, (i) @andd,,, (i) are appropriately chosen, = . . ; 4

. . L buildings and other large obstructing objects, while thet8S
step sizes[[41] at iteration

The remaining dual variabley, which is associated RN links are realistically assumed to be line-of-sight (DOS

with (53) must also be updated. However, the constraintrgivgnks’ as the RNs may be strategically deployed on tall build

by (53) is implicitly satisfied since the value bis computed Ings to create strong wireless backhaul links. Furthermore

from (64). Therefore, we opt for an alternative method basleradependently and randomly generated set of UE locations as
. _ . o well as fading channel realizations were used for each aann
on differentiating the Lagrangian w.t.and substituting in the

. : a sample.
gtzrrigegil\?; \t/)z;hg)df, P, & andt. Thus, the updated value The results of a baseline algorithm is also presented to-high

All primal variables are jointly optimized in Secti@:l”ght the improved perf_ormance_obtaine_d from employing 'Fhe
as the optimal power variables are determined by the relat% M and ESEM algorlthms. This base!|ne algorithm consists
dual variables. This leads to the optimal group selectioth a a random SMC grouping (RG) selchon for each subcarrier
rate variables, which then allow us to find the optintal lock and then equal power allocation (EPA) across.all the
Given the tentative optima of primal variables, the aldorit selected SMCs, and will be termed the RG-EPA algorithm.

proceeds to update the dual variables, which are mostly tg, . - :

hat the maximum power constraints are not violat In all cases, the step sizes and the initial values of the daaables
en_suret at the p ' ° ) %gscribed in Sectioh V-G2 are empirically optimized to githe optimal
Using these updated dual variables, the algorithm repbits tobjective function value in as few iterations as possiblthoagh the exact

process until the objective function valie (z) at iterationi arjlalytical' method for_ determining the qptimal step siz_ed gnitial valge_s
hes th defined th hold. which i .still remains an open issue. In our experience, the algogthonverge within
reaches the predenned convergence tnreshoid, whnich 1s g'}{%t 10 iterations when carefully chosen step sizes are employsgdrdless

by e (i) — e (i — 1) <e. of the size of the problem.
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N
1
= | PEM - PEL ST S e X RIS X PR+ X (PRI R ) 64
n=1j€G, e1€En,; e2€ER, e€én,j
N +
NGy = AT (= 1) = Oy (i) - [t PR =D 1 ST BIIT N PR (68)
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N +
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Figure 4: The optimality gap and total number of SMC groupsmfb

when employing the ESGA and OCGA, and using the parameters

Table with N = 6, K = 2, M = 2, PB,, = 20dBm, P& .
10dBm and a cell radius db.75km.

A. On the optimality and the relative complexity of ESGA and
OCGA for variousa values

Firstly, the behavior of the ESGA and OCGA as a function
of v is examined. Note in Fi@] 4 that since the ESGA is capable
of enumerating all possible SMC groupings, which satiEly (1
for the corresponding;, the optimal SE is attained. The 'nor-
malized optimality gap’ is then defined &8/5*) — 1, where
£* is the optimal SE obtained from employing the ESGA
algorithm, and3 is the SE obtained from any other algorithm.
We can see from Fid.]4, that the normalized optimality gap
of OCGA relative to ESGA is about0.005 ~ —0.1 for the
« values considered. However, the number of groups found
using ESGA is exponentially increasing with By contrast,
for OCGA, this number is always significantly lower and
gradually becomes less thaf0o, whena increases td.5. In
fact, the number of groups found by OCGA is reduced to about
3;p% of that found by ESGA atv = 0.5. This demonstrates
the viability of using OCGA in the following simulations as a
reduced-complexity near-optimum alternative to ESGA. &nd
the conditions considered in Figl. 4, the optimal ESE sotutio
is the same as the optimal SE solution, as detailed in the next
subsection. Therefore, as far as ESEM is concerned, similar
conclusions may be drawn regarding the optimality of the two
grouping algorithms.
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normalized optimality gap is only-0.074. By contrast, the

16 SEM algorithm —— achievable ESE when using the ESEM algorithm also saturates
b RPN afeorithm —- at aroundP2,, = 40dBm andPZ, = 40dBn#4. Thus, the
= 40dBm and P = 40dBm”

operating point of P2 EA

may strike an attractive balance between SEM and ESEM. Of
course, the required trade-off may be struck on a case-bg-ca

basis in practical systems.

om Additionally, the RG-EPA algorithm performs significantly

4L AN T ' worse in terms of SE when compared to the SEM algorithm,
""" 5o © g and in terms of ESE when compared to the ESEM algorithm.

Average SE [bits/sec/Hz]
oo

60 Furthermore, the RG-EPA algorithm performs even worse than
%0 the SEM algorithm in terms of ESE. Although the obtained SE
20 > R . [dBm] when using the RG-EPA algorithm is, in some cases, higher
PE _ [dBm| 00 than the SE obtained when using the ESE algorithm, this
(a) Surface plots of the achievable SE when using the SEM MESEd performance improvement comes at a great cost to the ESE
RG-EPA algorithms. performance of the RG-EPA algorithm.
_ Finally, note that although both the SE of the SEM algo-
o 3}533{%{5;; o rithm, and the ESE of the ESEM algorithm are non-decreasing
RG-EPA algorithm o as eitherPZ or P  is increased, the effect of increasing

PB ~on the SE or ESE is significantly more pronounced,
than that of applying the same increaself}, .. The intuitive
reasoning behind this is that the power available at the BS ha
a more pronounced effect on the system’s performance, since
the direct links and, more importantly, the BS-to-RN links
rely on the BS. Therefore, increasimf?,, is futile if the BS-
to-RN links are not allocated sufficient power to support the

RN-to-UE links.

o
o
—_

128

0.005

C. The achievable SE and ESE as a functionvbfand the
cell radius

10 0 0 Fig. [@ illustrates some advantages and disadvantages of
employing RNs in the cellular system considered. We observe
that the specific low values of the power constraints result i

) ] the same solutions for both the SEM and ESEM algorithms.
Figure 5: The average achievable SE and ESE of the SEM, ESEM

RG-EPA algorithms upon varyin@Z,, and P%,.. The parameters Fhis phgnomenqn WQS also shown |r_1 . 5. . .
in Table[l with N = 6, K — 10, M — 2. a — 0.1 and a cell radius  AS evidenced in Fid16(a), the attainable SE increases with

of 1.75km are used. M, which is a benefit of the additional selection diversity,
when forming relaying links. However, the attainable SEgloe
not increase substantially beyordd = 2. In fact, only an

B. The variation in achievable SE and ESE for different valuécrease 00.1% is attained for the SE wheh/ is increased
of PB and PZ from 2 to 4 at a cell radius of).75km. On the other hand,

max max

As shown in Fig[5(a), the achievable SE is monotonicallff® Cost in terms of ESE is significans(4%), as shown
increasing with P2 and PE._ when using the SEM al- in Fig. [@(b). This suggests that employing RNs does not

max max

gorithm. This is not unexpected, since the SEM algorithfPnStitute an energy-spectral-efficient technique alghout
optimally allocates all the available power for the sake dfcreases the SE of a cellular system, which is partially due
achieving the maximum SE. By comparison, we observdd the power amplifier inefficiency and owing to the non-
from Fig. [B(a) and Fig[]5(b) that both the achievable spedligible fixed circuit energy dissipation. Note furthema

and ESE of the ESEM algorithm saturate at some moderc,"il?élt bo_th the attainat_)le SE and ESE are decreasing upon
values of PP and/or PE . This is because the ESEMINcreasing the cell radius as a result of the increased Ipath-
ik e gf all the wireless links. However, this reduction is relaty

algorithm only allocates “just” enough power (that may b )
lower than the power budget values Bf, and/or P? small between a cell radius ®f75km and2.25km. The reason

for the sake of achieving the maximum ESE. On the othBfhind this phenomenon is that both the SEM and ESEM

hand, the ESE performance of the SEM algorithm is severéfg0rithms will selectively serve the UEs nearer to the BS, s
degraded upon further increasidtf?,, and/or P, after its that a similar performance may be attained without sufgrin

ESE performance reaches the peak, as shown ifiFig. 5(b). THM a substantial path-loss. This is also the reason why the

is because the ESE metric is a quasiconcave function of N in SE gleaned by employing RNs at a cell radius of
transmit powers — its numerator (i.e. the SE) increases Igy2°KM seems negligible in Fid.I6(a). Once again, the RG-

arithmically with the transmit powers, while its denomiort =74 @lgorithm performs worse both in terms of SE and ESE

increases linearly with the transmit powers. In fact, thakpe performance.

: ; ; B _
ESdE %f the SEM algorithm is attained &t;,, = 40dBm 22Note that whenP,B_ . and PE, . have low/moderate values, the SEM
and P,

e = 40dBm, as seen in Fidl] 5(b), and the associatetld ESEM algorithms share the same solutionaind S.

Average ESE [bits/sec/Hz/Joule]

PB . [dBm]

(b) Surface plots of the achievable ESE when using the SENEMESnd
RG-EPA algorithms.
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(b) Surface plots of the achievable ESE when using the SEMEMES
and RG-EPA algorithms.

Figure 6: The average achievable SE and ESE of the SEM, ESEMjure 7: The average achievable SE and ESE of the SEM, ESEM
and RG-EPA algorithms upon varyinty and cell radius, and using and RG-EPA algorithms upon varyiny and Nz, and using the

the parameters in Tablg | with = 6, K = 10, o = 0.1, P5,, = parameters in Tablg | witd/ = 2, K = 10, o = 0.1, P53, =
20dBm andP%,. = 10dBm. 20dBm, PZ,, = 10dBm and a cell radius df.75km.

D. The achievable SE and ESE as a functioiNond Nz protocol allows for achieving high-SE performance for the

Fig.[7 illustrates the effect of increasing and N on the MIMO broadcast network consisting of a BS, multiple RNs
attainable SE and ESE. Note that in a similar fashion to[Rig. &1d multiple UEs. The associated MIMO channel matrices
the SEM and ESEM algorithms attain the same solutions Were mathematically decomposed into multiple MISO chan-
the Operating region considered. neIS, which we referred to as SMCs, USing receive-BF. By

Observe from both Figgl 7(a) afd 7(b) that the attainadd®@plying ZFBF at the transmitter, the interference between
SE and ESE increase upon increasi¥ig. This is due to the SMC-based concurrent transmissions is completely elitatha
increased attainable spatial degrees of freedom at the B inProvided that perfect CSl-knowledge is available. For the
first transmission phase, which allows for more direct tranBUrPoses of obtaining a higher multiplexing gain, the SMCs
missions overall. However, both the SE and ESE are reducdB@y Pe grouped according to the semi-orthogonality cateri
upon increasingV, which suggests that increasing the numb&ronsequently, a pair of grouping algorithms were proposed,
of subcarrier blocks does not increase the average efficiefigferred to as ESGA and OCGA. The former exhaustively
of each block. This is because the power constraints are fi@merates all of the possible groupings, whereas the latte
and thus there is insufficient power for fully exploiting theédims to be a lower-complexity design alternative. Finding t
additional subcarrier blocks. However, note that bothits SE-optimal and ESE-optimal SMC groupings as well as their
and ESE do indeed increase upon increasiigwhich may associated optimal power control variables were formdlate
be explicitly seen upon multiplying the results of Fis.)7(a8S optimization problems. With the aid of several variable

and[T(b) byNW. The RG-EPA algorithm performs worse infeélaxations and transformations, these optimization lerob
both cases as expected. were transformed into concave optimization problems. Thus

the dual decomposition approach was employed for finding the
optimal solutions. We demonstrated that the OCGA consstut
an attractive alternative to ESGA, since it offers a near-
In this paper, firstly a novel transmission protocol basemptimal performance at a substantially reduced complexity
on joint transmit-BF and receive-BF was developed for theurthermore, several numerical results were presented for
multi-relay MIMO-OFDMA cellular network considered. Thischaracterizing the system’s attainable SE and ESE perfor-

VIl. CONCLUSIONS AND FUTURE WORK
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mance across a wide range of system parameters, such ag2thiee. Lo, P. Chan, V. K. N. Lau, R. Cheng, K. Letaief, R. Murand
transmit power constraints, cell radius, the number of RNs,
the number of BS antennas and the number of subcarrier
blocks. Additionally, we demonstrated that our SEM/ESEM
algorithms perform significantly better than the benchmakk!!
RG-EPA algorithm.

In our future work, we will consider unity frequency reusgz2]
multi-relay multi-cell networks. Thus, these networks are
interference-limited, rather than noise-limited. Consaatly,
improved transmission protocols and optimization methogs)
are required for managing both the intra-cell and intef-cel
interference in order to improve the system’s SE and ESE
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