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RECTIFIABLE MEASURES, SQUARE FUNCTIONS INVOLVING

DENSITIES, AND THE CAUCHY TRANSFORM

XAVIER TOLSA

ABSTRACT. This paper is devoted to the proof of two related results. The first one asserts that
if 1 is a Radon measure in R? satisfying

1
lim sup M >0 and /
T 0

r—0

p(Be,r) (B 20)|* dr
r 2r r

for p-a.e. x € RY, then pu is rectifiable. Since the converse implication is already known to
hold, this yields the following characterization of rectifiable sets: a set £ C R? with finite
1-dimensional Hausdorff measure H' is rectifiable if and only if

/1 H(ENB(z,1) H(ENB(x,2r)|" dr
0

— < o0 for H'-a.e. x € E.

r 2r r

The second result of the paper deals with the relationship between the above square function

in the complex plane and the Cauchy transform C,f(z) = [ zi.ﬁ F(&) du(€). Suppose that p

has linear growth, that is, u(B(z,7)) < cr for all z € C and all » > 0. It is proved that C, is
bounded in L?(p) if and only if

/ /wM@mB@m»_MQﬂm%Ww2ﬂ
z€Q 70

< .
" o " du(z) < cp(Q)  for every square @ C C
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1. INTRODUCTION

A set E C R? is called n-rectifiable if there are Lipschitz maps f; : R* — R%, i = 1,2,...,
such that

(1) 7W<Ew;ﬂ®%>:m

where H" stands for the n-dimensional Hausdorff measure. Also, one says that a Radon measure
v on R? is n-rectifiable if ;1 vanishes out of an n-rectifiable set £ C R? and moreover y is abso-
lutely continuous with respect to H"|g. On the other hand, E is called purely n-unrectifiable
if H*(F N E) = 0 for any n-rectifiable set ' C R%. In the case n = 1, instead of saying that a
set or a measure is 1-rectifiable, one just says that it is rectifiable.

One of the main objectives of geometric measure theory consists in characterizing n-rectifiable
sets and measures in different ways. For instance, there are characterizations in terms of the
almost everywhere existence of approximate tangent planes, in terms of the size of projections
on n-planes, and in terms of the existence of densities. To describe the latter characterization
in detail, we need to introduce some terminology.

Given a Radon measure ;1 and = € R? we denote

nx i n(B(z,r)) n (B, T))
0™ (z,u) = hgljélp ENCTST O (v, p) = hgglgfw
These are the upper and lower n-dimensional densities of p at x. If they coincide, they are
denoted by ©"(z,u) and this is called the n-dimensional densities of p at x. In the case
when 1 = H"|g for some set E C RY, we also write ©™*(x, E), O%(z, E), ©"(z, E) instead of
@n,*(x,an|E)7 @Z(x7Hn|E)v @n($7/Hn|E)a reSpeCtiveIY-
The following result is due to Besicovitch for n = 1, d = 2, to Marstrand [Mar| for n = 2,
d = 3, and to Mattila [Matl] for arbitrary n,d.

Theorem A. Let n be a positive integer and let E C R? be H"-measurable with H"(E) < oc.
We have:

(a) E is n-rectifiable if and only if ©™(z, E) exists and equals 1 for H"-a.e. x € E.

(b) E is purely n-unrectifiable if and only if O%(x, E) < 1 for H"-a.e. x € E.



RECTIFIABLE MEASURES, SQUARE FUNCTIONS, AND THE CAUCHY TRANSFORM 3

Another fundamental result concerning the relationship between rectifiability and densities
is given by the following celebrated theorem of Preiss [Pr].

Theorem B. A Radon measure pu in RY is n-rectificable if and only if the density O™(x, )
exists and is non-zero for p-a.e. x € RY.

In particular, for ¢ = H"|g with H"(E) < oo, the preceding theorem ensures the n-
rectifiability of F just assuming that the density ©"(z, E) exists and is non-zero for H"-a.e.
reb.

Quite recently, in the works [CGLT] and [T'T], the authors have obtained some results which
can be considered as square function versions of Preiss theorem. In particular, in [TT] the
following is proved:

Theorem C. Let yi be a Radon measure in R? such that 0 < O7(x,u) < O™*(z, 1) < oo for
p-a.e. x € R Then p is n-rectifiable if and only if

(1.2) /01 w(B(x,r))  p(Ba,2r)|* dr

rn — @) s <oo for p-a.e. x € R,

This theorem was preceded by the proof of a related result in [CGLT] which characterizes
the so called uniform n-rectifiability in terms of a square function similar to the one in (L2]).
See the next section for the precise definition of uniform rectifiability and the statement of this
result.

A natural question is if the condition ([.2]) above implies the n-rectifiability of E just under
the assumption that 0 < ©™*(z, u) < 0o p-a.e. If this were true, then we would deduce that a
set £ C R? with H"(E) < oo is n-rectifiable if and only if

/1 H'(ENB(x,r) H'(ENB(,2r)|* dr
0

— < oo for H"-a.e x € E.
rn (2r)n r

The arguments used in [T'T] make an essential use of the assumption that the lower density

O, (x, p) is positive. So different techniques are required if one wants to extend Theorem C

to the case of vanishing lower density. In the present paper we solve this problem in the case

n=1:

Theorem 1.1. Let u be a Radon measure in R? such that ©Y*(x, ) > 0 for p-a.e. z € Re
Then p is rectifiable if and only if

) [ | _ wBe 2y

r 2r
Corollary 1.2. Let E C R? be a Borel set with H'(E) < co. The set E is rectifiable if and

only if
1
/

I do not know if the analogous result in the case n > 1 holds.

Note that the “only if” part of Theorem [[.1] is an immediate consequence of Theorem C
above. Indeed, if p is rectifiable, then it follows easily that 0 < ©F(z, u) < ©™*(x, u) < oo for
p-a.e. © € R% So the assumptions of Theorem C are fulfilled and thus (L2)) holds.

2
dr
— <00 for p-a.e. x € RZ
r

— < oo for H'-a.e. x € E.
r

HYENB(z,r))  HYENB(x,2r)) ‘2 dr
T 2r
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In the present paper we prove the “if” implication of Theorem [Tl This combines a compact-
ness argument which originates from |[CGLT] and constructive techniques involving stopping
time conditions. One of the main difficulties, which is absent in [T'T], consists in controlling

the oscillations of the densities M as  — 0. If the power in the integrand of (L.3]) were 1
instead of 2, then this task would be significantly easier, and we could argue as in [T'T] or as in
[ADT].

In our arguments, a basic tool for the control of such oscillations of the density is the con-
struction of suitable measures o* supported on some approximating curves I'* so that, for each
k, o* has linear growth with some absolute constant and such that the L?(¢*) norm of a smooth
version of the square function in (L3]), with p replaced by o¥, is very small. The main obstacle
to extend Theorem [L.1] to higher dimensions lies in the difficulty to extend this construction to
the case n > 1.

In the final part of this paper we prove a striking connection between the boundedness in
L?(p) of the square function
1/2
2 ar
r

and the L?(u) boundedness of the Cauchy transform. Recall that given a complex Radon
measure v on C, its Cauchy transform is defined by

1
Cr(z) = dv(§),
()= [ 2
whenever the integral makes sense. For € > 0, the e-truncated Cauchy transform of v is given
by

Tp(x) =

r 2r

(/“'MGN%TD p(B(x,2r))
0

1
v(z) = dv(§).
)= [ T
Note that the last integral is absolutely convergent for all z € C, unlike the integral defining
Cv(z), in general. Given f € LP(u), one denotes C,f = C(f p) and Cpof = Co(f ). One says
that C, is bounded in LP(u) if and only if the operators C, . are bounded in LP () uniformly
on e > 0.

In the particular case when p = H!|g with H1(E) < oo, by the theorem of David-Léger [Lé],
the L?(u1) boundedness of C,, implies the rectifiability of E. So it is natural to expect some
relationship between the behaviors of the Cauchy transform of p and of the square function
Tu. The next theorem, which is the second main result of this paper, shows that indeed there
is a very strong and precise connection between the L?(u) boundedness of C,, and the L?(u)
behavior of T'u for arbitrary measures p with linear growth.

Theorem 1.3. Let pu be a finite Radon measure in C satisfying the linear growth condition
p(B(x,r)) <cr for all x € C and all r > 0.
The Cauchy transform C,, is bounded in L*(u) if and only if

(1.4)
o 2
/GQ/O ‘M(Q - f(m,r)) B #(Q : fr(:n’ 27‘)) %du(x) < CM(Q) for every square Q C C.
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The behavior of the square function T'u is related to the cancellation properties of the densities
wBen) o e C, r > 0. On the other hand, heuristically the L?(z) boundedness of C, seems to

9
be I;OFG connected to the behavior of the approximate tangents to p. So it is quite remarkable
(to the author’s point of view) that the behavior of Ty is so strongly connected to the L2(u)
boundedness of C,, as shown in the preceding theorem.
The proof of Theorem [[.3] uses a corona decomposition analogous to the one of [To2]. We
will see in this paper that, loosely speaking, the condition (I4]) is equivalent to the existence
of a corona decomposition such as the one mentioned above, which in turn is equivalent to the

L?(p) boundedness of the Cauchy transform because of the results of [To2)].

The plan of the paper is the following. In Section 2] we introduce some notation and termi-
nology and we review some results which will be needed later. Section [l contains a blow up
argument which, roughly speaking, shows that, given a ball B(z,rg), if

/”0 p(Bx,r)  p(B(x,2r)|* dr
oro

T 2r T
is very small for a big proportion in measure p of points 2 € B(zg,d 'rg), with § > 0 sufficiently
small, then the measure p is close to a flat measure in B(zg, 7). The argument is quite similar
to the one used for the AD-regular case in [CGLT] (see Section [ for the definition of AD-regular
measures). Next, in Section [l we review the construction of the dyadic cells from David-Mattila
[DM], which will be very useful for the proof of Theorem [I11
In SectionBlwe state the Main Lemmal5.1l In a sense, this lemma asserts, in some quantitative
way, that given a doubling dyadic cell R with side length ¢(R), if

/”<R> p(Bx,r) _ p(B(x,2r)|* dr
0

T 2r T
is very small for a big proportion in py-measure of the points = near R and § is small enough,
then either a big proportion of the measure p|g is concentrated on an AD-regular curve, or
“(B(f’r)) < “(B(;E}g(R))) for many points « € supp p and some r = r(z) < {(R). In the same
section, we show how Theorem [[T] follows from the Main Lemma 1] by means of a suitable
corona type decomposition.

Sections are devoted to the proof of the Main Lemma. In Sections[BH9 we introduce some
stopping cells and an auxiliary measure g and we prove some related results. In Section [I0 we
construct some AD-regular curves I'* and in Section [[2 we construct measures v* supported on
I'* which, in a sense, approximate p. Section [[4] deals with the construction of the aforemen-
tioned auxiliary measures ¥, which are supported on I'*. In this section we also obtain some
suitable square function estimates involving o*, which will be used in the subsequent section to
estimate the L?(c") norm of the density of v* with respect to ¢*. This is the main ingredient
used in Section [16] to show that there are very few stopping cells of high density, and to finish
the proof of the Main Lemma.

Sections [T7HI9 deal with the proof of Theorem [[3l By means of the Main Lemma [E.1]
in Section [I7] it is shown that if the condition (I.4]) holds, then one can construct a corona
type decomposition for p analogous to the one of [To2], which suffices to show that the Cauchy
transform is bounded in L?(p). In the subsequent section, some Calderén-Zygmund type results
are obtained for the square function operator T, f := T'(fu), which will be necessary later to
show the remaining implication of Theorem [[.3] namely that the L?(u) boundedness of Cu
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implies (). This is proved in the final Section of this paper, relying on the corona type
decomposition for p constructed in [To2].

2. PRELIMINARIES

In this paper the letters ¢, C' stand for some constants which may change their values at
different occurrences. On the other hand, constants with subscripts, such as ¢1, do not change
their values at different occurrences. The notation A < B means that there is some fixed
constant ¢ (usually an absolute constant) such that A < ¢ B. Further, A = B is equivalent to
A S B S A We will also write A =, ¢, B and A S¢, ., B if we want to make explicit the
dependence on the constants ¢; and co of the relationships “~” and “<”.

Given two lines Li,Lo C RY £(Ly, L) stands for the (smallest) angle that form L; and
Ly. Also, given x1,xo, 23 € R, L(x1,29,3) is the angle with vertex x5 and sides equal to the
segments Ty, z1 and Tg, T3.

2.1. AD-regular and uniformly rectifiable measures. A measure  is called n-AD-regular
(or just AD-regular or Ahlfors-David regular) if there exists some constant ¢y > 0 such that

cg'r™ < p(B(z,r)) < cor™  for all @ € supp(p) and 0 < r < diam(supp(y)).

A measure p is uniformly n-rectifiable if it is n-AD-regular and there exist 8, M > 0 such
that for all « € supp(p) and all » > 0 there is a Lipschitz mapping ¢ from the ball B, (0,r) in
R™ to RY with Lip(g) < M such that

w(B(x,r)Ng(B,(0,1))) > 6r".

In the case n = 1, p is uniformly 1-rectifiable if and only if supp(u) is contained in a rectifiable
curve I' in R? such that the arc length measure on I' is 1-AD-regular.

A set E C R? is called n-AD-regular if H"|g is n-AD-regular, and it is called uniformly
n-rectifiable if H"|g is uniformly n-rectifiable.

The notion of uniform rectifiability was introduced by David and Semmes [DaS1], [DaS2].
In these works they showed that a big class of singular singular integrals with odd kernel is
bounded in L?(y) if p is uniformly n-rectifiable. See [NToV] for a recent related result in the
converse direction involving the n-dimensional Riesz transform.

In [CGLT] it is shown that uniform n-rectifiability can be characterized as follows.

Theorem 2.1. Let u be an n-AD-regular measure. Then p is uniformly n-rectifiable if and
only if there exists a constant ¢ such that, for any ball B(xg, R) centered at supp(p),

/{EEB(%B) /OR u(B(z,r) ,U(B(:E,2r))‘2 i

—d <cR".
r 2r T uw) < e
2.2. The  and « coefficients. Given a closed or open ball B C RY, we set

B1,u(B) = inf M(lB) /B dis:((g’)L) du(y),
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where r(B) stands for the radius of B and the infimum is taken over all the lines L. The L™
version is the following:

) dist(y, L)
Boou(B) =inf  sup ——=—.
. L y€BNsupp p T(B)

The analogous bilateral coefficients are defined by

bﬁl,p(B):iIif[ 1 /dist(y,L) duly) + 1 / dist(x, supp p) d’l—[l(:n)},
B LNB

,u(B) T(B) T’(B) T(B)
and dist(y, L) dist( )
. dist(y, L) GQISTAL, SUpp [)
bﬂoo,u(B) - Hgf |:yeBSﬂl£1)ppu ’r’(B) * yeLNB T(B) :| .

Below we will use the so called « coefficients from [To3]. They are defined as follows. Given
a closed or open ball B C R? which intersects supp(u), and two Radon measures o and v in
Rd, we set

distp(o,v) := sup{‘ffda - ffdz/‘ : Lip(f) <1, supp f C B},

where Lip(f) stands for the Lipschitz constant of f. It is easy to check that this is indeed a
distance in the space of finite Borel measures supported in the interior of B. See [Chapter 14,
Ma| for other properties of this distance. In fact, this is a variant of the well known Wasserstein
distance W, from mass transport. Given a subset A of Radon measures in R?, we set

distp(p, A) = inﬁl distg(u, o).
S

We define )
a,(B) = ————
! r(B) u(B)
where the infimum is taken over all the constants ¢ > 0 and all the lines L. Also, we denote
by cp and Lp a constant and a line that minimize distp, (4, cH|), respectively (it is easy to

check that this minimum is attained). We also write Lp := cgH'|L 5, SO that

inf dist !
nf dis B, cH L),

an(B) = m dist (1, Lp).

Let us remark that ¢p and Lp (and so £p) may be not unique. Moreover, we may (and will)
assume that Ly N B # @.
Lemma 2.2. Let B, B’ C RY be two balls. The coefficients a,(+) satisfy the following properties:
(a) au(B) S 1.
(b) If B C B, 1(B) ~ r(B), and u(B) ~ u(B'), then ay,(B) S a(B').
(c) If n(3B) ~ wu(B) and a,(B) < c1, where ¢ is some constant small enough, then

LBQ%B#Q anch%%.

Proof. The statements (a) and (b) are direct consequences of the definitions.
Let us turn our attention to (c¢). To show that Lp N %B # & if ¢; is small enough, take a
smooth function function ¢ such that Xip < ¥ <Xip with [|[V¢lleo S 1/7(B). Then we have

IV (edist(-, Lp))|ls < 1, and since ¢ dist(-, L) vanishes on Lp, we have

' [ tondiste. L) duo)| = \ [ etondist(a. Lnydin — £0)(@)| S au(B)r(B) (B,
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On the other hand,

/ p(@)dist(z, L) dp() > dist(supp(), Lp) / o dys
2> dist(supp(p), Lp) u(3B)
~ dist(supp(p), L) u(B).

If o, (B) is small enough we infer that dist(supp(p), Lg) < r(B)/10, and so Lg N 1B # @.

Let us check now that cp ~ %. Let ¢ be a smooth function such that x15; <4 < xp and
2

V4 |lso < 1/7(B). Then
'/Wu— /wdcg

< au(B)u(B).

Thus,
/¢ dji — Ca,(B)u(B) < cp / baH'|L, < /q,z) dji + Cay,(B)u(B).
From the second inequality, we deduce easily that cg < %. From the first one, we see that if

a,(B) < c1, where ¢; is small enough, then

co [waH!|Ly = 5 ulB) - Cau(B(B) = u(B)

which implies that cp 2 & ((g)) . O

We have the following relationship between £y ,(B), bB1,,(B) and a,(B):
Lemma 2.3. Let B C R? be a ball such that u(3B) ~ p(2B). Then we have
Bru(B) < bB1,u(B) < u(2B).
In fact,

r(B)u(B) (B)? < a,(2B).

This result has been proved in the case that u is AD-regular in [To3]. Almost the same
arguments work in the present situation.

dist(y, L dist(z,
/ LB ) +/ BT SUBPL) 301, () %
B LpNnB

Lemma 2.4. Let B, B’ C R be balls with B C B’ which satisfy (3 B) ~ u(3B') = w(B'), with
r(B) ~ r(B'). Then we have

(2.1) distg (Lp N B', L N B') < Ca,(B')r(B'),
where disty stands for the Hausdorff distance. Also,

u(B')
r(B')’

(2.2) lcp — cpr| < Cay(B)

This result has also been proved for p being AD-regular in [To3], and again the same argu-
ments are valid in the present situation.
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3. A COMPACTNESS ARGUMENT
Let F denote the family of 1-flat measures, that is, the family of measures ¢ of the form
g = C'Hl‘ L
where L is a line and ¢ > 0. Given z € R% and r > 0, we denote

p(B(z,r)) — p(B(z,2r))

A =
“(l‘,T‘) r 27" 9

and for a ball B ¢ R?,

The main objective of this section is to prove the following result:

Lemma 3.1. Let € > 0 and let i be a Radon measure on R* and By C RY some closed ball.
Given § > 0, denote by G(By,d) the collection of points x € R? such that

/6 o ‘Au(xﬂ")‘Q ar < 6! @u(BO)2'
ér(Bo) T
Suppose that pu(By N G(By,d)) > 0 and that
(6 By \ G(By,6)) < 6% (67 By).
If 6 is small enough, depending only on d and €, then
a,(2By) < e.

Before proving this we will need to prove some auxiliary results and to introduce some
additional notation. For any Borel function ¢ : R — R, let

sﬁt(iﬂ)zlw (’i>7t>0

|
t t
and define
(3.1) Ayl ) = / (oely — 2) — ooy — ) du(y),

whenever the integral makes sense.

Lemma 3.2. Let ¢ : [0,00) — R be a C*> function supported in [0,2] which is constant in
[0,1/2]. Let x € R? and 0 < ry < ro. For any 1 < p < 0o we have

"2 dr 2ra dr
[ uetenr L se [ iauwnr L,

r1 r r1/2 r
where ¢ depends only on ¢ and p.

Proof. This follows by writing ¢ as a suitable convex combination of functions of the form x/g -
For completeness we show the details. For s > 0, we write

()= [ ) vt
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so that, by Fubini and changing variables,
(3.2)

Bl ) = = [ g5 (F) xonl- D s @+ [ s (57 w1 )

= _/OOO (p’(t) <% X[o,m}(\ ) xp(z) — %X[O,%R](’ ) * M($)> dt

2
:_/ to'(t) Au(z, tR) dt,
1/2

taking into account that ¢ is supported on [1/2,2] in the last identity. As a consequence, since
Jlt ¢ (t)|P'dt < 1, by Cauchy-Schwarz we get

2 p 2 9
/ EQ (1) Al tr) dt| < / A (e, tr)[P dt = / Az, s)]
1/2 1/2 r/2

2 dr 2 (2 dr 2r2 ds
[ nstenr TS [T suespas s [ auw o
1 ri Jr/2 r r1/2 S

d
|App(z, )P < p—s.

Thus

Lemma 3.3. Let 1 be a non-zero Radon measure in R®.  Then p is 1-flat if and only if
Ay(z,7) =0 for all x € supp p and all r > 0.

Proof. 1t is clear if y 1-flat, then A, (z,r) = 0 for all € suppp and all 7 > 0. To prove the
converse implication it is enough to show that p is 1-uniform, that is, there exists some constant
¢ > 0 such that

w(B(x,r)) =cr for all € supp p and all r > 0.
It is well known that 1-uniform measures are 1-flat (see [Mat2, Chapter 17|, for example).

We intend to apply Theorem 3.10 from |[CGLT], which asserts that, if p is AD-regular and
A, o(z,r) =0 for all € supp p and all » > 0, with ¢(y) = e“y|2, then p is 1-flat. To prove the
AD-regularity of p, assume for simplicity that 0 € supp p. Since A, (0,7) = 0 for all » > 0, we
deduce that u(B(0,2")) = 2™ u(B(0,1)) for all n > 1. For x € supp N B(0,n) and any integer
m < n, using now that A, (z,r) = 0 for all 7 > 0, we infer that u(B(x,2™)) = 2™""u(B(x,2")).
Since B(0,2"') ¢ B(z,2") c B(0,2""!), we have

2 L(B(0,1)) < u(B(w,2") < 2" u(B(0, 1).
Thus
22" < p(B(w,2)) < 2",
with co = u(B(0,1)). Since n can be take arbitrarily large and the preceding estimate holds for
all m < n, the AD-regularity of u follows.

On the other hand, as in ([3.2]), we have
2

Ay o(x,r)=— /1/2 to'(t) Az, tr)dt,

and so A, o (z,7) vanishes identically on supp u for all r > 0, as wished. O
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Lemma 3.4. Let u be a Radon measure in R? such that 1 < u(B(0,1)) < u(B(0,2)) < 9. For
all € > 0 there exists 6 > 0 depending only on d and € such that if

5
/ / |Ay(z, )| dp(z )dr <82,
z€B(0,6-1) r

diStB(O,Q) (,u, ]:) <eE.

then

Proof. Suppose that there exists an € > 0, and for each m > 1 there exists a Radon measure
i such that 1 < p,,(B(0,1)) < pm(B(0, 2)) <9, which satisfies

1
3.3 / / w (2, 7)| dpn () — < ;
( ) 1/m xEB(Om M )‘ ( ) m1/2
and
(3.4) dist p(0,2) (Hm, F) > €.

We will first show that the sequence {u,,} has a subsequence which is weakly * convergent to
some Radon measure p (i.e. when tested against compactly supported continuous functions).
This follows from standard compactness arguments once we show that pi,, is uniformly bounded
on compact sets. That is, for any compact K C R%, sup,,, m (K) < oo. To prove this, for n > 4,
1/4 <r <1/2, and z € B(0,1), we write

/Lm(B(072n_3)) < /Lm(B( 2" T < Z‘Au , 2k 1 )’ ,um(B(l‘,T‘))

on+2 - ong r
k=1

<Y A (2,257 )+ 4 (B0, 2)).

Integrating this estimate with respect to p,, on B(0,1) and with respect to r € [1/4,1/2], using
B3) for m big enough (depending on n) we obtain

n— 3 n+2 /2 k—1 dr
jim(B(0,273)) < 27+ [Z / /B B @27 () + 41m(B0,2)| < el

which proves the uniform boundedness of u,, on compact sets.

Our next objective consists in proving that u is a 1-flat measure. As shown in Lemma [3.3] it
is enough to show that p is a non-zero measure such that A, (z,r) = 0 for all € supp p and
all 7 > 0. Indeed, it is easy to check that 1 < u(B(0,1)) < u(B(0,2)) <9, and thus yx is not
identically zero.

To prove that A, (x,r) vanishes identically on supp u for all r > 0, we will show first that,
given any C* function ¢ : [0,00) — R which is supported in [0, 2] and constant in [0,1/2], we
have

(3.5) /0 h / () die) % 0.

The proof of this fact is elementary. Suppose that p,; converges weakly to u. Fix mg and let
n > 0. Set K = [1/mg, mo] x B(0,2myg). Now {y — ¢i(z —y) — po(z — y), (t,z) € K} is
an equicontinuous family of continuous functions supported inside a fixed compact set, which
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implies that (o — w2r) * fim, (z) converges to (¢ — @a¢) * p(x) uniformly on K. It therefore
follows that
dt

// |(pr — @ar) * () |dp(x ——hm/ / (0t — pat) * pim; ()| dpim, (z )t =0,
/mo IEGBOmo

by (B3)). Since this holds for any mg > 1, our claim (B.5]) is proved.
Denote by G the subset of those points x € supp(u) such that

oo dr
/ ’Auvso(xﬂ“)‘ — =0
0 T

It is clear now that G has full y-measure. By continuity, it follows that A, ,(x,r) = 0 for all

x € suppp and all » > 0. Finally, by taking a suitable sequence of C*° functions ¢} which

converge to xjo,1] we infer that A, (z,r) = 0 for all € suppp and r > 0, and thus y is 1-flat.
However, by condition (B.4]), letting m — oo, we have

distp(o,2) (1, F) > €,

because distp(g 2)(-, F) is continuous under the weak * topology, see [Mat2, Lemma 14.13]. So
i & F, which is a contradiction. O

By renormalizing the preceding lemma we get:

Lemma 3.5. Let p be a Radon measure in R? and let By C R? be some ball such that 0 <
w(By) < u(2By) < 9u(By). For all e > 0 there exists § > 0 depending only on d and € such

that if
(Bo) dr 14(Bo)*
|A(x,r)| dp < g/
/57“(30 /wéé 1By ( )‘ ( ) r T(BO)

distap, (1, ) < er(Bo) u(Bo)-

Proof. Let T : R? — R? be an affine map which maps By to B(0,1). Consider the measure
o= u(%’o) T#p, where as usual T#u(E) := p(T~Y(E)), and apply the preceding lemma to
. (]

then

Lemma 3.6. Let i be a Radon measure on R? and let x € R, r > 0, be such that u(B(z,7/2)) >

0. If
2r 1

iy P 71)° = < 359
then
w(B(z,2r)) <9 (B, 7).
Proof. Observe that
2r r
> Au(:zt,t)2 % = /T/2 [Au(:n,t)z + A, (x, 2t)2] % < ﬁ @u(B(x,r))2.
Denote by o the measure dt/t on (0,00). Then, by Chebyshev,

o({telr/2,m]: [A“(:E,t)2 + Az, 2t) ] >A}) < 0,(B(z,1))%

= 200\
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Thus, if we choose A\ = ©,,(B(z,7))?/100, then there exists some ¢ € [r/2,r] such that

Au(z,1)? + Ay(z, 2t) <m@( (z,7))%,

taking into account that o([r/2,r]) =log2 > 1/2. This implies that
1
HlaX(A“($, t)v A“($, 2t)) < E @u(B(ﬂj‘, 7")),
and so
|®M(B($v 4t)) - ®H(3($7 t))‘ S A“(l‘, t) + Au($7 2t) S
Then we deduce that

Ou(B(x,2r)) <20,(B(x,4t)) <20,(B(z,t)) + % Ou(B(z,1))

Ou(B(z,r)).

o] =

< <4 + %) @u(B(:E,T)) = 25—2 @u(B(ﬂf,T‘)),

which is equivalent to saying that p(B(z,2r)) < 3 u(B(z,r)). O

Proof of Lemma 3.9l We set B(xg,r9) := Byg. We will assume first that g € G(Bp,d) N
supp p. We will show that if § > 0 is small enough, the assumptions in the lemma imply that
0 < pu(Bo) < p(2By) < 9#(30) and

- dr 172 1(Bo)*
(3.6) /4&0 /M L Bl du(e) S < (aat B

Then the application of Lemma [3.5] finishes the proof (1n the case xy € G(By,0)).
The constant ¢ will be chosen smaller than 1/10, and so Lemma [3.6] ensures that

(3.7) 0 < u(2Bo) < 9 pu(Bo) < 81 (3 By).
For any = € G(By, ), we write
5717‘0 5717‘0 1/2
(3.5) [ Bl < @logs ( AN ﬁ)
dro r dro r

< (24* logé_l)l/2 Ou(B(z,7)).

For = € (46)~'By \ G(By, ) and 46r¢ < r < (46)'ry we use the brutal estimate
p(B(,(20)"'ro)) _ p(B(wo,d" 'ro))

. < < .

By integrating the estimate [B.8) on (46) !By N G(By,§) and [B.9) on (46)~1 By \ G(By,9)
and using that (6 1By \ G(By,d)) < 6* u(671By), we get
(3.10)

[ i T s et ogst e HEERIOD iy
46 ro :EE(45 1Bg r

7o

gy (B (zo,0 rp))?
4(57’0 '
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We will estimate u(B(zg,5 rg)) now. Without loss of generality we assume that § = 277,
for some big integer n. By changing variables, we obtain

P k?“ n
i OA (xo,r Z e (x dr Z A, (g, 28r)?
o u\Zo, T ) 0,7 TO/2 p\L0,

"o k=—n+1 - 1TO —n+1
Denote by o the measure dr/r on (0, oo) Then, by Chebyshev,
4

r € [ro/2,ro] Z A (z0,28r)% > A 0 9u(30)2-
“({ PESY

k=—n+1
Thus, if we choose, for instance A = §2©,(By)?, then there exists some t € [ro/2,7(] such that

> Aulwo, 2)? < 6% 0,(Bo)?,
k=—n+1

taking into account that o([ro/2,79]) = log2 > 62, for § small enough. From the fact that
A, (w0, 2%t) < 66,(By) for —n +1 < k < n, we infer that

@M(B(x(), 2n+1t)) < @u(B(l'(),t)) + ZAM(xQ, th) < QGM(B(I'(),TQ)) + (Tl + 1) 5(9#(30)
k=0

Using that n = log(671)/log 2 and that ©,(B(zo, 6 1rg)) < 20,(B(zp,2""'t)), we get
©,(B(z0,6 1 10)) < (44 ¢ logd 1) ©,(By) < 50,(By),

for ¢ small enough. This is equivalent to saying that u(B(zg,d0 1rg)) < 567! u(By). Plugging
this estimate into (B:I:(II) we obtain

o dr M
/ / 1A (2, 7)) du(z) — < (c6 (log STHY2 4 cd)
4 1‘6(4(5 1B0 T

dro

(48)"/2 u(Bo)?

For § small enough the right hand side above is smaller than o

(3:8) holds and we are done.

Suppose now that zog & G(By,d) Nsupp p. Let x1 € By N G(By,d) Nsupp p and consider the
ball By = B(x1,2rg). Since ©,(By) < 20,(By), every x € G(By, ) satisfies

, as wished, and thus

(46— YH)r(B1) 5~ 1r(By)
/ A2 2 < / A )P Y < 510,(Bo)? < (45)! ©,(By)2.
46r(By) r &r(Bo) r

and thus x € G(B1,46). Therefore,
p((46) ") BI\G(B1,48)) < p(0~ Bo\G(By,0)) < 8" (67" By) < 0" (67" B1) < (46)" (67" By).

Thus, applying the conclusion of the lemma to the ball By, with § small enough, we deduce
that o, (2B;) < €. Taking also into account that %Bl C 2By, by (1) applied to B; we have

1(2B1) < 81 (3 By) < 81 u(2By),

and thus we get

a(2By) = 1nf distop, (4, cH'|L) < 1nf distop, (1, cH' L) <

1
2rg u(2By) >0,L 2r1 u(2B1) e>0,L
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Remark 3.7. By arguments very similar to the ones used in the preceding proof, one shows
that under the assumptions of Lemma 3] for all z € G(By,d) N By, we have

B
w(B(x,r)) ~ @ r for drg <r <67 1rg,
0

assuming ¢ small enough.

4. THE DYADIC LATTICE OF CELLS WITH SMALL BOUNDARIES

In our proof of Theorem [[.1I] we will use the dyadic lattice of cells with small boundaries
constructed by David and Mattila in [DM, Theorem 3.2]. The properties of this dyadic lattice
are summarized in the next lemma.

Lemma 4.1 (David, Mattila). Let p be a Radon measure on R?, E = supp i, and consider
two constants Cy > 1 and Ag > 5000Cy. Then there exists a sequence of partitions of E into
Borel subsets Q, Q € Dy, with the following properties:

e For each integer k > 0, E is the disjoint union of the cells Q, Q € Dy, and if k < I,
Q €Dy, and R € Dy, then either QN R =@ or else Q C R.

e The general position of the cells QQ can be described as follows. For each k > 0 and each
cell Q € Dy, there is a ball B(Q) = B(zq,r(Q)) such that

weE,  AyF<r(Q) < CoAyh,
ENB(Q) CQ C EN28B(Q) = E N B(zq,28(Q)),

and
the balls 5B(Q), Q € Dy, are disjoint.

o The cells Q € Dy have small boundaries. That is, for each Q € Dy and each integer

1 >0, set
NFHQ) = {r € B\ Q : dist(z,Q) < Agk_l},
N"™(Q) = {z € Q: dist(z, B\ Q) < A;*'},
and
Ni(Q) = Nf™ Q) U N/™(Q).
Then
(4.1) p(Ni(Q)) < (C71CE> 4 A4p) ™ (90B(Q)).

e Denote by D,‘f’ the family of cells QQ € Dy for which

(4.2) 1(100B(Q)) < Co w(B(Q)),
and set By, = Dy, \ D{P. We have that r(Q) = Ag" when Q € By and

(4.3)  w(100B(Q)) < Cyt w(100B(Q))  for all 1 > 1 such that 100" < Cy and Q € B.
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We use the notation D = ;50 Dk. For Q € D, we set D(Q) = {P € D: P C Q}. Given

Q € Dy, we denote J(Q) = k. We set £(Q) = 56 Cy Ay* and we call it the side length of Q.
Note that

1
55 Co Q) < diam(Q) < U(Q)-
Observe that r(Q) ~ diam(Q) ~ £(Q). Also we call zg the center of @, and the cell Q' € Dj,_4
such that Q' D @ the parent of Q). We set Bg = 28 B(Q) = B(z,287(Q)), so that
ENsBg CQC Bg.
We assume A big enough so that the constant C’_lCO_ 3d=1 4, in (A1) satisfies
Cloy 14y > AP > 0.
Then we deduce that, for all 0 < A <1,
(4.4)
p({z € Q : dist(x, E\ Q) < M(Q)}) + u({z € 4B : dist(z,Q) < M(Q)}) < e A u(3.5By).
We denote D% = -, DY and D®(Q) = D® N D(Q). Note that, in particular, from (Z2)
it follows that -
1(100B(Q)) < Co u(Q) if Q € D,

For this reason we will call the cells from D% doubling.
As shown in [DM| Lemma 5.28], any cell R € D can be covered p-a.e. by a family of doubling
cells:

Lemma 4.2. Let R € D. Suppose that the constants Ay and Cy in Lemma [{.1] are chosen
suitably. Then there exists a family of doubling cells {Q;}icr C D%, with Q; C R for all i, such
that their union covers p-almost all R.

The following result is proved in [DM| Lemma 5.31].

Lemma 4.3. Let R € D and let Q C R be a cell such that all the intermediate cells S,
Q C S C R are non-doubling (i.e. belong to J;~oBx). Then

(4.5) p(100B(Q)) < Ay V@I 1008 (R)).

Let us remark that the constant 10 in (4.5)) can be replaced by any other positive constant if
Ap and Cj are chosen suitably in Lemma [£.1], as shown in (5.30) of [DM].
From the preceding lemma we deduce:

Lemma 4.4. Let Q,R € D be as in Lemmal[{.4 Then
0,(100B(Q)) < Co Ay " Q7R g (100B(R))

and

Z 0,(100B(S)) < ¢O,(100B(R)),
SeD:QCSCR

with ¢ depending on Cy and Ag.
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Proof. By (@.3l),
—10(7(@)-J(R)-1) L(100 B(R)) _ —10(/(@)~J(R)-1) (
©,(100 B(Q)) < 4, FI00B(Q) Ao ©,(100 B(R)) (B

The first inequality in the lemma follows from this estimate and the fact that r(B(R))
Co AT 1 (B(Q)).

The second inequality in the lemma is an immediate consequence of the first one. O

IN

From now on we will assume that Cy and Ag are some big fixed constants so that the results
stated in the lemmas of this section hold.

5. THE MAIN LEMMA

5.1. Statement of the Main Lemma. Let p be the measure in Theorem [ Tland E = supp v,
and consider the dyadic lattice associated with p described in Section @ Let F C E be an
arbitrary compact set such that

1 dr
(5.1) / / A, (z,7)? — du(r) < .
FJo r
Given @ € D, we denote by G(Q, 6,7) the set of the points = € R? such that
514(Q) d
(5.2) [ A < ne,e80)
50Q) r

The next lemma concentrates the main difficulties for the proof of the “if” implication of
Theorem [L11

Main Lemma 5.1. Let 0 < ¢ < 1/100. Suppose that 6 and n are small enough positive
constants (depending only on ¢). Let R € D% be a doubling cell with £(R) < § such that

(5.3) uw(R\ F) <nu(R), p(ABR\ F) <nu(ABgr) forall2 < X<t
and
(5.4) (6P BRNF\ G(R,8,m)) <nu(RNF).

Then there exists an AD-reqular curve I'r (with the AD-regularity constant bounded by some
absolute constant) and a family of pairwise disjoint cells Stop(R) C D(R) \ {R} such that,
denoting by Tree(R) the subfamily of the cells from D(R) which are not strictly contained in
any cell from Stop(R), the following holds:

(a) p-almost all FNR\Ugestop(r) @ is contained in I'r and moreover M‘FOR\UQEStop(R) Q is
absolutely continuous with respect to H!|r,,.

(b) For all Q € Tree(R), ©(1.1Bg) < AO,(1.1Bg), where A > 100 is some absolute
constant.
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(c) The cells from Stop(R) satisfy
Y 0u(11Bg)* i(Q) < £©,(Br) u(R)

QeStop(R)
16(@
/ / (.1 L ()
Fné—1Bg J50(Q

Let us remark that the assumption that ¢(R) < § can be removed if we assume that

// Ay(z,r) —d,u() 00,
instead of (&.1]).

We will prove the Main Lemma in Sections [6BHI6l Before proving it, we show how Theorem
L1l follows from this.

QGTree(R

5.2. Proof of Theorem [I.1] using the Main Lemma 5.3l As remarked in the Introduction,
we only have to prove the “if” implication of the theorem. First we prove the following auxiliary
result, which will be used to deal with some cells R € D such that (5.4]) does not hold.

Lemma 5.2. Let R € D be a cell such that
(5.5) (6 'BRN F\ G(R,6,1)) > nu(RNF).

Then

THUR) dr
©,(2Br)* (RN F) < —/ / Ay (z,7)? — du(z).
1BrNF J&U(R r

Proof. For all z € 6 'Br N F \ G(R,§,n) we have
LU(R) dr
/ A 2 5 0 0,(2BR)%.

5¢(R) r

Thus, integrating on 6 'Br N F \ G(R,§,n) and applying (5.5), we derive

R p dr 2 -1
/ [ A duta) = 00,2 u(57 B F\ G(R.5,m)
§—1BRrNF\G(R,5,n) 5 £(R) r
> 1 ©,(2Bp) (RN F),

and the lemma follows. O

To prove the “if” implication of Theorem [[T]clearly it is enough to show that p|p is rectifiable.
To this end, let xy be a point of density of F' and for n > 0 let By = B(xzg,79) be some ball
such that

(56) p(Bo\ F) < Pu(Bo)  and  u(3Bo) > sy n(Bo).

Taking into account that for p-almost every xg € F' there exists a sequence of balls like By
centered at xo with radius tending to 0 fulfilling (5.6) (see Lemma 2.8 of [Tod] for example), it
suffices to prove that any ball like By contains a rectifiable subset with positive u-measure.



RECTIFIABLE MEASURES, SQUARE FUNCTIONS, AND THE CAUCHY TRANSFORM 19

Denote by B! the family of cells R € D with 6~'Br C By such that
p(ABr\ F) < nu(ABg) for some A with 2 < A\ <671,
and by B? the family of cells R € D contained in By such that

W(R\F) = nu(R).
Next we show that union of the cells from B! U B2 has very small y-measure.

Lemma 5.3. We have

(5.7) u( U R)SCW(Bo)-

ReBluB?

Proof. To deal with the cells from B' we consider the maximal operator

(5.8) Mf(x)=  sup %) /B Fldp.

B ball:z€1 B :u(
This operator is known to be bounded from L!(u) to L*°(u). Note that for all x € R € B,

Then, using the first estimate in (B.6]) we get

)SCM(BO\F)

< ¢npu(Bo),
n

M( U R) < u({z € R?: Myxpy\r(z) > n}
ReB!
as wished.

To deal with the cells from B?, we argue analogously, by taking the maximal dyadic operator

dery 1
(5.9) Mif@) = s oo / Fldu.

O

Let us continue with the proof of Theorem Il From (5.7) and the fact that 1(Bo) ~ (3 Bo)
we infer that, for 7 small enough, there exists some cell Ry € D% satisfying Ry C %Bo, 0(Rp) <6,
67'Bp, C +5Bo, and

M(Ro\ U Q) > 0.
QeBluB?

We are going now to construct a family of cells Top contained in Ry inductively, by applying

the Main Lemma 5.1l To this end, we need to introduce some additional notation.

Recall that the Main Lemma asserts that if R € D®, with ¢(R) < 6, satisfies the assumptions
(53) and (5.4), then it generates some family of cells Stop(R) fulfilling the properties (a), (b)
and (c). Now it is convenient to define Stop(R) also if the assumptions (5.3) or (5.4) do not
hold. In case that R is a descendant of Ry such that R € D%\ (B U B?) does not satisfy (5.4),
that is,

p(6~'BrNF\ G(R,6,n)) > nu(RNF),
we let Stop(R) be the family of the sons of R. In other words, for R € Dy, Stop(R) =
Dr+1 ND(R).
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On the other hand, if R is a descendant of Ry such that R € D® N (B UB?) (note that this
means that some of the inequalities in (5:3) does not hold), we set Stop(R) = @.

Given a cell @ € D, we denote by MD(Q) the family of maximal cells (with respect to
inclusion) from P € D%®(Q) such that 2Bp C 1.1Bg. Recall that, by Lemma F2} this family
covers pi-almost all Q. Moreover, by Lemma[.4lit follows that if P € MD(Q), then ©,(2Bp) <
cO,(1.1Bg).

We are now ready to construct the aforementioned family Top. We will have Top = (J,~, Top;.
First we set N

Topy = {Ro}-
Assuming Top;, to be defined, we set
Topen= J U MD@.
ReTopy, QeStop(R)

Note that the families MD(Q) with @Q € S(R), R € Top,, are pairwise disjoint.
Next we prove a key estimate.

Lemma 5.4. If ¢ is chosen small enough in the Main Lemma, then

1 T
G.10) 3 €28 u(R) < 20,28k u(ko) +elen0) [ [ Ayl L duto)
ReTop FJO

Proof. For k > 0 we have

> 0u2Be)uP)= Y. > > @(2Bp) p(P).

PeTopy, 41 ReTopy, QeStop(R) PEMD(R
From Lemma [4.3] we infer that any P € MD(Q) satisfies @H(ZBP) <c0,(1.1Bg). So we get
(5.11) > 0u@BpPu(P)<c > > 0,(11Bg)’ n(Q).
PeTopy 1 ReTop,, QeStop(R)

If the conditions (5.3]) and (5.4]) hold, then (c) in the Main Lemma tells us that
(5.12)

2 2 1Z(Q 2 dr
S 0,(11B)*u(Q) < £ 6, 2Br)*u(R)+ / W ().
QE€Stop(R) QGTree Fré—1Bq J5(Q)

In the case R ¢ B'UB? and p(6-'BrN F\ G(R,, 77)) > nu(RNF), recalling that Stop(R)
is the family of the sons of R, we derive

S 0,(11B0)? Q) < cO,(2BR)? u(R).
QEeStop(R)

On the other hand, by Lemma

o dr

~14(R)
0,(2Br)? u(R) < 20,(2Br)? f(RN F) < _/5 . /M Al dpe),

taking into account that pu(R) < 2u(RNF), as R ¢ B2, n < 1/2. So (BI2) also holds in this
case, replacing c(¢) by 2/n%.
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Finally, if R € B' U B2, by construction we have
> ©u(1.1Bg)* w(@) =0,
QEeStop(R)
since Stop(R) = &.
Plugging the above estimates into (5.11]) we obtain

> ©u(2Bp)*u(P) <ese Y 0u(2Br)*u(R)

PeTopgq ReTopy,

IZ(Q o dr
cem) D D /m . /5 )2 dp(w).

ReTopy, QeTree(R ¢Q)
Choosing ¢ such that ¢3¢ < 1/2, we deduce that

(5.13) > ©,(2Br)* u(R) < 20,(2Bg, )
ReTop

IZ(Q g dr
en S Y /WBQ/M L),

ReTop QeTree(R @)

By the finite overlap of the domains of the last integrals for Q € D(Ry), we derive

15
dr
/ / v, i)
Fné—1Bg J56(Q
14(@ 5 d

< Z/ ) du(a)

Hep /Fns1Bg J50(Q)

//Amr L du(a)

which together with (B.I3) yields (5.10]). O

RETop QETree(R)

From the preceding lemma we deduce that for p-a.e. © € Ry,
(5.14) > ©u(2Bg)’ < .
ReTop:z€R
For a given x € RO\UQ€B1U132 @ such that (5.14) holds, let Ry, Ry, Ra, ... be the cells from Top
such that x € R;. Suppose that this is an infinite sequence and assume that Ry D R4 D B2 D ...,

so that for each i > 0, R;1+1 € MD(Q) for some @ € Stop(R;). From the property (b) in the
Main Lemma and Lemma [£.3]it follows that

©,(B(z,7)) <c©,(2Bg,) for {(Riy1) <7 <U(R;),
with ¢ depending on the constant A. As a consequence,
O (z, 1) < ¢ limsup ©,(2Bg,).

1—+00
From (5.14]), we infer that the limit on the right hand side above vanishes and so ©*(z, i) = 0.
So we have shown that for any = € Ry satisfying (5.I4]), the condition ©Y*(z, ) > 0 implies
that the collection of cells R € Top which contain x is finite.
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Given R € Top, denote by Top(R) the collection of cells from Top which are strictly contained
in R and are maximal with respect to the inclusion. That is,

Top(R) = U MD(Q).

QeStop(R)

Note that by the property (a) in the Main Lemma and the above construction, if R € Top\B!UB?
and (5.4]) holds, then there exists a set Zr of u-measure 0 and a set Wr C I'g such that

(5.15) RczZruwru |J @
QETop(R)

with p|w, being absolutely continuous with respect to Hler. On the other hand, if R €
Top \ B! U B? and (5.4) does not hold, then

(5.16) R=Zpu |J @
QETop(R)

for some set Zp of p-measure 0.
Suppose now that ©%*(x, ) > 0, that

(5.17) x6R0\<U Zr | Q),

ReTop QeBluB?

and that (B.I14) holds. Note that the set of such points is a subset of full y-measure of Ry \
UQeBluB2 Q. Let R,, be the smallest cell from Top which contains z. Since x & UQ631U32 Q,
we have R, ¢ B' U B2 So either (5.I5) or (5.16) hold for R,. Since x ¢ Zg, and = does not
belong to any cell from Top(R,,) (by the choice of R,,), we infer that we are in the case (5.15)
(i.e. Ry, is a cell for which (5.I5) holds) and x € Wg, C I'g,. Thus the subset of points = with
OL*(x, u) > 0 satisfying (517) and (B.I4) is contained in |J, Wg,, which is a rectifiable set
such that '“‘Un Wr,, 18 absolutely continuous with respect to H!. O

6. THE STOPPING CELLS FOR THE PROOF OF MAIN LEMMA [5.1]

6.1. The good and the terminal cells. The remaining part of this paper, with the exception
of Sections [I7HIY], is devoted to the proof of Main Lemma 5.1l We assume that the constants
Ap and Cj from the construction of the dyadic lattice of David and Mattila are fixed (unless
otherwise stated) and we consider them to be absolute constants. On other hand, we will keep
track of the parameters ¢, §, n, A in the statement of the Main Lemma.

The main task in this section consists in the construction of the stopping cells from D, which
later will be used in the construction of the curve I'r of the Main Lemma.

First we introduce the notation G(Q1,Q2,0,n) for Q1,Q2 € D and 4, > 0. This is the set
of the points z € R?% such that

5716(@2) dr
(6.1) / Ao Y < 00,(2Bo,)
54(Q1) r

Note that G(Q,Q,4,7) = G(Q,d,7).
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Let R € D be as in the Main Lemma 5.1l We denote xy = zr (this is the center of R) and
ro = r(BR), so that B(x,r9) = Br, and thus

R C B(IEQ,TQ), ro ~ E(R)

Now we need to define some families of stopping cells which are not good for the construction
of the curve mentioned above. Let A,7 > 0 be some constants to be fixed below. We assume
7 to be very small, with 7 < 10730 say, and A > 100. Moreover, we let K > 100 be some big
absolute constant (probably K = 10 suffices) which depends on the ambient dimension d but
not on the other constants d,7, 7, A. The reader should think that

(6.2) n<i<T< A < K« 1.

e A cell Q € D belongs to BCFy if £(Q) < ¢(R) and either
WQ\F) > 12 u(@Q) or  p(ABg\ F) > n'/? u(ABg) for some 1.1 < A < 51/2,
e A cell Q € D belongs to LDy if (Q) < ¢(R), Q ¢ BCF, and
0©,(1.1Bg) < 7©,(BRg).
e A cell Q € D belongs to HDy if £(Q) < ¢(R), Q ¢ BCFy, and
0,(1.1Bg) > A©,(1.1Bg).
e A cell Q € D belongs to BCGy if Q ¢ BCFyU LDy U HDy, /(Q) < ¢(R), and
w6 ?Be N F\ G(Q,R,6",m) > nu(6~*By N F).
e A cell Q € D belongs to BSAq if Q € BCFyU LDyU HDyU BCGYy, £(Q) < {(R), and

5-16(P)
S o [ e Lz ne,
pepigepcr MIBP) Jionr Jsurp) r

Next we consider the subfamily of BCFyULDyUH DyUBCGoU BSA of the cells which are
maximal with respect to inclusion (thus they are disjoint), and we call it Term. We denote by
BCF the subfamily of the cells from Term which belong by BC'Fy, and by LD, HD, BCG, BSA,
BSS the subfamilies of the cells from Term which belong to LDy, HDy, BCGy, and BSAy,
respectively. Notice that we have the disjoint union

Term = BCFU LD UHD UBCG U BSA.

The notations BCF, LD, HD, BCG, and BSA stand for “big complement of F”, “low density”,
and “high density”, “big complement of G”, and “big sum of A coefficients”, respectively; and
Term for “terminal”.

We denote by Good the subfamily of the cells Q C B(xg, 15K7o) with £(Q) < ¢(R) such that
there does not exist any cell Q' € Term with ' D Q. Notice that Term ¢ Good while, on the

other hand, R € Good.
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6.2. Some basic estimates. The following statement is an immediate consequence of the
construction.

Lemma 6.1. If Q € D, ¢(Q) < {(R), and Q is not contained in any cell from Term (and so in
particular, if Q € Good), then

TQH(BR) § @“(1.1BQ) § A@u(BR)

Lemma 6.2. If Q € D, Q C B(zo, K%rg), £(Q) < ¢(R), and Q is not contained in any cell
from Term (and so in particular, if Q € Good), then

(6.3) n(aBq) < c(a) p(Q)

for any a > 1 such that r(a Bg) < 6~3/*r(Bg), assuming that the constant Cy in the construc-
tion of the lattice D in Lemma [{.1] is big enough.

Proof. First we will show that

(6.4) 1(aBg) < c(a) u(3.3Bq)
for a as in the lemma. Since @ is not contained in any cell from BCF U BSA, we have

1 §1(Q) dr
p(1.1Bo\F) < n'? u(1.1Bg) and m/ / Ap(a,r)? —du < 16.(Br)*.
H\LL5Q) J11BonF J54(Q)
Thus

5714(Q) it
/ / Ay (z,t)? " du <10,(Br)* 1(1.1Bg) < 27 0,(Bgr)? u(1.1Bg N F).
1.1BoNF J54(Q)

Hence there exists yo € 1.1Bg N F' such that

i(®)) o dt )
/ Au(yo,1)” - du < 21 0,(BR)”.
54(Q)

Take 7 such that 2.2r(Bg) < r < §~1(Q)/2. For these r’s we have B(yo,r) D 1.1Bg and thus
Qu(B(ZIO,T)) > C(Tv 5) QM(BR),
and thus, by Lemma [3.0]
(6.5) #(B(yo, 2r)) < 9pu(Blyo, 7)) for 2.2r(Bg) <r < 071(Q)/2.
Iterating this estimate we deduce that
w(B(yo,ar)) < cla) u(B(yo,r)) < c(a) n(3.3Bg) for ar < 5714(Q) /4,

since B(yo,2.2r(Bg)) C 3.3Bg. Applying this estimate also to the ancestors of @, (6.4) follows.
Observe that ¢(a) does not depend on Cj.
To prove (6.3)) it is enough to show that

(6.6) u(3:3Bg) < c(Q).
Note that by the property [@3) of the cells of David and Mattila, if Q € D\ D®, then
(6.7) 1(3.3Bg) = (28 - 3.3B(Q)) < u(100B(Q)) < Gyt u(100?B(Q))  if Co > 100.
By (6.4), for a cell @ satisfying the assumptions in the lemma we have

1(100°B(Q)) < cu(3.3Bg)
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with ¢ independent of Cy. Thus (6.7) does not hold if Cy is chosen big enough. Hence Q € D%
and then

1(3.3Bq) < u(100B(Q)) < Co u(B(Q)) < Co u(Q),
and so (6.6]) holds. O

Remark 6.3. Let Q be as in the preceding lemma. That is, Q € D, Q C B(zg, K%rg),
Q) < {(R), and @ is not contained in any cell from Term. We showed in (G.0) that there
exists some yg € 1.1Bg N F such that

1(B(yo,2r)) <9u(B(yo,r))  2.2r(Bg) <r <5 M(Q)/2.
From this estimate it follows that
(6.8) u(bBg) < C(a,b) pla Bg) for 3.3<a<b< 1/

with the constant C'(a,b) independent of the constant Cj from the construction of the David-
Mattila cells. This fact will be very useful later. On the contrary, the constant in the inequality

(66]) depends on Cy.

Lemma 6.4. If n is small enough (with n < &), then

u< U Q)Scn1/4/~c(R)-
Q

eBCF:QCR

Proof. The arguments are similar to the ones of Lemma 5.3l Denote by B}Q the family of cells
@ € D which are contained in R and satisfy

#(ABg \ F) > n'/? u(ABg)
for some 1.1 < XA < 6~Y/2, and by B% the family of the ones that are contained in R and satisfy

W@\ F) > n'? u(@Q).

To deal with the cells from Bll% we consider the maximal operator M,, (which is a variant of
M,, introduced in (5.8))):

M. f(z) = su / du.
/(@) BballEGBﬂ(l-lB) 1.1B|f| a

Similarly to M., this operator is bounded from L!'(u) to LY*°(u). It turns out that for all
z € Q € B, MsXes-1728,\p(T) 2 n'/2, because §~/2Bg C ¢~ Y/?Bpg, for some absolute
constant c. So we have

u( U R) < p({r € RY: M 51725, p(x) = 0'/?})
ReBE,

w(cdY2BR\ F _
& ( i \F) < cn1/2,u(65 1/233).
By Lemma [6.2] we know that

(¢~ V2 BR) < ¢(8) w(R).
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Hence,

1
(6.9) u( U R) <) 02 p(R) < 5 ' p(R),
ReB},
assuming 7 enough (depending on §).
To deal with the cells from B%, we argue with the maximal dyadic operator M? defined in
(G9). Indeed, since every @ € B is contained in {z € R?: MdXR\F(x) > n'/2}, we have

(6.10) u( U R) <pu({ze RY . deR\F(SU) > 771/2}) < c“(flikm < ent? u(R).
ReB%

Adding the estimates ([6.9) and (610) the lemma follows. O

Lemma 6.5. For all QQ € BCG,
5~14(R)
@u(BR)Q,u@_l/zBQ) < 32/ / Ay (z,r)? dr du(x).
N Js—1BonF J5¢(Q) r
Proof. For all z € 5~ 'Bo N F \ G(Q, R, ,n) we have

§~10(R) dr
/ Apler)? 5 0 0,(Br)?.
34(Q) r

Thus, integrating on 6~ *Bg N F \ G(Q, R, d,n) and taking into account that @ € BCG we get

§~10(R) ) dr ) .
/ [ A T duta) 2 00,(Br) u(™ Bo N F\ G(R.6,1)
d=1BQNF\G(Q,R,5,n) J5£(Q) r

> n? ©,(Br)? w6 Bo N F).

Since Q@ ¢ BCF, we have u(67'/2Bg N F) > (1 — n*/?) u(6=2Bg) > %,u(é_l/ZBQ), and the
lemma follows. U

6.3. The regularized family Reg and the family Qgood. The cells from Term have the
inconvenient that their side lengths may change drastically even if they are close to each other.
For this reason it is appropriate to introduce a regularized version of this family, which we
will call Reg. The first step for the construction consists in introducing the following auxiliary
function d : R? — [0, 00):
(6.11) d(@) = inf (le =20l + Q).
Note that d(-) is a 1-Lipschitz function because it is the infimum of a family of 1-Lipschitz
functions.

We denote

Wo = {z e R?: d(x) = 0}.

For each = € E'\ W, we take the largest cell @, € D such that x € Q, with

1
(6.12) Q) < g5 inf d(y).
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We consider the collection of the different cells Q,, z € E\ Wy, and we denote it by Reg.
Also, we let Qgood (this stands for “quite good”) be the family of cells @ € D such that @ is
contained in B(xg,2K7rg) and Q is not strictly contained in any cell of the family Reg. Observe
that Reg C Qgood.

The family Stop(R) described in the Main Lemma is made up of the cells from the family
Reg which are contained in R. That is,

Stop(R) := D(R) N Reg.

To simplify notation, from now on we will write Stop instead of Stop(R) and, analogously, Tree
instead of Tree(R).

Lemma 6.6. The cells from Reg are pairwise disjoint and satisfy the following properties:

(a) If P € Reg and © € B(zp,500(P)), then 104(P) < d(x) < cl(P), where ¢ is some
constant depending only on Ag. In particular, B(zp,50((P)) N Wy = &.

(b) There exists some absolute constant ¢ such that if P,P" € Reg and B(zp,50¢(P)) N
B(zp,50¢(P")) # @, then

cHU(P) < U(P) < cl(P).
(¢) For each P € Reg, there at most N cells P' € Reg such that
B(zp,500(P)) N B(zpr, 504(P")) # @,

where N s some absolute constant.

(d) If x € B(wo,3Kro), then d(z) ~ |z — xo|. Thus, if P € Reg and B(zp,50((P)) ¢
B(x, %K’r’o), then £(P) 2 Krg.

Proof. To prove (a), consider = € B(zp,50¢(P)). Since d(-) is 1-Lipschitz and, by definition,
d(zp) > 60£(P), we have
d(z) > d(zp) — |x — zp| > d(zp) — 50£(P) > 104(P).

To prove the converse inequality, by the definition of Reg, there exists some 2’ € ]3, the

parent of P, such that
d(2') < 60£(P) < 60 Ag £(P).
Also, we have
|z — 2| < |z — zp| + |zp — 2| < 50L(P) + Ao £(P).
Thus,
d(z) <d(Z") + |z — 2| < (50 + 61 Ag) £(P).

The statement (b) is an immediate consequence of (a), and (c) follows easily from (b).

Finally, the first assertion in (d) follows from the fact that all the cells from Good are con-
tained in B(zo, 15K79), by definition. Together with (a), this yields that if B(zp,504(P)) ¢
B(zg, $Krg), then £(P) > Kry. O

Lemma 6.7. Every cell Q € Reg with QQ C B(xy, %OKTO) is contained in some cell Q' € Term.

Proof. Suppose that ) is not contained in such a cell Q. This means that Q € Good. Then,
by the definition of d(-) in (G.I1), for every z € @ we have d(z) < diam(Q) + £(Q) < 24(Q).
Thus, by (612), /(Q.) < £(Q), and so Q & Reg. O
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Lemma 6.8. There exists some absolute constant cqy > 2 such that for every cell Q € Qgood
contained in B(xg,2K rg) there exist Q' € Good such with £(Q") = £(Q) such that 2Bg C c4Bg.
Further the following holds:

T@H(BR) S @u(C4BQ) ,S AQH(BR).

Proof. The first statement is consequence of the construction of the family Reg. The second
one follows from the first one, together with the doubling properties of 1.1B¢ (by Lemma [6.2])
and the fact that

70,(Br) <0,(1.1By) < AO,(BR).

O

Lemma 6.9. If Q € Qgood and Q C B(xo, K rg), then there exists some ball EQ containing

2Bq, with radius T(EQ) < 5 4(Q) (where c5 > 1 is some absolute constant) which satisfies the
following properties:

a) Denote by G Bo) the subset of points = € R? such that
Q

5-1/2r(Bg) _
/ A, ) E <t e, (B
§1/2r(Bg)) r

Then we have N N
w6~ By \ G(Bg)) < n'/* w6 "/*By),

and moreover ,u(EQ N G(EQ)) > 0.
(b) Ifeg > 0 is some arbitrary (small) constant, assuming n and 6 small enough (depending
on €g), we have

a,(2Bg) < &o.
(¢) For any a > 1 such that r(a EQ) < 63/ (Bg).

maBq) < c(a) p(Bg).

Proof. By the definition of the cells from Qgood, there exists some Q" € Good such that 2Bg C
¢ By, for some absolute constant ¢ > 2. Since @’ is good, by construction it satisfies

u(5_1/2BQ/ \ F) < n'/? ,u(5_1/QBQ/)
and
W V2By N FA\ G(Q, R, 82 1)) < nu(6~/* By N F).
From these two estimates we infer that
(62 Bo \ G(Q', R, 6", ) < 20" u(671* Bg).
Further, by Lemma 6.2 if n < § we get 2n'/2 (672 Bg/) < u(Bgr), and thus
w(Bo NG(Q', R, 62,m)) > 0.
The first assertion of the lemma follows if we take EQ = B¢y, noting that G(Q', R, 82 ) c

G(EQ) if 77 is small enough depending on 7 (using that ©,(Q’) > 7 ©,(R)). The second assertion
is an immediate corollary of the first one and Lemma [3.I] The last one follows from Lemma
0.2) O
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From the preceding results, we obtain the following easily. We leave the proof for the reader.

Lemma 6.10. Given g9 > 0, assume that n and § are small enough. If Q € Qgood and
Q C B(x0,2K rg), then there exists some absolute constant cg > 4 such that, for any a > cg
such that a £(Q) < {(R),

(6.13) TOu(Br) < OulaBq) < AOu(BR)
and
(6.14) au(aBq) < €o.

7. THE MEASURE /7 AND SOME ESTIMATES ABOUT ITS FLATNESS

We consider the set

(7.1) E = B(z0,2Kro) N <WO u |J [4BpPNFNG(PR, 51/4,77)}).
PcReg

Then we set
= pl g
Our first objective consists in showing that, in a sense, u(E N B(zg, 2Kr) \ E) is very small.

Lemma 7.1. If P € Reg, then we have
p(ABp \ E) <n'/* u(cr Bp),

with c; = 5cg (where cg appears in Lemma [6.10), where c7 is some absolute constant, and we
assume 1n mall enough.

Proof. Note that

n(ABp \ E) < p(4Bp \ (F N G(P, B, 8"/, m)),
By the definition of the cells from Reg, there exists some cell () € Good with ¢(Q) ~ ¢(P) such
that 4Bp C cg Bg, where cg is some absolute constant. Since ¢(Q) =~ ¢(P), we deduce that

G(Q,R,6'% n) C G(P,R,6Y*, 1), and thus
(7.2) p(ABp \ (FNG(P, R, 8", n))) < u(67?Bo \ (FNG(Q, R,6"2,m))).
To estimate the right hand side above we take into account that since @@ ¢ BCF,
w(d 2B \ F) < n'/? w(6'*Bg),
and as @ ¢ BCG,
wd?Be N F\G(Q, R, 8" m) <nu(6~/*Bon F).
So we get
(2B \ (F N G(Q. R.0'2 ) < p(67/2Bg \ F) + n(3~"/*Bo N F\ G(Q, R.5"/, 1)
<2 u(?Bg) + (6~ ?Bo N F)
< 20V/2 u(6712Bg).
Gathering the estimates above, we obtain

u(ABp \ E) < 20'? u(6712Bg).
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By Lemma [6.2] we know that
u(6712B) < c(8) u(Bq) < c(6) AGL(R) Q).
On the other hand, since ¢; > cg, by Lemma [6.10],
p(er Bp) 2 1O, (R)U(P) Z 7O,(R) Q).

Thus we derive N
w(4Bp \ E) < ¢(6)n'/? A7 u(er Bp).

If n is small enough, we get the desired conclusion. O

Lemma 7.2. Let Q € Good and let a > 2 with r(aBg) < K{(R). Denote by B(aBq) the
subcollection of cells P from Reg which intersect aBg and satisfy

(7.3) n(4Bp) < n'"p(c7 Bp).
Then we have

> w(P) <"t paBy),
PGB(G,BQ)

Proof. Note first that every P € B(aBg) satisfies 7(P) < cr(aBg). In fact, @ contains either
some point from Wy or some cell P’ € Reg, and if P were too big, we would have too close cells
with very different sizes (or a cell and a point from Wp), which would contradict the properties
(a) or (b) of Lemma As a consequence of the fact that r(P) < cr(aBg), we infer that
P C daBg, for some absolute constant ¢’.

We consider two types of cells P € B(aBg). We set P € Bi(aBg) if u(P\ F) > 1 u(P), and
P € By(aBg) otherwise. Taking into account that @ ¢ BFy (because () € Good), we derive

S uP)<2 Y w(P\F)<2u(caBo\ F) < en2u(caBo).
PeBi(aBg) PeBi(aBg)

By Lemma [6.2] we have u(cd'aBg) < ¢’ p(aBg), and so we get

(7.4) > ulP) <en'? p(aBg) < %771/4 p(aBg).
PeBi(aBg)

Now turn our attention to the cells from By(aBg). Take P € By(aBg) such that p(P) > 0.
We claim that for every x € Bp

4err(Bp) dt
(7.5) / A, (2, t)? — 2 ©,(c;Bp)?.
2r(Bp) t

To see this, note first that for such z and for 1 < ¢ < 2 we have B(x,tr(Bp)) C 4Bp. Let N
be the minimal integer such that e¢;Bp C B(z,2Nr(Bp)) for every € Bp. Obviously, N is an
absolute constant depending on c;. We write

¢ '0,(c;Bp) — ¢0,(4Bp) < ©,(B(z,t2Nr(Bp))) — ©,(B(z,tr(Bp)))
N-1
< |0u(B(z, t2°r(Bp)) — ©,4(B(z, 125 r(Bp))|.
k=1
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From the assumption (Z3)) it turns out that the left hand above is comparable to ©,(c7Bp).
Therefore, we deduce that

N-1 N-1
0u(crBp)* < ¢ Y |Ou(B(x, t2"r(Bp)) — ©,u(B(z, t2"*'r(B =c¢ Y Au(x, 125 (Bp))?,
k=1 k=1

with the constant ¢ possibly depending on N and thus on c;. Integrating with respect to

€ [1,2], (TH) follows easily.
Integrating now ((.5]) with respect to p on PN F and recalling that u(P) ~ u(PNF), we get

4c7r(Bp) ) dr )
| P du(2) 2 ©,(crBp)? (PO F)
PNF J2r(Bp) r

~ O,(crBp)? W(P) Z ¢(A, 7) ©,u(BR)” u(P).

Consider S(P) € Good such that P C 4Bg(p) and £(S(P)) ~ £(P). Then, for § small enough,

we have
5715(S(P)) 4077‘ Bp
/ / Ay(z,r) —d,ux >/ / )zﬁdu(az)
4Bg(pyNF J5L(S(P)) PNF J2r(Bp) r

2 (A, 7) ©,(Br)* u(P).

Since £(P) ~ £(S(P)) and P C 1.1Bg(py, for a given S € Good, the number of cells P € D such
that S = S(P) does not exceed some fixed absolute constant. Moreover, it is easy to check that
S C caBg for some fixed ¢ > 1. Then we infer that

IZ(S dr
(7.6) ©.Br)?> Y. wP)<c(A7) / 5P 2 ).
PeBa(aBg) SGGood SCcaBg 1.1BsNF J§¢(S)

We estimate the right hand side above using the fact that the good cells are not in BSA,. For
a big positive integer k > J(Q), we write

15(5 dr
/ v, L i)
1.1BsnF Jse(S)

B u(T) TS e
B Z Z S /11330F 19 ) du()

SeGood: J(S)<k TE€Dy: ()
SCCG,BQ TCS

S ourn Y 1 " pute o)
<c p 7/ / R
(1.1Bg) 1.1BgnF Jse(S) ! "

S EGood J(S
SCcaBQ

TEDy: S€Good:T'CSCcaBg ©
TCcaBg
1
<c Z 77®u(BR)2 w(T) <en QH(BR)2 m(aBgq) < ) 771/4 @u(BR)2 n(aBg).
TEDk:

TCcaBg
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Since this holds uniformly for all k£ > J(Q), we derive

-1
) Z(S)A 2ﬁd <l 1/4@ B 2 B
2 (a2 dpl@) < 50 0,(Br)? wlaBo).
S€Good:SCcaBg L1BgNE J5L(S)

This estimate, together with (Z4]) and (Z.8]), proves the lemma. O

Lemma 7.3. Let Q € Good and let a > 1 be such that r(aBg) < K {(R). Then

p(aBg \ E) < n'/'° u(aBy),

assuming 1 small enough.

Proof. Denote by A(aBg) the subfamily of the cells from Reg which intersect aBg \ E. We
have

waBo\B)< Y u(P\B)
PeA(aBg)

We distinguish two cases according to wether or not the cells P belong to B(aBg) (this is the
family of cells introduced in Lemma [T.2)). For the cells P € A(aBg) which belong to B(aBg),
we have shown that

(7.7) > wP) <M p(aBg).
PEB(aBQ)

For the ones that do not belong to B(aBg), by Lemma [[.1] and the finite superposition of the
balls 4Bp, P € Reg, we have

> u(P\ E) <n'/* > p(c7 Bp)

PeA(aBg)\B(aBg) PeA(aBg)\B(aBg)

< ptftyTt/10 > p(4Bp)
PE.A(GBQ )\B(GBQ)

< ?73/20N< U 4BP>-
PGA(G,BQ)\B(GBQ)

The same argument used in the previous lemma for the cells of B(aBg) shows that the cells
from A(aBq) are contained in /aBg, for some absolute constant ¢’. Thus we have

u( U 4BP> < e’ p(daBg) < ¢'P* p(aByg).
PEA(aBQ)\B(aBQ)

Adding this estimate and (7.7]), the lemma follows, assuming 1 small enough. O

Notice that, by the preceding lemma, we have

(7.8) fi(aBg) > (1 — n*/1%) u(aBg) for Q € Good, a > 1, with r(a Bg) < K {(R).
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Lemma 7.4. Let Q € Qgood and and let Q' € Good be such that 2Bg C 2B¢ and £(Q) ~ £(Q’).

For any y € QN E, we have

(7.9)  w(B(y,r)) ~ u(B(y,r)) =

Further, if u(Q) > 0, then

(7.10) (2Bq) ~ p(2Bq) ~ ju(Q).

As a consequence, for any @ € Qgood such that i(Q) > 0, we have
©:(2Bq) 2 7Ou(Br).

Q")
0Q")

ro for 3Y54(Q) <r < min(6724(Q), SKU(R)).

Proof. By the definition of E, either y € Wy or there exists some P € Reg such that
y € 4Bp N QN G(P, R, 6" n).

In the latter case, from Lemma it follows that ¢(P) < /(Q) ~ £(Q'). Together with the
definition of G(P, R,5'/*,n) in (6.1)), this yields

5~ Y49(R) 5 dr 5~ Y4(R) , dr ) _2 )
Auy,r)” — < Au(y,r)" — <nOu(2Br)" <cnT " 0,(2Bg/)".
cs1/4 0Q) r §1/4 L(P) r

In the case that y € Wy, it is immediate to check that the last estimate also holds. So in any
case, by Remark B.7] we get

(7.11) u(B(y.r)) ~ M)

UQ")
assuming 7 and 0 small enough. This proves one of the comparabilities in (.9). For the
remaining one, we apply Lemma [Z3 Indeed, for 6%/°4(Q) < r < min(6~1/24(Q), 3K((R)) we
have B(y,r) C a Bg, for some a > 0 such that ar(Bg/) < min(6~"/%r, K{(R)) (assuming K
big enough if necessary), and thus

u(B(y,r)\ B) < n(aBoy \ B) < 7% u(aBoy).
Arguing as in (Z11]), we easily get p(aBg) < u(B(y,r)) ar(Bg)/r, and then we obtain
~ Bor
p(B(.r)\ B) < ' u(Bly.r) L) < 1057175 (1),

Thus, assuming 1 < &, we deduce that i(B(y,r)) = w(B(y,r) N E) ~ u(B(y,r)) and so we are
done with ([7.9).

To prove (7.10), we take y as above and note that, in particular, by (Z.9) pu(B(y,r(Bg))) =
u(B(y,r(Bg))) ~ u(Q"). Since B(y,r(Bg)) C 2B, this implies that

fi(2Bq) ~ n(2Bq) =~ n(2Bg) ~ u(Q').
The last statement of the lemma follows from (ZI0) and the fact that ©,(2B¢/) 2 7©,(Br).
O

r for edVAU(Q) <1 < e VH(R),

Lemma 7.5. For given eg, €, > 0, if n and ¢ are taken small enough, the following holds for
all Q € Good and a > 1 such that r(a Bg) < 3K ((R):

(7.12) ay(aBg) S eo and o;i(aBg) < .



34 XAVIER TOLSA

Proof. The first estimate in (7.12]) has already been seen in (6.14]).
To show that ag(a Bg) < £(, take a 1-Lipschitz function f supported on aBg. Then we have

[ fan- [ 55 <20t Bo)ta 5o\ By < 24 r(aBo) ula B

by ([Z8). Thus, dist, g, (1, 1) < 20t/ r(a Bg) p(a Bg), and so
au(aBo) < ap(a Bg) + 20" <,
if ) is taken small enough. O

Remark 7.6. From the preceding proof, it follows that if cg, Ly minimize o, (aBg), then

distq B, (11, ¢ HllLQ) < cgg.
In next lemma we extend the result stated in Lemma to the cells from Qgood.

Lemma 7.7. For given gg, €, > 0, if n and § are taken small enough, the following holds for
all Q € Qgood with [i(Q) > 0 and a > 2 such that r(a Bg) < 1K {(R):

(7.13) au(aBg) S eo and oji(aBg) < .
Proof. Let S € Qgood be such that 2Bs C aBg and r(aBg) ~ {(S), and let Q" € Good be such
that aBg C 2Bg and £(Q’) ~ r(aBg). Since 2Bg C 2Bg and ¢(Q') =~ ¢(S), by Lemma [T.4] we
have /1(2Bg) ~ (1(2B¢q). As 2Bs C aBg C 2Bg, we infer that

1(2Bs) ~ p(aBq) ~ n(2Bq).
Then we deduce

a,(aBg) < cayu(2Bgr) and az(aBg) < cop(2Bg),

and by Lemma [.5] we are done. O

We also have:

Lemma 7.8. Lete] > 0 be an arbitrary (small) constant. Let QQ € Qgood be such that 1(Q) > 0.
If4<a <6 and r(a Bg) < 1K ((R), then

1
bﬁoo,ﬁ(aBQ) < 6/0,7
assuming 6 and n small enough. In fact,

dist(z, L dist(z, supp i
ist(z, Lq,q) n sup ist(z, supp 1) <

7.14 <
( ) z€aBg T(a BQ) z€L, gNaBg T(a BQ)

where Lq g is the same line minimizing o, (2aBg).

Proof. We can assume o, (2a Bg) < €, with € as small as wished if 7 and ¢ are small enough.

As shown in Lemma [2.3] this implies that

1 dist(y, La,0) dist(z, supp p1) 1 n
7.15 7/ AU ZaQ) 1y +/ CISUL, SUPDL) a1, () < el
1) aBe) fus, aBa) MWT ) s @B Ut lea(®) S0
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From Lemma and the subsequent remark we also have
1 dist(y, La,Q) -~ dist(z, supp 1) 1 n
) e [ ey [ SRS gt (e) S <.
ILL(CL BQ) Bg T(CL BQ) La,gNaBg T(CL BQ)2 ?

Moreover, minor modifications in the proofs of these results show that the ball a By can be
replaced by 3a Bg in (ZIF) and (7I6]), at the cost of worsening the constants implicit in the
“<” relation.

We will now estimate the first sup on the the left hand side of (7.14]). To this end, recall that
f= |5, take x € ENaBg \ La,q and set

1
d, = 3 min(dist(x, Lqq), r(aBg)) ~ dist(z, L,,qQ)-

Then we have B(z,d,) C 3a Bg, and thus

L[ dt) s ) B
1(3a Bg) 3aBg r(3a Bg) ~ r(3aBg)u(3aBg) ~ r(aBg) u(aBg)

(7.17)

By Lemma [7.4] we have

w(B(x,r)) ~ M(;S?) r 2 TO(BR)T for 6'/54(Q) < r < min(67°4(Q),r(aBg)).

So we infer that if d, > §'/°£(Q), then u(B(z,d;)) 2 7 0,(Br) d, and by (TI7),

1 dist(y, La, 70,(Bg)d? A7t rd?
Wz [ a0 ) 5 TOMIRG St
p(3aBq) J3ap, (50 Bq) r(aBg) ulaBg) ~ r(aBg)

Therefore,
do < ()2 A7 r(a Bo),
and then in either case
dy < max(51/5 0Q), c(eM?Ar r(a Bg)) < max(51/5, (em1/2A ) r(aBg).
Taking the supremum on all x € EN a Bg, we deduce that

dist(x, L,
(7.18) ap U Lag)

gmax (51/5, (E///)l/2AT—1 )
x€supp piNa By T(a BQ) ( 0 )

To estimate the second sup on the left side of (ZI4), take = € Lqo N aBg, and let d, =
dist(z, supp fi). Then it follows that for all y € L, oN2a BoNB(z,d,/2), dist(y,supp fi) > dy /2.
Thus,

dist i dy HY(B(z,d,/2) N 3a B d,)?
66’2/ is (;’,suppzu) s, (2) > ( (a:3 / )2 2a Bg) > ?f ) .
LognsaBy T(3aBg) r(3a Bq) r(3a Bg)

Taking the sup on all the points x € L, o N aBg, we obtain

dist(z, supp fi
(719) sup —IS (x Subp M) S 66//1/2
xELa,QﬂaBQ T(a BQ)

The lemma follows from (ZI8)) and (ZI9)), assuming 1 and § small enough. O
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From now on, we assume that for some small constant £y > 0, we have
(7.20) au(aBg) <eo, az(aBg)<co, bBsnlaBg) < eo,

for any @ € Qgood with i(Q) > 0 and for a > 2 with r(a Bg) < $K ¢(R). To this end, we will
need the constants § and 7 to be chosen small enough in the Main Lemma.

8. THE MEASURE OF THE CELLS FROM BCF, LD, BSA aAnND BCG

Recall that
Stop = Stop(R) = D(R) N Reg.
To prove the property (c) stated Main Lemma [5.J] we have to estimate the sum
> ©u(1.1Bp)? u(P).
PeStop(R)

According to Lemma [6.7, this sum can be split as follows:

PeStop Q€eD(R)NBCF PeStop:PCQ QeD(R)NLD P&Stop: PCQ QeD(R)NHD PeStop: PCQ
DS SR SR S
Q€eD(R)NBCG P&Stop: PCQ Q€eD(R)NBSA PeStop: PCQ
where we denoted ... = 0,(1.1Bp)? u(P). In this section we will estimate all the sums on the

right hand side above, with the exception of the one involving the cells @) € HD.
Regarding the sum involving the family BCF, we have:

Lemma 8.1. If n is small enough, we have
S S 0u(L1BR2u(P) S 1 0,(Br) u(R).
Q€eD(R)NBCF P&Stop: PCQ
Proof. Recall that, by Lemma [6.4]
u< U Q> <en'* u(R).
QEBCF:QCR

On the other hand, by Lemma [6.8] any cell P € Stop satisfies ©,(1.1Bp) < AO,(Bg), and
thus

3 S 0u11Bp)u(P) SA6LBR? Y. w@)

Q€eD(R)NBCF P&Stop: PCQ QeD(R)NBCF
S An'*©,(Br)® w(R) S 1'/° ©,(Br)? u(R).

Concerning the family LD we have:
Lemma 8.2. We have
S Y 0,(1Bp)? u(P) S A2V 0,(Br) u(R).

Q€eD(R)NLD PeStop: PCQ
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Proof. Let @ € D(R)NLD. To estimate the sum } pegiop.pco 0,(1.1Bp)? u(P) we distinguish

two cases according to wether £(P) > 71/2¢(Q) or not.

Suppose first that ¢(P) > 71/24(Q). If the parameters Ay, Cp in the construction of the
David-Mattila cells are chosen appropriately (with 1 < Cy < Ap), then 1.1Bp C 1.1B¢ and so
it follows that

©,(1.1Bp) < ) 0,(1.1Bg) <7 Y270,(Bg) =~ 7Y/20,(Bg).

~UP)
Therefore,
(8.1) > 0u(1.1Bp)* u(P) £ 7O,(Br)* u(Q).
PeStop: PCQ

For the case when ¢(P) < 7'/2¢(Q) we will use the small boundaries condition of Q. By
Lemma 6.6 we have d(x) < 71/24(Q) for all z € P. Since P C Q ¢ Good, then we deduce that

dist(P, E\ Q) < 7/2¢(Q).

Thus, by ([£4),
(8.2)
> 0u(11Bp)u(P) S A*O,(Br)* Y. u(P) < ArY10,(Br)? 1(35Bg).
PeStop: PCQ PeStop: PCQ
oP)<TH20(Q) dist(P,E\Q)<1/24(Q)

Next we claim that if there exists some cell P € Stop contained in @ such that ((P) <
/2 £(Q), then @ is doubling, i.e. @ € D%. Indeed, by the definition of Reg, assuming 7 small
enough, the existence of such cell P implies the existence of some cell Q' € Good such that
Q") = L(P) and 3.3Bg C 1.02Bg. Taking a suitable ancestor of @', we deduce that there
exists some Q" € Good such that 3.3Bg» C 1.05B¢ and £(Q") = ¢(Q).

Let a > 3.3 be the maximal number such that a Bgr C 1.1Bg. Notice that r(a Bgr) >
r(1.1Bg) —r(1.06Bg) = 0.057(Bg). By Remark[6.3], we know that (bBg») < C(a,b) u(aBgr)
for 3.3 < a < b < 67120(Q), with C(a,b) not depending on Cy. So we have

with ¢ independent of Cjy. By arguments analogous to the ones of Lemma [6.2] this implies that
Q € D%, Indeed, if Q &€ D%, we have

u(11Bg) = u(28 - L1B(Q)) < u(100B(Q)) < Cy ' u(1002B(Q)),

while by (8.3]),
1(100°B(Q)) = p(55 100* Bg) < p(400Bg) < cu(1.1Bg),

and so we get a contradiction if Cj is assumed big enough in the construction of the David-
Mattila cells.
Since @ is doubling, we have ;(3.5Bg) < p(100B(Q)) < cu(B(Q)) < c(Q). Then, by (8.2),
we deduce that
Y Ou(1L1Bp)* u(P) S A2 711 0,(Br)’ 1(Q).

PeStop: PCQ

((P)<T/20(Q)
Together with (RI), this yields the desired conclusion. O
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Next we will deal with the cells from BSA:

Lemma 8.3. We have

§1(Q
1 dr
Z Ou(Br)* Q) < - / / z,7)? - du(z).
QEBSA:QCR UQeTree L1BoNF J54(Q
Proof. Recall that the cells Q € BSA satisfy
dr
2 1B / / z,7)* = dp = n©,(Br)”.
PGD:QcpCR P) Ji. 1BpNF J§¢(P)
So we have
1 :“ dr
2. BRI Q< > > / / r.r)* T dp(a).
QEBSA: QETerm PeD: 1.1BpNF J§¢(P) r
QCR QCR QCPCR

Denote now by Tree the family of cells P which are contained in R and are not strictly contained
in any cell from Term. By interchanging the order of summation, the right hand side above

equals
1Z(P dr
1(Q)
/ [ R TON S
—_ J1.1BpnF J§4(P) QcTerm: u(P)
QCP
—1
_1 / / “P 2d
- pl,r du
77 Z 1.1BpNF J§4(P ) (=)
PeETree
Since Tree C Tree, we are done. O

Now we turn our attention to the cells from BCG:

Lemma 8.4. Suppose that 0 is small enough. Then we have

dr
S 0,.(Br)2u(Q) S 677 6,(Bg)? Z / / 2,12 Y dua).
QEBCG: QeTree §=1BQNF /3% 4(Q) "
QCR

Proof. We need to distinguish three types of cells from BCG:

e Q € BCG; if Q € D(R) and £(Q) > 6*4(R).

e Q € BCGy if Q € D(R), £(P) < §*4(R), and dist(Q, E \ R) < § /(R).

e Q € BCG3if Q € D(R), £(P) < §*4(R), and dist(Q, E \ R) > § /(R).

First we will estimate the measure of the cells from BCGy. To this end we will use the fact
that R has “small boundaries”. More precisely, recall that by (44]) we have
p({z € R: dist(z, E\ R) < M(R)}) < A2 u(R).

By definition, every cell QQ € BCG, satisfies

Q C {x e R:dist(z, E\ R) < (6 +cd*) ¢(R)},
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and thus
> w(@) < p({z e R:dist(z, E\ R) < (6 + 6" L(R)}) S (04 ¢6)? u(R) S 6% w(R).
QeBCGs
To deal with BCGy recall that the cells Q € BCG satisfy

(84) (62BN F\G(Q R.6"2,0) 2 (5 2Bg N F) > L u(6-12Bg) > 1 u(Q).

where we used that Q € BCF for the last inequality. Taking also into account that

8§~ 1/20(R) dr
(8.5) / Ay(z,r)? — >n0,(2Bg)? for all = & G(Q, R, 62, ),
51/24(Q) r

by Chebyshev we infer that

Q) < %M(5_1/2BQ NF\G(Q, R.6"2, 1))

2 / /6 1/2¢(R) , dr
<2 A, )2 2 du(a).
n? ©u(2BR)? Js-1/2B50F J51/200Q) ula)” = d()

Using that £(Q) > §*¢(R) for Q € BCGy, we infer that

) - 1 571/25(}3)A 2dr
> etu@sy [ / ol L )

QEBCG, T oéece, /9 51/20(Q)

o~ 1/25(R dr
<L / / v, L),
1BrNF J§50(R)

Finally we will estimate the measure of the cells from BCGs. To this end we consider the
function

671€(R) d (5715(R) d 1/2
f@)= 3 ( /6 Am,r)?{) xPnF<x>+< /0 Aula,r)’ ) XHOF\Up gy P (2):

PeStop 24(P)
We claim that
(8.6) QC{zeR?: M, f(x) > 1n*?0,(2Br)}  forall Q € BCGs,

where M, is the maximal operator introduced in (5.8]). To prove the claim, consider @ € BCGg
and notice that by (8.3
(8.7)

1/2

STHHR) o dr / 1/2 —1/2 1/2

Ay(z,r)* — >n'°0,(2Bg) forall x € 7 /*Bg N F\ G(Q, R,/ n).
§1/24(Q) r

Let us see that

F) I/QZ(R) 1/2
dr
(88) f(z)> </5 A (1) 7) for all 7 € 5-12Bo N F\ G(Q, R, 6V/2,n).

1/20Q)
Suppose first that = belongs to some cell P € Reg. Then, by the construction of the family Reg,

(8.9) UP) < cd20Q) < 67H(Q) < 3*U(R).
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This implies that
dist(P, E \ R) > dist(Q, E \ R) — diam(6~*/?Bg) — diam(P)
> 0U(R) — co V254 U(R) — ¢8° U(R) > 0,

assuming ¢ small enough, and thus P C R, which in particular tells us that P € Stop. Further,
from (89) it also follows that §2/(P) < §/24(Q). Hence ([B3F) holds in this case. If z €
§712Bg \ Upereg P+ (B.8) follows by an analogous argument (just letting £(P) = 0 in the

preceding estimates).
From (87) and (BS), we infer that

f(z)>n'?0,02Bg) forallz c s V2Bon F\G(Q,R, 62 1),
and as (84]) also holds in this case, we obtain

1 1,
_ > %20 ,(2B
1(6=2Bg) /6 1/2BoNF fle) du() 2 2" #(2Bn)

which proves (8.0]).
From the claim just proved and Chebyshev we deduce that

> OB uQ S Y o [ Ms@lautn) 5 [ M nt) 5 5 [ 157w

QeBCG3 QEBCG
To conclude with the family BCG3 it just remains to note that

) 5 (R d 5~ 1(R) 2d7’
[ira= 3 [ / P duta) + [ [ e duto)
PNF J&2¢(P RNF\Upestop P /0

PeStop
5-10(8)
/ A, & )
824(S)

PeStop S: PCSCR/P”F
51e(S) dr
+f > [ e T dut)
RmF\UPeStopPS r€SCR 624(S)

-y /[ /m 7 o7 2 .

S€Tree

Gathering the estimates we obtained for the families BCG;, BCGs and BCG3, the lemma
follows. O

By combining the results obtained in Lemmas [R.1] 8.2 8.3l and [8.4] and taking into account
that ©,(1.1Bg) < A©,(Bg) for all Q € Stop(R), we get the following.

Lemma 8.5. If n and § are small enough, then

> 0,(1.1BQ)? u(Q) S A* (' + 7'/ + 5'/2) ©,,(Br)* n(R)

QED(R):
QCBCFULDUBCGUBSA

Z /5 BQmF/55z(Q )2%@(@'

Q ETree
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9. THE NEW FAMILIES OF CELLS BSf3, NTerm, NGood, NQgood AND NReg

To complete the proof of the Main Lemma [B.1] it remains to construct the curve I'r and
to estimate the sum }ocp(p)rnp 2 Pestop: P ©,(1.1Bp)? u(P). To this end, we need first to
introduce a new type of terminal cells. Let M be some very big constant to be fixed below (in
particular, M > A7~!). We say that a cell Q € D belongs to BSp if Q ¢ BCFy U LDy U
HDyU BCGyU BCAy, Q) <{(R), and

(9.1) > Bui(2Bp)* = M.

PeD:QCPCR

Next we consider the subfamily of Term U BSfj of the cells which are maximal with respect
to inclusion (thus they are disjoint), and we call it NTerm. We denote by BSS the subfamily of
the cells from NTerm which belong by BSSy. The notation NTerm stands for “new term”, and
BSS for “big sum of 3's”. Note that

NTerm C Term U BSpB.

The definition of the family BSfBy, and so of BS3, depends on the measure pi. This is the
reason why BSfBy and BS/ were not introduced in Section [6, like the others cells of Term. The
introduction of the new family BSg is necessary to guaranty the lower Ahlfors-David regularity
of the measures oy in the forthcoming Section [I4l

Similarly to Section [6, we denote by NGood the subfamily of the cells @ C B(xq, %KT())
with £(Q) < £(R) such that there does not exist any cell @ € NTerm with @’ D Q. Notice that
R € NGood, NGood C Good, and NTerm ¢ NGood.

We need now to define a regularized version of NTerm which we will call NReg. To this
end, we proceed exactly as in Section [6l First we consider the auxiliary 1-Lipschitz function
d: R4 — [0, 00):

(9.2) dw) = inf (e = 20l + 1(Q).

We denote
NWy = {z € R?: d(z) = 0}.
For each = € E'\ NW| we take the largest cell Q, € D such that = € @, with

1.

1@ < g5 o)
We denote by NReg the collection of the different cells Q,, x € E'\ Wy. Further, we consider the
subcollection of the cells from NReg with non-vanishing pi-measure and we relabel it as {Q; }ier-
Also, we denote by NQgood the family of cells @ € D such that @ is contained in B(xzq,2Kr()
and @ is not strictly contained in any cell of the family NReg. Note that NReg C NQgood.
Moreover, since d(z) > d(z) for all x € R, it follows that NQgood C Qgood. Thus all the
properties proved in Sections [0 and [ for the cells from Qgood also hold for the ones from
NQgood.

The following result and its proof, which we omit, are analogous to the ones of Lemma

Lemma 9.1. The cells {Q;}ier are pairwise disjoint and satisfy the following properties:
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(a) If z € B(zq,,500(Q;)), then 104(Q;) < d(z) < cl(Q;), where ¢ is some constant de-
pending only on Ag. In particular, B(zg,,500(Q;)) N NWy = @.
(b) There exists some constant ¢ such that if B(zq,,50(Q;)) N B(2q,,50¢(Q;)) # @, then

Qi) < UQ)) < cl(Qy).
(c) For each i € I, there at most N cells Q;, j € I, such that
B(ZQN 50€(Qi)) N B(Zij 50€(Qj)) #* 9,

where N is some absolute constant.

(d) If x & B(xo, gKro), then d(z) ~ |z — xq|. As a consequence, if B(zq,,500(Q;)) ¢
B(zo, 3Kro), then £(Q;) 2 Kro.

10. THE APPROXIMATING CURVES I'*

In this section we will construct somes curves I'* which, in a sense, approximate supp i on
B(xo, %K r9) up to the scale of the cubes {Q;}icr. This curves will be used to show that the
measure of the cells from HD is small.

The curves I'* are constructed inductively in the following way. Let

do = diam(suppﬁ N B(xo, iKTo)),

and take z4,zp € suppp N B(xo, %KT()) such that |z4 — 2| = do. The curve I'! is just the
segment L} with endpoints :1:(1] =z4 and z} = 2p.

) For k > 1 we assume that I'* contains points z4 = xlg, x’f, . ,:E’ka_l, :L"’ka = zp from supp N
B(xy, %KT‘(])) and that I'* is the union of the segments Lf = [m?_l, :Eﬂ, for j=1,...,N;. Then
I'**1 is constructed as follows. Each one of the segments Lf ,j=1,..., Ny, that constitutes I'*

is replaced by a curve Fé‘? with the same end points as Lf by the following rules:
(A) T HN (LK) < 2= (k+1/2 gy we set Ik =Lk

B) If there exists some cell Q;, i € I, such that 2Bo. N L* # @ and H'(L¥) < £(Q;), then
Qi 7 J
we also set Fé‘? = Lé‘?.

(C) If the conditions in (A) and (B) do not hold, that is to say, if ’Hl(Lf) > 2= (k+1)/2 g
and also ’Hl(Lf) > £(Q;) for all i € I such that 2Bg, N Lf # &, then we consider the

mid point of the segment Lf , which we denote by zf , and we take a point pg? € supp
such that

(10.1) 1p5 — 25| < ceg HA(LE).

The existence of pf is ensured by the fact that the ball B centered at w?_l with radius

27—[1(L§) satisfies b i(B) < €0 (recall that the end points of L;? are w?_l and x? and
they belong to supp ). This follows from the fact that if @@ € D is the smallest cell
containing 3:;?_1 such that £(Q) > ’Hl(Lf) and 3:;?_1 belongs to some cell Q;, ¢ € I, then

we have Q; C @, and so we can apply Lemma [Z.8 to (). Then we set
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. _ kL k41 k+1 _k+1 _ .
The points z4 =y, 7 ... y TN, 5 Ty, = ZB are obtained from the sequence
E _k k k
Tos Tye- 5 TN —15 TNy

?_1 and a;? when F? is constructed as in (C), for every

j € [1, Ng], and relabeling the points from the resulting sequence suitably. Note that in the

cases (A) and (B), the segment L? will coincide with some segment Li“ from I'*+1 while in

k+1
h+1°

Lotk 17 k+1 1
57-[ (L7) <H(Ly"™) < 5172
both for ' = h and A’ = h + 1. In the cases (A) and (B) we say that Lﬁ“ is generated by L;?
and in the case (C), that both Lffl and L]flﬂ are generated by Lf .

We will call the points z4 = a:'g, a:'f, .. ,xftvk_l, x?vk = zp vertices of T'¥.

Next we define the auxiliary map Il : I'* — I'*+1 as follows. Given = € Lé‘?, we let I (z) be

just by inserting the point pg? between x

the case (C) Lf is replaced by two new segments LfLH, L satisfying

H (L),

the unique point in Fé‘? C T*+1 whose orthogonal projection to L? is . In particular, note that
if F;? = L;?, then Ilx(z) = x. To simplify notation, we denote Eg? = ’Hl(Lf). Observe that the
condition (A) guaranties that

(10.2) th >0 2240 forallk>1,1<j < Ny

We denote by pg? the line which contains Lg? .
Also, we consider the (open) ball

BY = B(2}, 0F)

(recall that z;‘? stands for the mid point of Lé“) Observe that Lé‘? C %B_Jk By the argument just

below ([I0.J]), it is clear that EN 1—10 B]I-€ %+ & is g¢ is small enough. By Lemma [7.4] this guaranties
that if @) € Good fulfils 2Bg N B;? # & and £(Q) =~ r(B;?), then

(10.3) p(§BY) ~ u(B}) ~ p(2B) =~ u(Q),

assuming 7, § and g small enough. That such a cell ) exists follows easily from the construction
of T¥ and (b) in the next lemma.

Lemma 10.1. The following properties hold for all Lf c Tk, with k> 1:
(a) Ifx € Lé‘?, then
i (z) — | < ce 6?.
(b) If there exists some Qi,, ig € I, such that dist(QiO,Lé‘?) < 24‘? +20(Q;,), then
59? ~ max (£(Qs), 2_k/2d0).
(c) If there exists some point x € NWy (i.e. d(z) = 0) such that dist(z, Lf) < 25?, then
E? ~ Z_k/2d0.

(d) If LY satisfies dist(L?,LfL) < 26?, then 6;? ~ fE
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Proof. The statement in (a) is an immediate consequence of (I0I]). To prove (b), consider a

sequence of segments [z4, 2] = L}l, L?z, e ,Lé‘?k = Lé‘?, so that for each m L;’"bmtll is one of the
segments that form I'7" (in particular, we may have L;’jntll =L7).

Suppose first that in the construction described above, the option (B) holds for some m =
1,...,k. That is, there exists some cell Q;, ¢ € I, such that 2Bg, N LT # @ and ”Hl(L;-’}n) <
0(Q;). Take the minimal index m € [1,k| such that this holds. By construction, we have
Lm =™t — =% So

Im Im+1 Tt J°

(10.4) 05 < 0(Qi).

Note now that L;?Z;ll # LT (otherwise this would contradict the definition of m). Suppose

that :E;'jnill Is a common endpoint both of L7 and L;’Z;ll. Then

dist(«" " ,2Bq,) < £ < £(Qy),

which implies that azg'fr;ll € B(zg,,500(Q;)). From Lemma [0.1] we infer that J(x;?nill) > 0 and
that there exists some i’ € I such that 33;’?,;11 € Qy with £(Q}) ~ ¢(Q;). Since the option (B) in
the construction of I';,,_1 does not hold for L;’Z;ll, we have Hl(ijnlll) > 0(Q;). Thus

k_ m . ym—1 ~ '
Ej - Ejm ~ Ejmfl > E(Qi') ~ E(QZ)-

Together with (I0.4)), this estimate shows that
(10.5) 05~ 0(Q;).
Moreover, the fact that L;’Z;ll # LT also implies that the option (A) does not hold for m — 1,
and thus Hl(L;'jnill) > 27"/2d,. Hence,
=~ 2-m/2q, > 27k/2,.
That is, E;? ~ max(£(Q;), 27/2dy) if the option (B) of the algorithm holds for some m. Moreover,
if Q;, is as in (b), by (I0.4) we get
dist(Qs, 2Bo,) < dist(Qsy, L) + £F + dist(L}, 2By,)
<208 +20(Q;0) + 05 +0 < 30(Q)) +20(Qi),
which implies that B(zq,,50((Q;)) N B(zq,,,50(Q:,)) # @. So £(Q;) =~ {(Qi,) and Eg? ~

max(£(Qy, ), 27/2dy), as wished.
If the option (B) does not hold for any m € [1, k], then we claim that

E? ~ Z_k/2d0.
This follows easily form the fact that 6}1 = dy, and for any m we have:
o If (1 < 27(MTD/2qy then ("1 = .
o If ¢ > 27(mTD/2gy then Lom < 7t < Logm

Im+1 m jm'
We leave the details for the reader.
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To complete the proof of (b) it remains to check that £(Qy,) < A1 27%/2dy for some absolute
big enough constant A;. Suppose not and let Q;, i’ € I, such that 335';_,11 € ;. Then we have

dist(Qiy, Qi) < 0¥ + dist(Qiy, L) < 305 4+ 20(Qi) < c27%2dy +24(Qs) < (%1 + 2) UQiy).
For A; big enough this tells us B(zq,,(Q:)) N B(zq,,¢(Qi)) # @ and thus

Q) ~ (Q;) > Ay 27F/2d,.

So £(Qq) > Ay 27k/24, for A; big enough, which is not possible in this case (as we assumed
that the option (B) does not hold for any m € [1, k]).

_ The statement in (c) can be considered as a particular case of the one in (b). Indeed, when
d(z) = 0, one can think that of the point x as a cell from the family {Q;};c; with side length
0. We leave the details for the reader.

Finally we turn our attention to (d). So we consider Lf and L¥ such that dist(L;?, LF) <2 65?
and we have to show that 4‘? R~ Eﬁ. We intend to apply the statement just proved in (b). If
E;? ~ 27k/24) and EfL ~ 27k/24) we clearly have Eg? ~ Eﬁ. Suppose now that E;? > Ay EfL for some
big constant A;. By (b) this implies that E;? > ¢ Ay 27%/2dy and so there exists some cell Q;,
i € I, such that dist(Lf, Q;) < 26? +24(Q;) with £(Q;) ~ Ef. Then we have

dist(Lf, Q;) < dist(Lf, L) + €5 + dist(L¥, Q;) < 20% + 0% + 205 +20(Q;) < et < — ¢

>

c
A2
Assuming As big enough again, this yields dist(L¥, Q;) < 2% and then, by (b),

0 2 0Qi) ~ 6.
So we get EfL ~ 4?.

If we suppose that E;? > Ay E’fl, by interchanging the roles of j and h we derive analogously
that E? pe Ez, and thus E;? ~ Eﬁ. O

Remark 10.2. Note that, from the statements (b) and (c¢) in Lemma [[0.]], in particular one
deduces that if dist(z, Lf) < 25?), then

K;? ~2 max(cj(x), 2_k/2d0).

Since d(z4) = d(zp) =~ K r¢, for every k > 1 we have
(10.6) o~ Eﬂ“vk ~dy~ Kry.

Lemma 10.3. For allk > 1 and 1 < j < Ng, supppu N 2B§‘? is contained in the (caoﬁé‘?)—
neighborhood of the line pé? (recall that Bf = B(zf,@?)). Moreover, if L¥ satisfies dist(L?, L) <
26?, then

distH(,of N 23;“, pr N QB;?) < &g E;?.

In particular,

(10.7) Lk, ) S e
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Proof. For k > 1 and 1 < j < Ny, consider the ball B;‘? = B(z f,ﬁf) and the segment Lf with
endpoints x] LT ]? € supp pi. Suppose that g(xf_l) > 0. Then there exists some cell Q;, 7 € I,
such that m]_l 6 Qi. By (b) in the preceding lemma, 65? 2 £(Q;). So there exists some cell
P D Q; such that 4Bp D 2B, with ((P) ~ (. By Lemma [Z.8 and (Z.20),

(10.8) bfc,i(P) < <0.
Moreover, since the endpoints of Lé‘? are both in supp i and 4‘? ~ ((P), it easily follows that
(10.9) distH(pf N4Bp,pp N4Bp) < ¢ Poo(P)L(P) < ceg b(P),

where pp stands for a best approximating line for b3, z(P). From this fact and (I0.8]) one
infers that supp N 2B§‘? is contained in the (e 6?)—neighborhood of pg? . The proof is analogous

The second statement of the lemma follows as above, just taking the cell P big enough so
that 2B§‘? U2B¥ C 4Bp, still with £(P) ~ 4‘?. We leave the details for the reader. 0

Next we intend to show that each curve I'y, is AD-regular, with a constant uniform on k. The
lemma below is the first step.

Lemma 10.4. For fited k > 1 and j € [1, Ny, the only segment of the family {L}}1<p<n, that

intersects the open ball %B]k = B( f, 54“) is Lk In other words,

1 pk k_ 1 npk k

g BiNTy=35B;NL;.
Proof. Suppose that the statement above does not hold and let us argue by contradiction.
Consider the least integer k£ > 1 such that there exists h,j € [1, Ni], with h # j, such that
(10.10) NiBF £ 2.
By construction, we must have k£ > 2. By the preceding lemma, for each m € [1, Ny_1 —
1], the angle between the lines pf~! and pf,;rll is bounded by ceg. This implies that either
K(azk__l xk-1, a:lfnjrll) is very close to 0 or very close to . Since LF~! does not intersect 1B7I;+11,

m—17"m
this angle must be very close to w. That is,

(10.11) £ (zF 2kt ekl — 7] < eo.

—1:Tm
Because of the way I'* is generated from I'* 1, we infer that the angles £(z¥ _,, 2% aF ) are
also very close to 7 for all m € [1, Ny, — 1]. As a consequence, if Lh and B;? satisfy (I0.I0]), then
|h — j| > N(eo), where N(gp) is some big integer depending only on £y which tends to oo as
ggp — 0.
Consider the segments Lfl,_l and L;?,_l which generate LfL and Lf respectively. Notice that

h—9 1
W—J’,’>%—1ZZN(EO)=

for N(gg) big enough (i.e. g small enough). Take y € LQO%B]]? and y’ € Lfl,_l with 1 (y') = v,
so that

ly—y/| Seolly ! meo by ~ eg lh,
by Lemma [I0.1] (a), (¢). By Lemma [I0.3, we deduce that

dist g (pf N Bf,pf N B]k) Seo Kf,
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and so dist(y, Lfﬂ %Bf) Seo 4‘?. Thus, there exists some x € Lé‘?ﬂ %B]k such that |z —y| < e 4‘?.
We take now z’ € L?,_l such that II;_;(2’) = z, which, in particular, implies that
lz —2'| < e 6?.
Then we have )
2 —yf| < |/ — x|+ ]z —yl+ ]y -y < ceo l < 1—0£§71,
assuming €g small enough. Therefore,
k—1 ~ 3 pk—1
Lh/ m Z B]/ # Q.
Then from Lemma [10.3] we deduce that
: k—1 k=1 k-1 k—1 k—1
dlStH(pj, N2B;, p,~ N2B ) < g0l

From this estimate and (I0.I1]) we infer that there exists some h” € [1, Ni_1], with |h” —h'| < ¢19
(where c1¢ is some absolute constant), such that

(10.12) Ly'niBiT £ @

The fact that |[h” — h'| < ¢19 and |h' — j'| > N(gg) ensures that h” # j'. This contradicts the
minimality of k and proves the lemma. U

Lemma 10.5. For allk>1and1 <j < Np—1,
(10.13) |A{(:E§_1,x?,:n§+1) — 7| < ep.

Proof. This has been shown in (I0.IT]). O

Lemma 10.6. For every fired k > 1, the balls %Bf, 1 < j < Ng, are pairwise disjoint.

Proof. Suppose not. Let 1 < j,h < N be such that %Bf N % Bﬁ % @, with h # j, and E;? > Eﬁ,
say. Then %B,’f C %Bf and thus LfL intersects %B]k , which contradicts Lemma [10.4] O

Lemma 10.7. For all k > 1, we have
Ny,
supp i N B(xg, iK’r’o) C U B;“.
j=1

Proof. We will argue by induction on k. This clearly holds for £ = 1, taking into account
Lemma [.8] Suppose now this holds for & and let us see how this follows for £ + 1. Consider
the ball B;-“, for some £ > 1 and 1 < j < Ni. Take a segment Lffl generated by Lé‘?. By

construction, we have ;! Ef, and arguing as in Lemma [10.3]

(10.14) disty (pF ™ N B]I?,p;? N Bf) < cegp E?.

Consider now the maximal integers m,n > 0 such that all the balls

k+1 k+1 k+1 k+1 k+1
(10.15) Bitl Bl BML Bl BRL
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intersect B;-“. By (c) from Lemma [[01] it follows easily that KI;H ~ 65? forh—m<p<h+n

and moreover m and n are uniformly bounded. Further (I0.14]) also holds replacing pffl by

pkt! and by Lemma [0.5]

]&(mﬁf%,xﬁ“,xﬁﬂ) — 7| < e,

k+1 k+1 k+1 k+1 k+1
Ll p LU L L

for all p. By elementary geometry, the segments L," L™ ... han—1° Lhin

form a polygonal line v such that
distg (y N Bf,pf N B]k) < eo 6?.

Moreover, one can also verify that, for gy small enough, the intersection of the (c’eqg Ef)-
neighborhood of pé‘? with B;‘? is contained in the union of the balls (I0I5]), and so
h+n
supp i N B]I-€ C U B;f“,
p=h—m

which yields
N Ng11

supp iz N U B]'-C C suppp N U B,’f“.
j=1 h=1
O

Lemma 10.8. The curves I'* are AD-reqular uniformly on k, with the AD-reqularity constant
bounded by c At~ L.

Proof. Since I'* is a curve, we only have to check the upper AD-regularity. Let B(z,r) be a
ball centered at some point x € L?. Suppose first that r» < 24‘?. If B(x,r) intersects another
segment LZ, then Eﬁ R Eé‘? because dist(Lé‘?, Li) <r< 24‘?. Therefore, there exists some absolute
constant ¢ > 1 such that B,’j - cB;?. Since the balls %B}’f, 1 < h < Ny, are pairwise disjoint, it
follows that the number of balls BY contained in cB;? which satisfy r(BY) ~ T(Bf) is uniformly
bounded above. Then we derive
H TN B,r) < > HNLENBx,r) <cr
h:BﬁCc B;-“

Suppose now that r > 26?. First we claim that if B(x,r) intersects another segment L¥,
then Kfl < My, for some absolute constant My. Indeed, if r < Eﬁ, then we obtain

dist(Ly, L¥) <r < ¢,

which implies that EfL ~ 6;? < %7‘, and proves the claim. So we deduce that the ball Bﬁ is
contained in B(z,C'r), for some C' > 1.
Now we write
H T nB@r)< Y HUL).
h:BECB(z,Cr)

Observe now that p(1Bf) 2 70,(Bg) (¥ by ([03), and thus

1
1k < 1 pk
(10.16) H (TN B(z,r)) < 76,(Br) E 1(5By).
h:By CB(z,C'r)
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Since, for a fixed k, the balls %B,]‘f are disjoint, we have
S B < u(B(2,C1) < ¢ AG(Br)r.
h:BECB(z,Cr)
Plugging this estimate into (I0.I6]) we obtain
HY TN B(z,r) S Ar7tr
O

Remark 10.9. It is easy to check that the limit in the Hausdorff metric of the sequence of
curves {I'*},, exists. By the preceding lemma, it is an AD-regular curve I' with the AD-regularity
constant bounded by ¢ A771.

The next lemma asserts that, in a sense, supp fi is very close to I'*.
Lemma 10.10. If z € supp u N B(xog, %KTQ), then

dist(z, T%) < &g max(g(:n), Z_k/2d0),
forall k> 1.
Proof. By Lemma [I0.7] there exists some ball B;‘? which contains z. Therefore,
dist(z, ,of) <ep E?.
By Lemmas [I0.1] (d) and 0.5 we deduce that
dist(z, T%) < &g E?.
On the other hand, by Lemma [I0.1] (b), (c), since dist(z, Lf) < 25?, we have
K;? A max(cj(x), 2_k/2d0),

and thus we are done. (]

Note that, in particular, from the preceding lemma one deduces that NW} is supported in
the limiting curve I'. So we have:
Lemma 10.11. The set NWy is rectifiable.

The next result can be understood as a kind of converse of Lemma [I0.10l Roughly speaking,
it asserts that for each z € I'* there exists some point from supp fz which is very close.

Lemma 10.12. Letk > 1 and1 < j < Ni. For everyx € P"“ﬂB]'-f there exists some x’' € supp i
such that
|z — 2’| S eo b

Proof. This follows from the fact that bﬂoo,ﬁ(QBf) < gg and since xé‘?_l, a;? € supp N 2B§‘? and
]a:f_l — x?! A diam(B;‘?) we infer that distH(pé‘-C N QB;?, LyprN 2B§‘?) < €0, where Lypi is the best
J J

approximating line for bﬁoo,ﬁ(ZB]]?). O

Finally we have:
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Lemma 10.13. Let lev L?z, . ,Lé‘?k be a sequence of segments such that L;’"bmtll 1s generated by

LT form=1,....k—1. Then
k—1
D L5 PGP < e
m=1

Proof. 1s is easy to check that

LT P7) S Booi(BYL)-

Let @ € Qgood be a cell such that :17 € Q with /(Q) =~ E;?k. By the construction of the cells
from BSfS, we have

> Boe,i(2Bp)” S M.
PG'D:QCPCB(.’EQ,KT‘Q)
Then we deduce that

k—1
> Booi(BIL)? S > Booi(2BP)* S M,
m=1

PG'D:QCPCB(.’EQ,KT‘Q)

and we are done. O

Remark 10.14. If in the construction of the curves I'* above we replace the function dv() by
d(-) and the cells {Q;}icr by the cells from the family Reg which have positive i measure, we
will get curves P'f2 which satisfy properties analogous to the ones of T'*, with the exception of
the one stated in Lemma [[0.I3l So very similar versions of Lemmas will hold for
F'}fz, k > 1. Moreover, letting I' be the limit in the Hausdorff metric of the curves I'%,, one gets
Wy C I'r and so W) is rectifiable. Using the fact that ©,(1.1Bg) < A©,(Bg) for any Q € D
with ¢(Q) < ¢(R) such that u(Q N Wpy) > 0, it follows easily that |y, is absolute continuous
with respect to H!|r,.

11. THE SMALL MEASURE ji OF THE CELLS FROM BS/j
Recall that Q € BSG, if Q ¢ BCFyU LDy U HDoU BCGyU BCAy, £(Q) < ¢(R), and
(11.1) > Bui(2Bp)* = M.
PED:QCPCR

The cells from BSS are the ones from NTerm which belong to BS3,. We denote by BS3; the
cells from BSS which are contained in B(x, %K 70)-
In this section we will prove the following:

Lemma 11.1. Assume that M is big enough (depending only A and 7). Then

(11.2) ( U Q> AL (ry,

QeBSH,
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Recall that in ([6.2]) we said that the parameters 1,4, 7, A, K will be chosen so that
n<i<r< A<« K« 1.
On the other hand, for the constant M we will need that
(11.3) M > c(A,1,K),

where ¢(A, 1, K) is the constant in (IL2)). Further we will also require that 1, < M~!.
To prove the lemma we will use the usual lattice D(R?) of dyadic cubes of R?. Given a cube
Q € D(RY), we denote by £(Q) its side length and by zg its center. We define

. dist(y, L)
Boork(Q) =1inf sup ————,
7Fk( ) I ye30nT* E(Q)

where 3Q stands for the cube concentric with @ with side length 34(Q).

Proof of Lemma[I11. Consider the following auxiliary curve:
N
Tk _ pk k
r*=r*u| JoB}.
j=1
Since H1(TF) < HY(IF) Sar KL(R), by Jones’ traveling salesman theorem [Jo], [Ok], it follows
that
(11.4) Y. Bom(@7UQ) S KUR).
QeD(RY)
Now we claim that
Y BeoiBR)UP) Sar Y, Bom(Q7 Q).
PEQgood: QED(LE,):

PCB(z0,5 Kro) QCB(x0,Kr0)
L(P)>27%/24,

To this end, recall that

supp f1 N B(xo, 4Kr0 U Bk

Take a cell P € Qgood such that £(P) > 27%/2dy. To such a cell we can associate a cube
Q(P) € D(RY) such that 2Bp C 3Q(P) and £(Q(P)) ~ £(P). Then it follows that

/Boo,u(zBP) ~ oopk(Q(P))a

and since for a given Q € D(R?), the number of cells P € Qgood such that Q = Q(P) does not
exceed some absolute constant, the claim follows. Together with (IT.4]), this gives

> Bei(2Bp)*UP) Sari UR).
PeQgood:
PCB(x0,% K70)
L(P)>27k/24,



52 XAVIER TOLSA

From the last estimate, taking into account that BSS,; C Qgood, by (ILI)) and Chebyshev,
we derive

~ 1 -
Y. Q<4 D > Boo i(2BP) Q)
QEBSSB;: QEBSB,:  PeD:QCPCB(x0,Kr0)
2Q)>27%/2d, 2Q)>27%/2d,
1 -

S (M(B(xov Kro)+ ) > 500,,7(231?)2#(@))

QeBSB, PGD:QCPCB(mO,iKm)
2(Q)>27%/2dy
©,.(BRr)

Sark =5 (E(R) + > Bwa(2Bp)’ E(P))

PeQgood:

PCB(z0, 1 Kro)
L(P)>27F/2d,
- euBRUR) R
~ATK M ~AT1,K M .

Letting k£ — oo, the lemma follows. O

12. THE APPROXIMATING MEASURE v* ON T'*

For technical reasons, it is convenient to define an extended curve T'*,. Recall that the
endpoints of I'* coincide with the endpoints z4, zp of the segment L1, which is contained in
the line pi. We set

L =T"U (p1\ L)
We define analogously I'e,, = T'U (p} \ L1). Notice that T'L, = p}.

In this section, we will construct a measure v* supported on Flgx which will approximate [
at the level of the balls B]’? , 1 < j < N. Taking a weak * limit of the measures v* we will get

a measure v supported on I'c, which approximates g on B(zg, iK 70).
Consider a radial C* function 6 which is supported on the ball B(0, %) and equals 1 on

B(0,1). For k> 1 and 1 < j < Ny, we set

k
~ ~( T — Z;
J

Recall that B;? =B (z;‘?,ﬁé‘?) and thus 5;“ equals 1 on B;‘? and is supported on %B]k . Notice that

Ng

ok ~ Nk pk
g 0] ~1 on ;% BY.
j=1

Next we modify the functions 0} in order to get functions 67 satistying > y :il 07 =1on U ; * B i

For a fixed k, we define 0;? inductively on j as follows. First we set Hlf = Hlf. Then we write

0% = (1—07)65.
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In general, if Hlf, e ,9;“ have already been defined, we set

J
0, = <1 -3 ef) 0%, ).
h=1
Also, we define

Ng
oh=1-3 ot
j=1

Lemma 12.1. For each k > 1, the functions 0;-“, 1 < j < Ng satisfy the following properties:

(a) 9;? is a non-negative and it is supported on 3BF, and for allm > 0,

25
1
\\V"Gk\\oo < c(n) .
) @y
(b) For all z € RY,
Z 9;?(:13) <L
1<j<Ng
(¢) For allz € UlSjSNk B;?)
Z Hf(a;) =1.
1<j< Ny,

We leave the easy proof for the reader.

Remark 12.2. Concerning the function 96“ , let us remark that

1

(12.1) V"0 ()| < e(n) pr for all x € T*.
0

This is due to the fact that

r*n supp(Veg) C B(zf, Cﬁlf) U B(z]]i,k, Cﬁlka),
for some absolute constant C, recalling also that £} Kﬁvk ~ Ko for all k > 1, by (I0.6).

On the other hand, one should not expect (IZI) to hold for all z € R?. In this case, one can

only ensure that
1

V"0k(z)] < ¢(n) ————.
We are ready now to define the measures v*. For 1 < j < N}, we set
] 6 d
12.2 =0 H |, with f = ——L T
(12.2) J 705 Mo lrs, I 9;? dHl’rlg,

Also, we set c§ = c¥ and v = ck ok H1|Flgm. Then we write

Nk
k __ E k
vV = I/j .
J=0
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Lemma 12.3. The measure v* is AD-reqular. Indeed, there exists some constant ¢ = c¢(A,T)
such that

0, (Br)r < v*(B(x,7)) < cO,(Br)r  for allz € T*.
Proof. This follows easily from the fact that for all j, &,

C;? AT GM(BR)

13. SQUARE FUNCTION ESTIMATES FOR /*

Let ¢ : [0,00) — R be a non-negative C* function supported in [0,1] which equals 1 in
[0,1/2]. We denote ¢, (z) = ¢r(2) — par(2), with

1 T
or(x) == <u> , >0,
r r
so that we have A, ,(z,r) = ¥, * u(x). In Lemma 3.2l we showed that, for 0 < r; < 7o, we have
ro d 2ro d
(13.1) / Bz, )P Y < c/ A, Y
r1 T r1/2 r

Recall that i = p|5, with

E= B(xo,2K7r9) N <W0 U U [4BQ NFNGQ,R, 51/4777)]>.
QEReg
If z € E, then either € W) or there exists some some Q' € Reg such that € 4By N F' N

G(Q',R,0"4 ). If Q is the cell from Reg which contains z, then £(Q) ~ £(Q’), and by (I3.1)
and the definition of G(Q’, R, '/, 7) it follows that

=16~ 1/40(R) dr 5—1/40(R) dr

13.2 / A a;,r2—N/ Ay(z,r)? — <nO,(Br)?.

(13.2) gy eSS [ ) S S w0,
The next objective consists in proving the following.

Lemma 13.1. Let k > 1 and 1 < j < Nj,. For every z € T* N B;?,

Kro/d 2 dr 2\ 42 2
[ 1Busen TS r+25) 220,80
i

Proof. By Lemma [[0.12) there exists some 2’ € E such that |z — 2/| < &g Ef. From Remark

it follows easily that there exists some cell ) € Qgood with £(Q) =~ Kg? which contains 2.
Together with (I3.2]) this gives

Krg d
9 dr
/g !AMO(J:/,T)! . < n@u(BR)z.

k
J
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By Lemma [6.8, we know that u(B(z',7)) < A©,(Bg)r for 65? <r < Krp. Next note that, for
r such that |z — /| <r < Kry,

' ’ < |z — a| / €o @?
(Y * (@) =+ p(2)] < |z 2| sup [V (rxp)(2)] S —5— p(B(a',4r)) S

z€[z,x’)

M(BR)'

Therefore,
Y
‘Au,w(fﬂar) - Au,go(fﬂ ,7")| S TA @u(BR)

for r such that |z — 2| <r < Krp and 65? < r. Thus,

Kro/4 dr Kro/4 dr o (fk)2 0
/ [Bpplor) r = 2/ ‘A%‘P(‘T/aT)F o +c(A€o@u(BR))2/ I —
) l

k k k T
j gj J

<2nA%?0,(Br)*+ cel A*0,(Bg)*.

Recall the definition of V;? and c? in (I22)).

Lemma 13.2. Suppose that, for some k > 1 and some 1 < j < N, 2B§‘? C B(xo, %KTO). For
all z € R and all v > c‘lﬁk, we have

kY pk
CHT

r2

(133) '/«m— k() — [ ela ~ )05 dity)| <

Let us remark that the condition 2B;-f C B(wy, EK ro) guaranties that 2B;-f is far from the
endpoints of T*.

Proof. Recalling that v¥ = & 0¥ and that [ dv} = [ 6% dji, we have
14 [ul-pdke) - [u6 -0 )
— [ (e =) = vnla — ) df - 851 w)
— [l =) = bl = ) 6510) A e~ Do)

To estimate the last integral we wish to apply that o (28 f ) < €o. Denote by ¢ypr and Lygr the
J J

constant and the line minimizing aﬁ(2B§“). For fixed z, denote f(y) = ¥ (x —y) — ¥ (z — zf)
Then the left side of (I3.4]) can be written as follows

[ 1@ i = )0) = (&~ eam) [ F0) 050 dH a0)
+eop [ F0)050) A~ M1, ) 0)

+ [ 1) 65 0) s W1, ~ D)
= T1 + T2 + Tg.
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To estimate Th we use the fact that |copr| S (9(2B]'-“), by Lemma [Z2] (¢). Then we have
J

(13.5) |To| < ©7(2B) Lip(f 65) dist, (%1\“,%1\%?).
Observe that
ok

[ llo,2m = 9r(z =) = v (2 — )Iloosz S T—Jz

and
: k k k| < L g1
(13.6)  Lip(£85) < IV Aol 64llo0 + 1F o 2 V6510 S 5+ 5 o ~ .
J

From Lemmas [.8 and and the construction of I'*| one can easily check that
distyr (2B} NT*,2B7 N Lype) < o/
and also that
(13.7) dist, (H1|Fk,H1|L2B§) Seo (09)2.
Therefore, by (13.5), (I3.6]), (I3.7), and (I0.3]), we obtain
1 o

(T3] S O5(2BY) 0 (€57 ~ <o i BY) 5.

Concerning T3, using (I3.0) and (I0.3]) again, we get

k
i

| _ PN
ITs| < Lin(f 0) az(2B5) H2B) € < az(2BY) H(B) 5 5 =0 i(B}) 5.

To deal with T} we need first to estimate ]cf — ¢ypr|. To this end, we write
J

(13.8) ‘/efdﬁ—%m/ o dm'!
J Tk

< /Hfdﬁ—cwf/ OF dH'| + CQB;_C/ oF dH' — Copt oF dH'|.
k k

2Bj 2Bj e
Since HVH;?HOO < 1/£ the first term on the right hand side does not exceed
1
C o aﬁ(QBk) (Bk) Ek Seo ,u(Bk)
J

Arguing as in (I3.0), we deduce that the last term on the right hand side of (I3.8)) is bounded
by

©7(2B]) Lip(65) dlSt2Bk(7'[ I, HY L, ) Oz (2Bk)

‘/Hfdﬁ—cw? /erfd’l-ll

; g0 (1h)? < eo fi(BY).

Then we deduce that
S eo fi(BY).
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J 0% di

m , We Obtaln

/9 dpi — csz/ oF dH'| <

LGN P T CAL:
~ frk ek del ,r.2 Tk r2 :

Recalling that c? =

€0 ﬁ(Bk)
ka 6 dHl’

5 = cant| = W

Therefore, we have

T2l S 165 = capl 1l 2 / ok ! <

Gathering the estimates obtained for T, T and T3, the lemma follows. O

Lemma 13.3. For x € T%, let (*(x) denote the segment Lf which contains x (if this is not
unique, the choice does not matter). We have

Kr0/100  dr
(13.9) / / A1) =By ) M (2) S < Ou(BR) UR)
Tk,NB(xo,5Kro) J £F(x)

Note that in the integral above supp v* N B(xo, %KT()) c Tk,

Proof. Let « € B(xo, §Kro) NT*, r > (*(z), and write

Mg oar) — A, (/w— W)~ [ oot anw).

Since supp 9;“ gB]k, the integral on the right hand side vanishes unless %Bf intersects B(x, 2r).

Since r > (*(x), it follows easily that the latter condition implies ZBJI? C B(z,cq17), for some
absolute constant c11, by Lemma [I0.11
For a ball B;? such that ZBJI? C B(z,c117), by Lemma [I3.2] we have

[t vk~ [t )] s "5

r2
Hence,
(B £

r2

‘AM 80($ T) - Auk,gp(l"r” < €o Z

j:2BfCB(x,c11r)
By Cauchy-Schwarz, from the last estimate we infer that
2 _ a(By) (£)?
‘Aﬁ,¢($v r) — Auk,ap($7 T)‘ S 6(2)< Z M(B;C)> ( Z #
j:2B§?CB(m,011r) j:2B§?CB(m,011r)
< 2 F(B(x,cur)) T a(By) (£)?

~Y 3 )
T r
j:2B§?CB(m,011r)
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where in the last inequality we took into account that (B

k) ~ Ji(BY) and that the balls 1 B¥
are pairwise disjoint for every fixed k. Since pu(B(x,c117)) S

~ NG
A©,(Bg)r, we obtain

RBY) ()

r3

2
|Aﬁ7¢(x, r) — Ayk’@(x, 7‘)| < 63 A©,(Br)
j:2BfCB(:c,cur)

Now we use this inequality to estimate the left hand side of (I3.9I):

Kro,/100 dr
(13.10) / / A7) — A ()P L dat (2)
Ik, NB(xo, % Kro) Jt# (x) ' r

Kro/100 a(By) (65)? dr
SeﬁA@u(BR)Z/Lk/ — LI aH (z).
h=

r3 r
2BkCB (z,c117)
Note now that if x € B}'f, r > Kfl and 2B§‘? C B(z,c117), then
r 2 dist(By, Bf) + r(B}) + r(By) =: D(BY, By).

Then, by Fubini,

Kro/100 Bk gk
/ Z ( )( Z,U Bk Ek 2/ 1 dT
G

3
—1 k k\ T T
j:2BECB(w,ci17) D(B},By)

Plugging this estimate into (I3.10]), we get

Kro/100 dr
(1311) / / ‘Au@(x 7«) _ Ayk S0(1.774)‘2 —dHl(x)
k.NB(zo,L Krg) J ek (z) ’ r

Ny N ~/pk k\2

2 L I(BF)(£F)

SGABUBR DA [ g
]7

h=1 j=1
Ny Ny
— 40,8 S BN RS L)

k pk\3"
j=1 h=1 D(Bj’Bh)

Since the curve I'* is AD-regular with some constant depending on A and 7, it easily follows
that

Ny

HL(LE) 1
Z E pk3 SAr Tr 2"
h=1 D(ijBh) (gj)
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Then, going back to (I3.11]), we obtain

/ /Kro/IOO ’ ( ) ( )‘2 i 1
Ay oz, ) — Ak J(x,7)|> — dH (z
Tk, NB(x0,% Kro) Jtk(z) Hyp ko . (z)

Ny,
Sar €00 Z ) <Ak €6 Ou(Br) n(R) ~ark € Ou(Br)* U(R),

as wished. O

Lemma 13.4. Let H* be the subset of those points x € T'* N B(x, %K’r’o) such that

Kry/100 9 dr
/ ‘Ayk7@($,7a)| —> (1)/2@u(BR)2-
0+ ()
Then

H(HY) < &” U(R),

assuming 1 small enough.

Proof. For x € T* N B(xy, SKT‘(]) we write

1/2 1/2
Kro/100 5 dr Kro/100 2 dr
</Zk(x) |Ayk7¢(£,7’)‘ 7) < (/ |A k ( ) Aﬁ,«p(x7T)| 7

/2
Kro/100 , dr 1
< () — A,W(x,r)‘ _>

2k (z) r
. 1/2
K 0/100 o) dr
Zk(x e r
+ IQ —|— Ig( )
By Lemma [I31] if n and g are assumed Small enough,
1/2
I(z) < 2 0,(Bg) forall x € T¥ N B(zg, LKry).
Thus,
(13.12) HI(HY) < H! ({m € I'" N B(wo, §Kro) : I1(z) > %53/2 @u(BR)})

+H ({gg € T N B(xg, LK) : I(z) > Leb/? @H(BR)D .
By Chebyshev and Lemma [[3.3] the first term on the right hand side does not exceed

9 / / " o) (o, )2 L apg?
_— Ay (x,r) — Ak Lz, dH (x
€0 Ou(Br)? Jrk,nB(o, L Kro) J 1+ (x) e Fre ;@)

9¢(A, 7, K)e2 ©,(Bg) e’
<
€0 ©,(Br)? HR) < 2 HR),

where in the last inequality we took into account that g9 < ¢(A4, 7, K) and that u(R) ~x v*(T*).
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To estimate the last term in (I3.12]), we consider the operator T, defined as follows for a

measure \ € M (R9):
& 2 dr 1/2
T3 = ([T 1t )

As shown in [TT, Theorem 5.1], T}, is bounded from M (R%) to L1*°(#H!|px) when T'* is an AD-
regular curve, with the norm bounded by some constant depending only on the AD-regularity
constant of T'*, and so on A and 7. Take the measure

A= XB(z0,Kr0) (:u' - /j)
Using the aforementioned boundedness of T;,, we deduce that the last term in (I3.12]) is bounded
by
Al
H ({zeTh: TuMz) > 1e)?0,(Br)}) < c(4,7) _IAE
(freroma > P ouml) £ an bl
Note now that by Lemma [7.3]
IN| = p(B(wo, Kro) \ E) < n"/* u(B(wo, Kr0)) S 1"/ u(R).

Thus, for n small enough,

A 7. K)nl/10 1/2
! ({x € T% N B(xo, 1Kmy) : L(x) > Lel/? @u(BR)}) < AATRONTT py < 0y,

e/ ©u(Br) o2
which completes the proof of the lemma. O
Lemma 13.5. We have
o fout ) ) A )P S @)
vk, JEo o Jrk nB(xo, X I \B(zo, 51

< et/?0,(Br)* U(R).

Proof. First we will estimate the integral

/ /K ‘Auk xr| —d?—[
Fk T0

100

To this end, take r > Kr/100 and let x by a C* bump function x which equals 1 on B(z, %KT())
and vanishes on R?\ B(xg, K79), with || Vx||leo < ¢(d)/ro. For = € p}, we have ¢T*H1|p% (x) =0,
and thus

A (a,r) = / bl — ) A () — b / bl — ) dH 1 (v).

As V¥ coincides with cf dH1| 1 out of a small neighborhood of B (0, Krp), we have

A, (1) = / \(y) (= y) A — c Y 1)),

Therefore,
‘Auk,gp(x7T)‘ < Llp(X wr(x - )) diStB(mo,Kro)(V CO dm' ‘ 1)
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By the construction of v* and the definition of clg, it is not difficult to see that

(13.13) distB(xO,Km)(uk, clg HE |p%) < ¢(K) eg V¥ (B(x0, K1o)) To.

We leave the details for the reader. Using also that Lip(x ¢y(z —-))) < ¢(K)/(r o), we obtain
c(K) e p(R) 1o

rTro

7o

(13.14) |Apk p(z,7)] < < ¢(K)eoOu(Br) -

If 2 € TK \ p1, then we consider the point x’ which is the orthogonal projection of x on pi,
and we write

’Auk,ap(xvr)’ < ‘Auk,go(x/vr)’ + ‘Auk,go(x/vr) - Auk,go(xvr)’
7o
< C(K) €0 @,LL(BR) 7 + |Auk,<p($/7 7") - Auk,ap(x7 7")|,
by applying (I3.14]) to 2’. To estimate the last term note that

|z —a'| < S dist(2, p1) < Booi(B(wo, Kro)) K 1o < c(K) £g 1.
<j<Ng

So we have

B
’AV’“,SD(‘T/?T) - Auk,go(x7r)‘ < "T - x/’ Hv(wr * Vk)HOO < C(K) €oTo @( R)'

Thus (I3:14]) also holds in this case.
Note also that Ak ,(z,7) vanishes for z € I'* such that B(x,4r) N B(wo, $Kro) # @. So we
may assume that r 2 K ro + | — x|, and thus

* d 00 2
/ |Auk ¢(l‘,7")|2 = < ¢(K) 6(2) QM(BR)2/ T_g dr
Kro/100 ) r e Kro/1004cla—azo|
75 ©,u(Br)*

< o(K)e2 O p)
<« )Eorg—k]a:—xo]?

From the preceding estimate, it follows immediately that

/ . /mo Ak g (@.7) Vﬁd% < ¢(K) €5 Ou(Br)* {(R) < £0 O,(Br)* £(R).
e

100

By arguments in the same spirit, one can show that

/ /Zk(m)
“
Ik, NB(zo,250) Jo Tk, \B(zo,220)

We leave the details for the reader. O

W) Ak (7)) —d’H (z) S et/?©,(Br)* U(R).

Remark 13.6. For the record, note that from (I3.13)) it follows easily that
Clg ~ GM(B R)
with the comparability constant not depending on A, 7, K or M.

Now we need the following auxiliary result.
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Proposition 13.7. For g € LP(H'|px ), consider the operator

& 2 dr\ /2
(13.15) T 1), g(x) = < —) .
ex 0 r

Then T, 11

G+ (g H |, ) (@)

i 18 bounded in LP(H' | ) for 1 <p < ooc.

Proof. We consider the operator

odr 1/2
Tg.mkg (/ A9H1|k(x r)? r> .

As shown in [TT], T3, is bounded in L?(H!|px) and from L'(H!|pe) to LY (H!|pk). Thus

by interpolation it is bounded in LP(H!|px) for 1 < p < 2. By applying Lemma to the
measure gH'[rx , it follows that

(13.16) Ty 9(2) < Ty, 9(2),
and thus T%Hl‘réz is also bounded in LP(H!|px ) for 1 <p < 2.

We will show in Proposition that the L%(H!|rx) boundedness of THl\rgz implies its
boundedness in LP(H!|px) for 2 < p < oco. Thus again by [I3.16), Tp’Hl‘Féx is bounded in
LP(H'|pw ) for 2 < p < oo,

An alternative argument to show that T, o H g is bounded in LP(H1|F1&) for 2 < p <

oo comsists in proving its boundedness from L% (H!|px) to BMO(H!|pr) (which follows by
rather stander arguments). Then by interpolation between the pairs (L?(H'|r«), L2(H!|p+))
and (L (HYpr), BMO(H!|rx)) we are done. O

Lemma 13.8. We have
/ / Ak ()| —d’H() et/ 0,(Br)2 U(R).
Fk

Proof. Because of Lemma [[3.5] we only have to estimate

Krqg

/ / - ‘ vk @(x’r)ﬁ dr d ( )
k 1 ’
I*NB(zo,5Kro) J L (z)

To this end, recall that the subset H* of the points = € I'* N B(xo, %KTQ) such that

Kry/100 dr
/ kgl )] > e/ 0,(BRY
l

(z) ”
satisfies
H(HY) < e* 0(R),
by Lemma [I3.4]
By the definition of H* we have

Krqg

o0 dr
asan) [ [ B plan)? T @) Sa 2 0,(BrPHR)
I'kNB(xzo,2 Kro)\HF J 5, (z)
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To deal with the analogous integral on H*, denote by g the density of ¥ with respect to H'|p«.
Note that Ak ,(7,7) = ¥r * (X B(a, QKTO)Vk) for z € T* N B(xo, 1 Kro) and r < Kry/100. Then,
by Hélder’s inequality and the L*(#'|r ) boundedness of the operator T%Hl‘rgx from (I3.15)),

we get

Kro
L[ 8w P i@ < [ 1B, (90 Xbmmn) P dH ()
ar o (x) i e e, 0,2K70
< Hl(Hk)1/2 ||T§0’,H1‘F1§z (gk XB(”COQKTO))”%“(HWFk )
<ATK (50/ E(R))l/2 |9k XB(gco,2Kro)H%4(7-[1|F§x)

Sank ey ©u(Br)? U(R).
From this estimate and (I3:17]) we deduce

Krg

100 dr
/ / Ak (@) | S dH (@) Samr (23 +2y/*) ©u(Br)*(R)
TkNB(xo,3 Kro) J £k (z) r

Sani ey ©u(Br)*(R).

In combination with Lemma [I3.5] this concludes the proof of the lemma. O

14. THE GOOD MEASURE oF on T'*

k

In this section, for each k we will construct a measure o supported on I'* having linear

growth (with an absolute constant), so that moreover
d
(14.1) / / A xr\2—rd’l—l()
Fk

is very small. The measure o will be used as a kind of reference measure in Section [[5] where
we will estimate the wavelet coefficients of the density of v* with respect to o* in terms of
the square function (IZI]) and of the analogous square function involving the measure v*. By
means of these estimates we will prove later that the cells from HD have small y-mass.

To define the measures o we will use the maps IIj, : T* — I'**! introduced at the beginning
of Section 0l Recall that, given = € Lé‘?, I (x) is the unique point in Fé‘? C T*+1 such that the
orthogonal projection of Il (z) on Lf is z. We extend IIj, to the whole curve I'* just by setting
() = = for x € T* \ T'*. Note that I'*, \ T* = I'*1\ T**! and so the definition is correct.
By abusing notation, we continue to denote by II; this extension.

We set ot = H|p = Hllp%, and then by induction, o**1 = IIj, 4 (c*) for k > 1, where
Hh#(ak) is the image measure of o by II;. Note that o' is just the arc length measure on the
line p (which coincides with T'!), and then for k > 1, 0% = g, H |+, with ||gx|lec < 1. This
follows easily from the fact that ||gi+1]leo < ||gk|/oo. Taking into account that I'* is AD regular,
it follows that ¢* has linear growth with some constant depending on A and 7 (analogously to
I'*). Next we show that the linear growth of ¢* does not depend on these constants. This fact
will play an important role later.
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Lemma 14.1. There exists an absolute constant ¢y such that
" (B(a,r)) < cor for all x € RY and r > 0.

Proof. Tt is enough to show that ¢”|+ has linear growth with some absolute constant because

o® coincides with the arc length measure on T'*, \ T'*. So it suffices to prove that

(14.2) oF(B(z,r)NT*) <cr for z € I'* and 0 < r < diam(I'%).

Suppose first that 7 < 27%/2dy (recall that dy = ¢} ~ diam(T*)). In this case, by Lemma 0.6
it turns out that B(z,r) intersects a number of segments Lé‘? bounded above by an absolute

constant. Since o*|pr = gp H'|pr with [|gr]leo < 1, (IZ2) holds in this case.

Suppose now that r > 27%/2d,. Let 0 < m < k be the integer such that
2—(m—1)/2 do <r< 2—m/2 dp.

Note that

ot =T (e (-« (T (0™))))
Let y € B(z,r). For m < n <k, let x,,y, be such that IIy_1(Ilx_o(... (II,(z,)))) = = and
1 (T —o(. .. (I, (yn)))) = y. Since |z, — xpi1| S €0 271/24, for all n, writing z = x;, we get

k—1
|z — x| < Z |zn — Tnt1] S eo 9—m/2 do.

Analogously, |y — ym| < €0 27"/? dy. Therefore,
I (- (T, (T (B, 7)) © Bl@m, (14 c29)27™2dy),

m

and so

o"(B(xz,r) NT*) = o™ (L. (I, (I (B(z,r) NT™))))

m

< 0"™(B(&m, (14 ce0)27™ 2dg) N T™).

Arguing as above, since E;” < 27™m/24, for 1 < j < N,,, and the number of segments Lr that
intersect B(z, (1 + ce9)2~™/?dy) is bounded by some absolute constant, we deduce that

o™ (B(@m, (14 ce0)27™2dg) NT™) < ¢27™2dy < cr-.

Next we show that o” is also lower AD-regular, with a constant depending on M now.
Lemma 14.2. The density g, of o* with respect to th"lgm satisfies
gr(x) > (M) >0 for allx € Tk .

Proof. For x € Tk \ T* we have g¥(x) = 1.
Take now x € Lé‘? C I'¥, and consider the sequence of segments L% = L}I,L?Z, . ,Lé‘?k = Lé‘?

such that L;’"bmtll is generated by L7’ for m = 1,...,k — 1. By Lemma [0.T3] (see (I0.9)) we
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know that &(p;-”m, p;’:;ll) is bounded by the ., ; coefficient of a suitable cell P € D such that

2Bp contains L;’Zn and L]mmtll Thus we have

k—1
(14.3) S LR o)) < e
m=1
Denote by g, the constant value of the density gn, on LT . We claim that
9J(m+1) mom+1y)2
‘m - 1‘ < (L(pj, P70))"

Indeed, let I,,11 be an arbitrary interval contained in L;r:fl and denote by I,,, the interval from
L such that I, (In) = Lng1, so that o™ (I, 41) = 0™(I,,) and thus

Im+1) ' (Imi1) = gimy) H' (L),
Since H'(I,,) = cos K(pjmm,pmﬂ YHY (I ns1), we get

Im+1

9(m+1) B Hl([m)

= = L(p™, pmty.
Gy Hl(Tmy) — P i)
Thus,
9(m+1 moom . m.m m ,.m
(14.4) ﬁ - 1\ = Jcos L(p" . pL) — 1] < (sin L(p P L)) < (L2, Pt )2,
and the claim follows.
From the previous claim and (I4.3]) we derive
Y |demn) 1‘ < e
m=1 g(m)
which implies that
k—1
ey~ < I 2 < o),
m=1 g(m)
As gy =1, we get gy > C(M)~!, as wished. O

To estimate the integral (IZ.J)) it is convenient to introduce a dyadic lattice over T'¥, | which
we will denote by D(T'%,). This lattice is made up of subsets of I'*, and is analogous to the
lattice D associated with p which has been introduced in Section Ml However, since the arc-
length measure on I'¥, is AD-regular, the arguments for the construction of D(I'¥,) are easier
than the ones for D. There are many references where the reader can find such a construction.
For example, see the classical works of [Ch] and [Dal], or the more recent [NToV] for the precise

version that we state below:

e The family D(I'},) is the disjoint union of families D,,(I'¥,) (families of level m cells,
which are subsets of I'¥,), m € Z.

o If Q',Q" € D,,(I'F,), then either Q' = Q" or Q' N Q" = @.

e Each Q' € D,,,+1(T%,) is contained in some Q € D,,(T%,) (necessarily unique due to the
previous property). We say that Q' is the son of @, and that @ is the parent of Q.
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e For each m € Z, I'¥, = Ugep, .k, ) @-
e For each Q € D, (T%,), there ex1sts 2o € Q (the “center” of Q) such that @ C
B(zg,274m+2) and dist(2g, Q') > 27473 for any Q' € D,,(I'},) different from Q.
We write £(Q) = 274™, and we call it the side length of Q. Also, we set
Bg = B(zg,4(Q)),
so that we have
Fk ﬂ—BQCQCP N Bg.
We define
Boork, (P) = Boo e, (4Bp).

Lemma 14.3. We have
o0 dr
(145) L[ e Tan@ sar ¥ farn Q'@

QeD(TE,)

Note the power 4 over BOOI;ECZ(Q) in the last equation. At first sight, it may seem surprising
because the usual power is 2 in most square function type estimates. The fact that we get a
power larger than 2 will allow us to show that the left hand side of (I43]) is small if ¢ is also
small.

Proof of Lemma [14.3 By convenience, for i <0, we denote I',, = p{ and o = H'|r; , and II;
is the identity map on pi.
The first step to prove the lemma consist in estimating A, ,(2,7) = ¥, * oF(z) in terms

of the [, coefficients of I";x. Suppose first that » > 2_(k+2)/2d0. Let m < k the maximal
integer such that 2=(m+2/2 4, > 10r. Note that €7 > 10r for all 1 < j < Ny, by (10:2).

Consider the sequence of points ., Tmi1, - - ., T = = such that z; € I, and II;(z;) = 2;.1 for
i=m,m-+1,...,k—1. Then we write

|ty * Uk(x)‘ < ¢y Uk(x) — Yy k0" (Tm)| + [ x 0 (2m)],
so that
(14.6)

// A @E L@ S [ [T b — o) k)
Fk 2 (k+2)/2d0 Fk 27(k+2)/2d0 T

* O x 2_
/rk /2 cnyag, [V @) A @)
=D+

Notice that, although it is not stated explicitly, in the integrals above m depends on 7, and
thus x,, depends on z and r.

Estimate of @
We write

k—1
(14.7) [ty % 0% () — by % 0™ (2] < Z [y % 0t () — by % 0T (2i40)).

i=m
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Since o't =11; 40", we have

wﬂam>¢ﬂwﬂﬁﬂyﬁ/m ) dot(y /myIHmM“Wﬂ

| [t =20 = v 00) = 1) ).

To deal with the last integral, recall that v, (z) = % cp('—f,') — % @(%) and that ¢ is supported
n [—1,1] and constant in [—1/2,1/2]. So we have

| (Wiy) — T () — U (y — 20)| S 7% |Mi(y) — Ti(2)] — |y — i,

and moreover the left hand side vanishes unless |y — z;| ~ r or |II;(y) — II;(2;)| = r, which is
equivalent to saying just that |y — x;| &~ r (because |y — z;| =~ |[II;(y) — IL;(z;)| for y € T?,).
Therefore,

(14.8) |ty * 0 (i) — ¥p x0T (2ig1)] S Tig/ | (y) — ()| — |y — il | do’ (y).

“lr<|y—=z;|<5T
Now we have:

Claim 14.4. For m <i <k, let z;,y € 'L, be as in (14.5), with
(14.9) clr<l|y—ax| <57

Let Q'(z;),Q'(y) € D(T%,) be the largest cells with £(Q%(x;)), L(Q'(y)) < 272 dy such that
2Bgi(s,) contains x; and 2Bgi(,) contains y. Let S € D(TE,) be the smallest cell such that 2Bg
contains Q% (z;) and Q'(y) for all y € T, satisfying (17.9) and m < i < k (so diam(Bg) ~r).
Then

2
(14.10) |ITi(y) — ()| = [y — @il S Q" () ( > ﬁoovréz(Q)>
QeD(TE,):
Q'(y)CQC2Bs

+ Q" (w1)) < > ﬂoo,rfg,c(Q)> ,

QeD(TE,):
Q*(z;)CQC2Bs

form <i<k.

Let us assume the claim for the moment and let us continue the proof of the lemma. Let j(7)
the level of the largest cells P € D(T',) such that £(P) < 27%/2 dy. Plugging the above estimate



68 XAVIER TOLSA

into (IZ8]) we derive

(14.11)

Wy * 0" (27) — Yy % 0T (2441))]

<

~

1 /
2
(S) y€2Bp:c Ir<|y—x;|<H7r

[T (y) — ()| — |y — @] do’ (y)

(]

PeD;(;(TE,):
PC2Bs

2
2

2
S D> i((ig( > 50051;36(@))

PeD;(;(TE,): QeD(TE,):
PC2Bg PCQC2Bg
2
((P)?
+ Z E(S)2 < Z BOO,F{;’Z (Q)) *
PeD;((TE,): QeD(T%,):
PC2Bg Q" (x;)CQC2Bg

Note that

PED;(;)(Ie,):
PC2Bg

So the last sum in (IZ4.11]) does not exceed

. 2
C(Aﬂ%( > Boo,rgx(c)))

QEeD(E,):
Qi(xi)CQC2BS

Going back to equation (IZ£7T), we get

k . ()’ 2
(14.12) [Py * 0" () — Py % 0™ (24| SA,T Z 5(5)2 Z Boo,l—‘]gz (@)

PeD(Ik,): QeD(Tk,):
PC2Bg PCQC2Bg
2
((P)
+ Z m( Z Boo,Flgx(Q))v
PeD(TE,): QeD(Ik,):
z€PC2Bg PCQC2Bs

where we took into account that #{i € Z : j(i) = jo} is bounded independently of jo.
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To prove (I43) we will need to square the preceding inequality. Let us deal with the first
sum on the right hand side. By Cauchy-Schwarz, we obtain

/(P2 2\ 2
< Z E((S))2< Z Boo,F’éx(Q))>

PeD(TE): QeD(TE):
PC2Bg PCQC2Bg
4
0(P)? 0(P)?
<Y P Y am© > ).
((S) ((S)
PeD(Tk,): QeD(Tk): PeD(Tk,):
PC2Bg PCQC2Bs PC2Bg

The last factor on the right side does not exceed some constant depending on A and 7. Also,
by Holder’s inequality, it easily follows that

' QY
(14.13) Y Bt @) £ Y Bars (@ WP
QeD(T'E,): QeD(TE,):
PCQC2Bgs PCQC2Bg
So we get

/(P2 2\ 2
( Z E((S))2< Z /&X),F&(Q)))

PeD(TE,): QeD(TE,):
PC2Bg PCQC2Bs
/(P 2 /¢ Q 1/2
S X WS s @ N
(S) «(P)
PeD(TE,): QeD(TE,):
PC2Bg PCQC2Bs
0(Q 1/2@ P 3/2
ST DR NI DI e e
QeD(Tk,): PeD(TE,):
QC2Bg PCQ
/¢ 2
SAFF Z /Boo,Fk (Q)4 (Q)2
o g(s)
QeD(Tk,):

QC2Bg
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Now we turn our attention to the last sum on the right side of (IZ12]). By Cauchy-Schwarz,
we obtain

( S (—];)< 5 5oorex(Q)>2)2

PeD(TE,): QeD(Tk,):
z€PC2Bg PCQC2BS
4
L(P (P
< Z up) Z Boork, (@) Z 4%
E(S) . E(S
PeD(Tk,): QeD(Tk,): PeD(Tk,):
r€EPC2Bg PCQC2Bg r€EPC2Bg
4
(P
< ¥ %( 3 ﬁoo,rfgx(Q))~
PeD(TE,): QeD(TE,):
r€PC2Bg PCQC2Bg

By ([I413), the right hand side above is bounded by

/(P 1/2 0(Q 1/2€P 1/2
DD R N (e) [k L S o N (0) G i i L
- US) 5( )/ . {(S)
PeD(Tk,): QeD(Tk,): QeD(TE,): PeD(TE,):
z€PC2Bg PCQC2BS z€QC2Bg rePCQ
Q
S Y @
QeD(TE,):
{EGQC2BS

Gathering the above estimates, we obtain

2 R4
(W 0@~ e ™ en)l) Sae Y Boors (@) £<S)> Y e (@' _EQ))
QeD(TL,): QED('c, ):
QC2B4 (EGQC2BS

The preceding inequality holds for all z € I'* and r > 2-(k+2)/24; with S € D(I'},) being the
smallest cell such that 2Bg contains B(x, 4r). If these conditions hold, then we erte (x,r) € Ig.
Then it follows that

o d
Lo o o2 7@ =02 )
Fléx 2*(k+2)/2d0

S // > @ e

,T EIS

SGD(F QgD(zIé
C26s
UQ) dr
+ Boo,rt, (Q)* = an (x).
SEDE;IC //(x r)els QEDE;k ) Tee (S)

Z‘EQCQBS
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Applying Fubini for the last term on the right hand side, we infer that
(14.14)

/ / () — 5 ™ ()2 L ()
Tk (k+2)/2d0 r

2
Sar Y )( > s @ () Y 5oo,pgx<@>4%e<@)

SeD(TE, )\ QeD(TE,): QED(TE,):
QC2Bg QC2Bg

{
Sar Y Y @' U@

SeD(Tk,) QeD(TE,):

QC2Bg
l
w3 tenf@'@) 3 i
QeD(Tk, SeD(TE,):
2BsDQ
Sar Y Baors (@M(Q).

QED(TE,)
For the record, note that the preceding estimate is also valid if we replace v, by .. Indeed,
above we did not use any cancellation property of 1,.. Instead, we just took into account that

1, is smooth, radial, supported on B(0,4r), and constant on B(0,7/2). All these properties are
also satisfied by ;..

Estimate of
Recall that

D= [ [ ool 5 ),

Since ¥, * 0™ (x,,) = 0 for m < 0, we can assume that m > 1, which implies that 10r < 6% by
the dependence of m on r. Recall that I'™ = Ufi"{ L™. For convenience, for each m € [1,k],
we will consider two additional segments, L' and LY |, of length (" =0y | = 272, s0
that they are contained in p} \ L}, and one of the endpoints of L{' is 3" = z4 and one of the
endpoints of Ly ,; is 7y . So joining these segments to I"™ we obtain a small extension of

™ which we denote by '™’ and is contained in I'”%. Note that 1, x ™ (z,,) = 0 if x,, ¢ T/
(since m < k is the maximal integer such that 10r < 9~ (m+2)/2 dp). For convenience again, we
say that Lg"_l generates Lg', and that L?G;il 1 generates LY} .

On each segment L7 0<j<Np+1 o™ equals some constant multiple of the arc length
measure. So it turns out that, for x € T, ¢, %0 (z,,) vanishes unless supp v, (x,, —-) intersects
more than one segment L. Since ¢]* > 10r for all j € [1, Nyp,] and that supp ¢ (zm — ) C
B(z,2r), by Lemma [0.4] it follows easily that supp ¢, (z,, — -) can intersect at most two
segments L;-”, L;-’}H. We have:

Claim 14.5. For 0 < j < Ny, let 2, € L;” C I/ be such that B(zp,4r) NLM, # . Denote
by gi* and gj'; the constant densities of o™ on L7* and L7, respectively. Then

(14.15) |t ™ ()| S LT PT0) + g — gial.
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Of course, the same estimate holds if z € LY}, and B(zp,4r) N L] # 2.

Again, we will assume the claim for the moment and we will continue the proof of the
lemma. To this end, denote by L%,Lg,LZ, ..., L™ 1 the ancestors of L. That is to say, for

each 1 < i <m — 1, L} is one of the segments L{ that constitutes I'" and L} generates Ly
(with Lg* = L7 for some j).
Analogously, let L%, L%, LZ’ Y ,LG_l be the ancestors of L?}H. Let n > 0 be maximal integer

such that L], = Ly, and if this does not exist (this only happens in the cases j = 0 and j = N,,),
set n = 0. Thus, either L] = L is the closest common ancestor of Lr and L'" ,, or n=0. We

. . I+
denote by g; and g; the constant density of o' on L} and Lg, respectlvely Then we write
m—1 . .
(14.16) 97" — g7l < > lge — i + Z 95 — gy
i=n
As in ([I£4), for each ¢ we have
(14.17) 196 — 9a™ | S £(0hs P S Boor, (4B5)2.
So from (IZ4I5)), (I4I6]) and (IZ.I7) we deduce that
m m—1
W}T’ * O-m(xM)‘ 5 K(p;’n, p;'r—bi-l)2 + Z (/Booflgz (4B + Boo Tk (4Bb Z Boo Fk chB )
] i=n

for some absolute constant cjs.

We need now to introduce some additional notation. We write L ~ I'* if I = L;'- for some
1<i <k, 0<j<N;+1. Forsuch L, we write {(L) = 272 dg and B, rx (L) = B rx. (c12B1).
We say that L;_l and L§'+1 are neighbors of L; Also, given L ~ T'* and L' ~ I'* we write
L’ < L if L' is an ancestor of L such that L’ is not the ancestor of all the neighbors of L.

Using the above notation, given xpn, € L7 = L, by Cauchy-Schwarz, we get

1/2
119 el S (Y )5 Y s 07

1/2
L,NFk:L/<L L/NFk L' <L (L)
Then we deduce

do/10 r
(14.19) 2)= /Fk/2 |7/)r*am(gjm)|2d_d7'[ (z)

(k+2)/24,

ni/2 _
<Y Y s

LTk L'~TF. L' <L L)
K(L )1/2
L'~Tk L~Tk. L' <L

To deal with the last sum, note that for any given L’ ~ I'* the number of segments Lﬁl ~ Tk
such that L’ < L} of a fixed generation ¢ is at most 2. Then it follows that

> %) s,

L~T*:. L/ <L E(L)lﬂ -
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So we deduce that

22 Y Baors, VUL Sar D Boox(Q)MUQ).

L'~Tk QeD(TE,)

The remaining term.
It remains to estimate the integral

(14.20) @:/Fk/o

The arguments will be quite similar to the ones we used for @ We will use the same notation
as the one for that case.

Note that v, x o¥(z) = 0 for z € T*_\ T*'. In fact, ¢, * o*(z) vanishes unless z belongs
to some segment L7, 0 < j < Ni + 1 and z is the at a distance at most 4r from one of the

9 (k+2)/24, dr
|y % 0 ()P — dH (2).
T

endpoints of L7*. Moreover, arguing as in (IZI8) (setting m = k and z,, = z), for z € Lé‘? we
get
A f(L/)l/z

v * @S D Beors, (L) TEE

L'~Tk ;L’<L§
As a consequence,

[ et @Bt @ s Y A ()"

J L’~F’“:L’-<L§

2([//)1/2
(L2’

using also that 1, xo® (x) = 0 far from the endpoints of L?, as explained above. Then we obtain

N1 o—(k+2)/24, dr
@=- [ [ oot @) ant @) ¢
=0 Jo Lk r
Nest po=(k+2)/24, 2 ULV dr

Z Boori (L) W "

sy '
=0 70 LnTh: L/ <Lk

RES IN2 -
=YY @) A gy

k\1/2
Jj=0 L'Nrk;L'<L§ E(Lj) /

Note that the right had side above does not exceed the right hand side of (I£19). So arguing
as we did for @, we deduce

B Sar Y Boors (@1UQ).
QeD(TE,)
O

Proof of Claim 4.4l To simplify notation, we set y; := y and y;+1 := II;(y). In this way,
the left side of (I4.10]) becomes Hyi“ — 1| — |y — sz Denote by L the line through x; and
yi. If z; € T%, let p'(z;) be the line which supports the segment Lﬁl that contains z;, and in the
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P (wiy1)

r \

\Tq Qg

FIGURE 1. The points z;, zit1, ¥, ¥is1, ¥y, y", 4"’ and the different lines in
the proof of Claim I4.41

case that x; € T, \ T, let pi(x;) = pi. Let p(y;) the analogous one that contains y;. Denote
by o, the angle between L and p(x;), and by a,, the one between L and p’(y;).

We distinguish two cases. In the first one we assume that both o, o, are very small, say
agy + ay < 1/1000. Consider the line L’ through ;.1 which is parallel to L. See Figure [l
Let y, € L' be the point such that the segment [z;, z;41] is parallel to [y;, ], so that moreover
lvi —¥/| = |zi — xit1| and |y; — 25| = |¥ — @i+1]. So we have

(14.21) [yit1 = zia] = |y — zil| = [[yie1 = zipa| = [Y' — @i
_ “yi—l—l - 332‘+1|2 — 1y - $i+1|2|
[Yiv1 — zipa] + [y — @igal|

\y~+1 - x-+1]2 - ]y’ - x-+1]2
,S ‘ ) ] ] |’

T

since |y — zip1| ~ 7. Let p™(y;11) be the line containing the segment L;H such that
Yir1 € L§+1. Note that the angle between p'*!(y;11) and L is small because ay < 1/1000

and £(p" (yis1), p'(15)) is also small too. Let ¢ € p"+(y;1 1) be such that the angle between
the segment [y”,y] and the line L' is a right angle. Then, by Pythagoras’ theorem,

//|2 — |y// _ 332‘+1|2-

Y — i+ 1y —y
Thus
(14.22)
“yi+1 - 332‘+1|2 — 1y - 517i+1|2‘ < Hyz‘+1 - $i+1|2 — 1y’ $i+1|2| + Hy" - !Ei+1|2 — 1y - $i+1|2‘
= lyit1 — zir1 P = W' — 2P| + 1y — v
For the last term on the right side we set

W =y P S =il + i — v + i — 67 = |2 — 2 P+ |y — vien [ + i — 97
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Regarding the first term on the right hand side of (I£22]), we have

(14.23)
yir1 — ziga? = [y — ziga ] = [[yirr — zipa| — [0 — zial| - [lyier — zipa| + 10" — ziga |
< yiv1 =¥ |lyiv1r — ziga| + 1y — ziga]-
We write

[Yir1 — Tiv1| < |Yiv1 — vil + lyi — 24| + |20 — 2341 ).

By the assumption (IZ9), |y; — z;| < r. The other terms on the right side above are also
bounded by cr because for all z € ') |z — IL;(2)| < &g 2712dy < g9 27™/2dy < r. We also set

W' = @il <Y =yl + [yirr — 21| <Y = yia| +er
Thus the left side of (I4.23]) does not exceed
i1 = "1+ er lyirn — |-
Then, by (IZ4.22]) and the above inequalities, we obtain
(14.24) ||yis1 —zig1 P =y —zig1 | < lwi— 2 P4y — v P +ely” —yima [P +er [y — yigal-

Note that
(14.25)

s = wi1| S Q" (@) Boo,rs, (Q°(xi))  and  ys — yisa| S Q" (i) Boo,rx, (Q7(4i)).

So it remains to estimate the term |y” — y;11| from (I4.24]). To this end, we consider the points
n

y™", y™, as in Figure [l That is, we consider a hyperplane H orthogonal to L through y; and
then we put {y'} = HN L' and {y™} = H N p"(y;11).
We write

yir1 — 9" < lyirr — ™1 + 15" = o/|.
By elementary geometry, it follows that

yit1 — y™| S sinay [y — yit|

and
" =" Sy =" S sinag |y — | = sinag [z — ziga].
So we get
yit1 — Y| S sinag | — @i | +sinay |y —yira| S
Therefore,

is1 — Y"1 +rlyir — ¥ S (sinag |2 — 2] + sinoy [y — yisa|)-

Now we take into account that

(1426) sin oy ,S Z /Boo,l—"gx (Q)v

QGD(Flgm):Qi(ZEi)CQC2BS
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and analogously for sin a,. Appealing to (IZ25) then we deduce

(14.27)  yisr =y PP+ lyisr — ¥ S lei - wiga > Boork, (Q)
QeD(Tk,):Q(z;)CQC2Bgs
+ 7y — yit| > Boo,r (@)
QeD(TE,):Q (yi)CQC2Bs
< rUQi)( Bt
QeD(Tk,):Q(z;)CQC2Bgs

+ 7 0(Q(wi) ( Bt

QeD(TE,):Qi(y:)CQC2Bs

By (IZ25) again, it is also clear that both |z; — z;41|> and |y; — %;41|> are bounded by some
constant times the right hand side of the preceding inequality. Then, from ([£.24]) and (I4.27)
it follows that

. . A P 2
s =2 =21 P ) 3 B @)
QeD(Tk,):Qi(z;)CQC2Bs
2
+ Qi) ( > Brers, (@)

QeD(IE,):Q(y:)CQC2Bs

which together with (I4.21]) proves the claim in the case when o, + o, < 1/1000.
Suppose now that oy + oy > 1/1000, so that, for example, o, > 1/2000. Then we write

[yis1 — ziga] = lyi — @il| < lyiva — wil + |21 — @i
< UQi(xi)) + 4(Qilyi)
= 20(Qi(zi))
< (sinap)® (Qilwy)).

Using (14.26)), we obtain
2
yizr — zisa| = lyi — il | S UQi:) (sin o) < UQi(x1)) ( > 5oo,r§x(Q)> ;

QED(LE,):
Qi(xi)CQC2BS

which proves the claim in this second case. O
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Proof of Claim [I4.5l Note that supp ¢, (2, — -) intersects L7, LT

et and no other segments
of the form L}*. So we have

Yrx 0™ (Tm) = Yr(Tm — y) Q;n dHl(y) + Yr(Tm — y) 9;11 dHl(y)

m m
L] L

= ( | oram =) gl dH (y) + Ur(xm —y) g d’Hl(y)>

m
L

+ ( | Ur@m =) (g — g dHl(y))

It is immediate to check that ‘.‘ < \ggn — ggrjrll.

Regarding @, we set

(/ U (m — ) g7 M (3) + /m\mwr@m—y)g;”d%l(y))

+ < Ur(Tm — y) g dH (y) — / U (T — y) g7 d”Hl(y)) :
L, oLy

The first term on the right hand side vanishes (taking into account that x,, € p%), and so
we only have to deal with the last one. To this end, consider a rotation R which transforms

L7, into a segment contained in p* \ L7, fixes {7'} = LT" N L7\, and leaves invariant the

subspace of R? orthogonal to the plane formed by L7 and L]”j_l (assuming these segments to be
not collinear, otherwise we let R be the identity). Slnce HY Lm, = R #(HY g Lz_nﬂ), we have

wr(xm_ /7/}7’ Im —Y dR 1#(% ‘R(Lm )( )
Lm,
— [ el — B 6 M s 0)
[ nlon = R g dH )
m\ [

Therefore,

W= [ [oln = B @) ~ bl )] 7 a0,

L
For y € supp[¢y(zm — R71(+)) = ¥r(zm — )] N P}, we claim that

(14.28) |2 — R W) = lem —yl| S 7 £00]", pFi0)*.

To see this, consider the orthogonal projection 3’ of R~!(y) on Py (see Figure 2l), and set

[l2m =yl = &m = R < |lzm =yl = |2m = /1| + |lzm — /| = lem — R W)I].
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-

FIGURE 2. The points mm,xT,y,y’,R_l(y) and the segments L7* and L% in
the proof of Claim [I4.5]

By Pythagoras theorem, taking into account that |z, — /| = |z, — y| =~ r, we get

_Nlem =P —Jom - BT W] _ IR () — P
[Zm — /| + 2w — Ry ™ r

< sin(L(RHY), 2, y)) 1 < sin(L(R7(y), 2, y)) .

||2m —y'| = lzm — B (y)l|

On the other hand,
Zm =yl = l2m =¥ = ly = ¥/| = |2 = R~ (y)| — |2} — ¥/
= (1—cos((R7(y), 27, y)) |27 — R~ ()| < sin(L(R7(y),27,3/)) " .

which completes the proof of (I4.28)).
Now, from (I428]) we deduce

LT, P )?
—

Wr(fnm - R_l(y)) — p (T — y)| S
So we obtain

L(p™, pm)?
@) L2 241 (5 v supp [ — R) = il = ) S Lo )

T

Together with the estimate we got for , this concludes the proof of the claim. O

Next we denote

~ 1

Ak (7)) = = / |iop * of(z) — ¢ * ak(y)‘ do® (y)
r |lx—y|<4r

and

Zak,cp(xvr) = / ‘/[‘Pr(w - Z) 9027“(2 - y) - 9027“(‘T - Z)‘:DT(Z - y)]ak(z) dak(y)
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Arguing as above, we will get estimates for Ao.k’@ and Agk’p analogous to the ones obtained
in Lemma [T4.3 for Ak . We will not give detailed proofs because the arguments are very
similar to the ones for Lemma [I4.3]

Lemma 14.6. We have

/Fk /OOO ‘&,k’w(x,r)‘z gd?—[l($) <ar Z B (Q)1£(Q).

QeD(TE,)

Sketch of the proof. We will just explain the estimate of the integral

o0 ~ d
/ / Bor )2 L g (2),
Ik J2-(k+2)/24, ’ r

The arguments for remaining integral

9-(k+2)/2q) dr
3)= / / Bi ()2 L a0 (@),
Tk, Jo ’ r

are very similar to the analogous integral in (I4.20) in Lemma [[4.3]
Notice that by Cauchy-Schwarz we have

1
R p(er? <t / oy % 0*(2) — o # * ()| do*(y).
T Jz—y|<4ar

Thus,

/ / Zo.k (7, r)? dr dH! (z)
Tk, Jo-(k+2)/24, ’ r
dr

[e.e]
2
<) [ ] [r % 0*(@) = or % oM ()|* aH )it () .
2 (2)/2dg Jaell, Jyele,le—y|<dr r

Given z € F’gx and r > 2_(k+2)/2d0, take the maximal integer m < k such that 9~ (m+2)/2 do >
107. As in the proof of Lemmal[l4.3] consider the points @, Zm+1, ..., 2, = x such that z; € I'?
and II;(x;) = x4 for i =m, m+1,...,k—1. Analogously, for y € T%_, 1et ym, Ymit1,- -, Ys = Y

be such that y; € ', and II;(y;) = yi11 for i =m, m+1,...,k — 1. Then we set

‘907’ * O'k(x) — Pr* O'k(y” < |907’ * O'k(x) —Pr* O'm(xm)‘ + “Pr * Uk(y) — Pk O'm(ym”
+ ‘QDT * 0" (Tm) — @r * Um(ym)‘a
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so that

& ~ d
/ / Bt ol = a (z)
Fk 2—(k+2)/2d0
dr

2-(k+2)/2dy Jxelk, Jyelk, :|o— y|<4T '

dr
/ / / o 0 (y) — r % 0™ (ym) | dH (y)dH () =
2-(k+2)/2dy Jzelk, Jyelk, :|z—y|<4r '
d

9 r
Lo (v 0™ (@) — o % 0™ ()| AH () AH () o
2-(k+2)/24y Jaelk JyeTk :|z—y|<4r r
=()+1)+@.
To deal with observe that
o0 dr
(1a) Sa- [ 50 () = pr w0 () [* dH ()
2-(k+2)/24y JzeTk, T

By (IZ£14) (which also holds with v, replaced by ¢,), we get

() Sar Y Bars (QH0Q)

QeD(TE,)

By Fubini, the integral coincides with . On the other hand, the estimates for @

are also analogous to the ones for the term also denoted by @ in the proof of Lemma [14.3] and
so we omit the details again. O

Lemma 14.7. We have
/Fk/ ‘A(,k m( T (@) Sar Y Boors, (QHQ).
QeD(TE,)

Sketch of the proof. The arguments are very similar to the ones of the preceding two lemmas.
So we will just explain the estimate of the integral

// Ry ol Tt (o),
rk, J2 (k+2)/24, P

Fr(z,y) =7 / (0r(@ — 2) pr (2 — ) — o (& — 2) o1 (2 — ) do* (2),

Denote

so that
A, /|Fk:13y|da()

Note that F¥ vanishes identically if o* coincides with the arc-length measure on some line
containing x and y. Observe also that FF¥(z,y) = 0 if |z — y| > 6r. By Cauchy-Schwarz then
we have

1
Aak,cp(xar)2 S.; ;/ ‘Ff(xay)P dHl(y)
yerk, :le—y|<6r
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Thus,

00 ~ d
/ / Aak#p(x, 7‘)2 —T d’Hl(m)
Tk Jo-(k+2)/24,
9 dr
S [ ()2 a () () .
2-(k+2)/24y Jzelk, Jyelk, :|o— y\<67‘ "

Given z,y € I’ and r > 2-*+2)/2d; let m < k the maximal integer such that 2-("+2)/2 4, >

10r. As in the proof of Lemma[l4.6] consider the points Z,,, Tmi1, .. ., 2, = x such that x; € ',

and II;(x;) = zj41 for i =m, m+1,...,k — 1 and the analogous ones Y, Ym+1,-- -, Yk = Y-
For each ¢, denote

Fi (@) = / or(@i — ) onr (2 — i) do? (),

Fi (i) = / o (@i — 2) o0 (2 — i) do* (=),

so that FY(xi,y;) = F o (xi,5i) — F}y (i, y;). Write

00 ~ d
/ / Ao.k7<p("13,7’)2 —T dH! (z)
Fk 2—(k+2)/2d0

m 2 dr

sl ] FE () = F s )| 0 () () L
2—(k+2)/24, zelk, Jyelk, :|z— y\<67‘ r

m 9 dr

| (B ) — B ) |2 dH () () 2
2—(k+2)/24, mepk yGFk lz—y|<6r r

dr
/ / / E™(zm, Ym) ‘ dH )dH (7) — 3
2-(k+2)/24y JxeTk, Jyelk :|jz— y|<67‘ "

=’++@.

Estimate of
By the triangle inequality,

k-1
| El(@m, ym)| < Z|Ff7a($i,yi) - Fg:gl(ﬂfi+layi+1)|-

1=m

Since o't! =1I; 4o*, we have
7# ?
i+1
|} (@i yi) — FE N (ig, yig)|

or(m; — 2) par(z — y;) do'(z) — /%(Hi(xi) — I0i(2)) ar (Ii(2) — i (ys)) do’ (2)

sr / lor (2 — 2) — @ (T () — Ti(2))] ar (2 — yi) do'(2)
+r / oo ( — 1) — 2 (Ti(2) — ()| o0 (T () — Ty (2)) o (2).
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As ¢, is supported on B(0,2r) and constant in B(0,7/2), we derive

(14.29)
i+1 1 N
|Er oy yi) — Frb (@i, giv1)| S 5 T (25) — T0i(2)| — |2 — 2|| do®(2)
T Je1r<|ai—2|<6r
1
3 |0 (i) — T (2)| — |yi — 2|| do™(z)

2
T Je1r<|y;—z|<6r

Observe the similarities between this estimate and the one of [, * 0% (x;) — b, * 0?71 (2;41)| in
(I£3]). Then we obtain

2

dr
’ / / Z 2/ |0 () — i (2)] — |2 — ]| do®(2)| dH () —
(k+2)/2dy JxeTk, Z_mr e 1r<|z;—z|<6r ,
o9 k 1 2 0
+/ / / | (ys) — T0(2)| — |yi — 2|| do™ (2)| dH' (y) —.
27(k+2)/2d0 yel—‘éx i—m c 17‘<‘y1—2‘<67‘ r

By Fubini, both terms on the right hand side coincide. Moreover, arguing as in the estimate of
the term @ in the proof of Lemma [I4.3] it follows that both are bounded by

QeD(Féz)

Estimate of .

The arguments are almost the same as the ones for .

Estimate of
We will use the following result.

Claim 14.8. Let z, € L7* CI'™ be such that B(zy,, 6r) N L7, # . Denote by g;" and g4
the constant densities of o™ on L and L;’?H respectively. Then

2
The proof is quite similar to the one of Claim [[4.5] taking into account that

[ (orte =2 are = ) = oarle = pnle — ) M2

vanishes when L is a line and x,y € L. For the reader’s convenience we show the detailed proof
below.
Arguing as we did to estimate the term denoted also by @ in the proof of Lemma [I4.3] we

find that
@D Sar Y Boors (@1UQ).

QEeD(TE,)
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Proof of Claim 04.8l To simplify notation, we write
fr(@,y,2) = (@ (@ = 2) @ar(z — y) — 2 (@ — 2) or(2 — ¥)),
so that
F;n(xma ym) = /fr(xmv Ym, z) do-m(z)'

Note that f(zm,Ym,2) vanishes unless |z, — y| < 6r and |z, — z| < 4r. So to estimate
E™(zp,, ym) we may assume that z,, € LT and Ym,z € LT" U LJJrl Denote by Hp;_n the

orthogonal projection on the line p7*, and let o™ =11 ;_n,#a and y,, = Hp;_n (Ym). Then we
have

F s tn) = [ 5ot 240" () = [ ol 2) = o Ty (). T (2))] do™ ).
Arguing as in (I4.29]), we derive

1
F(@m, Ym) —/fr(fvm,yin,Z) do™'(2)| S —2/ ||[2m — M (2)] = |2m — 2|| do™(2)
T Je1r<|gm—2|<6r !
1
TS [T (ym) — Ty (2)] = [y — 21| do™ (2).
" Je1r<|ym—2|<6r
By Pythagoras’ theorem it follows easily that
[Ty (2) — 22
me—Hp}”(z)‘ _‘xm_ZH < : r gré(ﬂ?vﬁﬁl)z
and also
M (2) = 21> [y (yim) — yml?
o (ym) — Mo ()] = [y — 2[| S — . A— S rL(pf pf)?.
Therefore,
(14'31) F:n(xma ym) - /fr($my y;nv z) dO'm/(Z) S K(p;n7 p;’ﬁ-l)z'

On the other hand, it is easy to check that

Um/’B(xm,ﬁr)mL;.n = gjm Hl’B(xm,Gr)mL;n
and
9;‘73_1
cos (55" 771
So taking into account that [ f,(Zum,Yh,, 2) d?—[l\pm (z) = 0, we obtain

™| Bam 6r)npm\Lm = I‘B 6r)NpT\L™ -
(@m,6r)NPT"\L] (@m,6r)NPT\L]

‘/ﬂ%%mdwl

=| [ st e = g w2

9544

+

S/‘fr(xmyy;nvz)‘ COSK(;m pm )
VRS R

— g dH | (2).

Using that
m
9j+1
cos £(pT", P 1)

— g S L P ) + 19 — gl
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and that | fr(Tm, y,,, 2)| < 1/r and supp fr(Zm, Yh,, ) C B(Zm, cr), we infer that

[ £t 0™ )| S L 1
which together with (I4.31]) proves the claim. O

The following is an immediate consequence of the preceding results.

Lemma 14.9. We have

(14.32) /Fk /OO 1A ()| ﬁd% (z) < C(4, 7, K) 2 ((R).

The analogous estimate holds replacing A« ,(x,7) by Zo.k7<p(f13,7’) or £0k7¢(x,7‘).
Proof. We have shown in Lemma that

0 d

/ / By ) T () <CAT) Y B (Q4(Q)
Flg:c 0 er(r\k )
Since Bk (Q) S €o for all Q € D(T'%,), we have
Y. Bar, @UQ S Y Buers, (@Q7UQ)
QeD(TE,) QeD(TE,)

On the other hand, by Jones’ traveling salesman theorem [Jo|, [Ok] , it follows easily that the
sum on the right is bounded by ¢H!(I'*), and so by C(A, 7, K) /(R). O

15. THE L*(c*) NORM OF THE DENSITY OF v* WITH RESPECT TO "

Recall that both v* and % are AD-regular measures supported on I'*. In particular, they
are mutually absolutely continuous with respect to H!|p« and thus there exists some function
fr bounded above and away from zero such that v* = f;, o*. By Lemma 2.3} the density of v*
with respect to ”7'-l1|1~;‘_§z satisfies

v
15.1 — XA Bgr),
(15.1) Bl Ar On(Bn)
and by Lemmas [I4.1] and 14.2],
do
15.2 — =~ 1.
(152 My,
So we have
dvk

fe= Tk FAnM ©,(Br)-

Recall also that the density d?flll]kk is constantly equal to Co far away from B(xg, Kr¢). Anal-
rk,

ogously, o¥ coincides with Hllngz out of B(xg, Krg). So fr — Co is compactly supported. The
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main objective of this section consists in estimating the L?(c*) norm of f; — clg. To this end,
for r > 0, z € R%, and a function g € L}, (0%) we define

_prx(goM) (@) par % (go") (@)
Do) =205 ok @) obla)

(recall that ¢, (y) = %cp(@))

k

d
Lemma 15.1. For fi = &

7 =, 17 >0, and z € T* | we have
o

exr’

o dr

[ [ IDenP ot Sacas o 0,80 ()
k. Jo r

Proof. By Lemmas [I3.8 and [14.9] it is enough to show that

(15.3) |Drfi(@)| Sarar [ V" (@)| + Ou(Br) [ihr + 0" (2)].

Then we write

e vR(z) o x VR (1)
DIDI= o om @) parnoh (@)
©r % VF(2) 0o % 0F(2) — o * VE(2) @ * 0F(2)

©r * ok () o, x o (1)
O * Vk(a;) — Qo * Vk(x) (cpgr * ak(az) — O * O’k(l'))(pgr * Vk(m)
o * ok () or * 0 (1) o x o¥(x)

<

The inequality ([5.3) just follows then from (I5.1) and (I5.2]), which imply that ¢, xo®(z) Zar1,
Doy * ak(m) Zu 1, and g, * Vk(a;) Sar ©u(Br). O

Notice that the operators D, vanish on constant functions. That is, D,1 = 0 for all » > 0. In
order to apply some quasiorthogonality arguments, we would also need their adjoints to satisfy
D1 = 0. Unfortunately this property is not fulfilled, in general. For this reason, we are going
to introduce a variant of the operator D, which we will denote by ET that will be better suited
for the quasiorthogonality techniques we intend to apply.

For a function g € L}, (c%) and 7 > 0, we denote

* O'k x
svote) = 20T

9

so that D,g = S,.g— So,g. Let W, be the operator of multiplication by 1/S1. Then we consider
the operator

§7” = Sr WT’ S:;
and we define l~?r = §r — 527,. Notice that §r, and thus l~?r, is self-adjoint. Moreover §r1 =1,
so that

D,1=D1=0.
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We denote by s,(z,y) the kernel of S, with respect to o*. That is, s,(z,%) is the function
such that S,g(z) = [ s,(z,y) g(y) do*(y). Observe that this equals

! ( )%(w—y)-

Sr\X = —FF
r(7,9) oot

On the other hand, the kernel of Sy, is the following;:

Sp(x,y) = /sr(az, z) @ sp(y, z) do® (2).

The following is, by now, a standard result from Littlewood-Paley theory in homogeneous
spaces first proved by David, Journé, and Semmes, relying on some ideas from Coifman.

Theorem 15.2. [DJS| Let 1 < rg < 2 and let g € L?(c*). Then
(15.4) 19113 (o)~ 01 / > Dy 91* do*.
ez jEZ

Note that the constants involved in the estimate (I5.4]) do not depend on 79. An easy
consequence is the following.

Lemma 15.3. For g € L?(c%), we have

dr
9122 o0, ~am / / g &
Proof. Just notice that

[, 1Dt ot = [ [ 1Bsal? o,

eac ]EZ
and then use Fubini and (I5.4). O

Lemma 15.4. Let f € L>®(c%). The following estimates hold:

o « o0 AT
(15.5) [, | 1ser = 8142 dot Scican 1 e oy R
k. Jo r
and
o0 dr
(156) /Fk /0 |Sr S2rf - S2r Srf|2 do-k <ATKM 80 ||f||Loo(Uk) E(R)

Proof. To see the first estimate, we write

Tk, < : B 1 > or(z —y) f(y) do(y)

5o @) =51 @1 = | | o~ oo

Sazt 11l poe or) /k |or % 0" (2) — 0 % o*(y)] or (@ — y) do* (y).

Since supp ¢, (z — -) C B(x,2r), the last integral is bounded by

¢ / (o # 0 () — oy # ()| do* () < B (7).
lz—y|<2r
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By Lemma [I4.9] we derive
// B e gl L aH (@) Samscar 3 Ou(BR) U(R),
rk, Jo

and thus (I5.5]) follows.
To prove ([[5.6]) we write

S, Sl (@) = Sar 5:10) = [ | —orm s e = (e — ) £(0) do* () ot )

| e e~ D00 W i) d )
=0+ Iz + I3,

where

= 1 — ! r—z z — O'kZ O'k
b= [ oo ~ e T P~ A e G )

1 1
2= // |:902r « ok (x) or *Uk(z) o x aF(z) oy *Uk(l’)]
[or(@ = 2) @ar(z — y) — @2r(x — 2) 0r(z — )] f(y) do™(2)do* (y),

b = o o @) o w0 // r(w = 2) ar(z = y) — par(w — 2)pr (2 — Y] F(y)o" (2)do" (y).

To estimate I; we set

1 - 1 - [ p2r * oF(x) — @ % ¥ ()]
O % R () por x aF(2) o x o () ¥ R (2) | T @ x 0 () o x 0F () o ¥ 0F(2)
‘(pr * 0%(2) — o * ak(z)‘
©ar * 0F(x) o x 0F(2) por ¥ o (2)
Sar [ % 0" (@)] + [y % 0" (2)].

Then we obtain

1L Saess [ fllpoeory [[¢r = 0 (@)] + @ % (|80 % 0*|0") ()]
So writing I1 = I »(x), we have
(15.7) 11l 2ok y Samnr IF 1 Lo ory (8 % 0| 2 (ok)-

Concerning I3, we have

1 1 e xof(@) — o x 0" (2)]

oar * 0k () @ x ok (2) B Or % 0F(2) por xR ()| o * R (1) @ ¥ 0F(2) o x ()
Sar |or = 0¥ (@) — g 0¥ (2)].
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Notice that if z,y belong to the domain of integration of I, then |z — z| < 4r and |z — y| < 6r.
So we can write

i *O'k$ — *O'k z O'k z O'k
Bl Sarar gz [ oo @ et @ladte) [ ifwlat)

|x—y|<6r

1

Sarm || fll ooy = / lor % 0¥ (z) — @ % 0% (2)] do™(2)
T J|e—z|<4r

—ATmM ”f”Loo(ok) Aok,ap(xar)’

To deal with I35 we just write

I Sarar [ lieor / / [or( — 2) 0r (2 — 1) — pon( — 2)pn (2 — )] *(2)| do*(y)

—An,M ||f||L°°(ok) Zcrk,ap(gjﬂa)'

Gathering the estimates obtained for I, Iy and I3 and applying Lemma [14.9] we obtain

o0 dr
[ 18 St @) = e S @) T a#@) Sacan U1 o R
O
Vk
Lemma 15.5. For f = —, we have
do
(15.8) 1fi = 112y Saracar e ©4(Br)* ((R).

Proof. As explained at the beginning of this section, the function fy —clg is compactly supported
and moreover it is bounded. Thus it belongs to L?(c*). Then by Lemma 5.3

* = dr
I fx — Clg”iyok) RAM / / |Dy(fr — cB) |2 — do®.
rt_Jo r

Since D, vanishes on constant functions, it turns out that 5T( fr — clg) =D, fr. Thus, using
also Lemma [I5.0] to prove (I5.8)) it suffices to show that

0~ dr & dr
(15.9) / / | Dy fi|* — do* ,SA,T,K,M/ / Dy fiel? — do® + &G | fillF oo (o) U(R)-
Ik, Jo r Tk, Jo r

We are going to show that (I5.9) holds for any function f € L>°(c*). To this end, recall that
D, =S, — Sy and S, = S, W,. S¥, where W, is the operator of multiplication by 1/S*1. Note
that for any = € R,

S, f(x) — S, Sk f(a)] =

1 .
5:((51 - 1) si) )]
Since, for any y € R?, |m =1 Sarnm [S71(y) — 1] and [STf ()] S [ fll Lo ok, We get
S0 f (@) = S S5 f (@) Samnr 11l poe (ot | (1871 = 1) ()],
As S, is bounded in L?(¢*) uniformly on r, we obtain

1Sy f = Sr S5 fllz2(omy Savent 1F Nl zoe(ory 1551 = 1 2 (oh)-
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Applying (I55) to f = 1, taking into account that S,1 = 1, we deduce that

dr dr
/k/ 1S, f — 8, S*f]2 — dgk<ATM”f”Lw(o / / \5*1—5112_6“3
r

SAr KM & ||f||Loo(gk) U(R).
So we infer that
/F ) 1Dt = (50857 = Sar S5 PP T do* S 1 e o) €D
As a consequence, to prove (I59]) for fx = f it is enough to show that

(15.10)
Fk/o S, Sk f — Sgr52rf|2—da <ATKM/ / |D, f|2—da + 5 1f 17 00 (o €(R)-

We write
15 Sy f = S2r S5, fl 2ok
< Sk Spf = Sor Sar fll2(ory + 1Sk Sef = Sp Sy fllL2(or) + 1S2r Sorf — S20 83, fll L2 (o)
Sarm |1SrSef = Sor Sor fllpz(ory + 1S f = 57 fllp2(or) + [1S2rf = 92, fll2(ok)-
To estimate the last two terms on the right side we will use (I5.5]). For the first one we set

HST Srf — Sy S2T’f”L2(ok)
§ ||Sr Srf - Sr S2rf||L2(crk) + ||Sr S2rf - S2r Srf||L2(crk) + HS?T STf - 527“ SszHLQ(Uk)
Sarar I150f = Sarf oy + I1Sr Sarf = Sar Sefla(ory + 150f = Sarf 2o

because of the L%(c*) boundedness of S, and Sa,. Thus,

/ / 1, 5% F — Sy 53 £ L ot
rk. Jo r

o dr
SA,T,M HST Sorf — Sor STfH%Q ok~
0 (%)

dr

[0 = 21V WS = S5 o) 4 [ 150 = ST i) T

By Lemma [15.4] the first and second integrals on the right hand side do not exceed
C(A7 T, K7 M) 63 ”f”%oo(gk) E(R%

//|Drf|2ﬁdak.
k. Jo r

So ([I5.9) is proved for any f € L>°(c*) and consequently the lemma follows. O

while the last one equals
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16. THE END OF THE PROOF OF THE MAIN LEMMA 5.1

In this section first we will show that the measure of the union of the cells from HD which
are contained in R is small. The estimate of the L?(c*) norm of f; — c& will play a key role in
the arguments. Afterwards we will finish the proof of the Main Lemma.

First we need a technical result:

Lemma 16.1. Let Q € NTerm. There exists some cell P € NReg such that
(16.1) PN1.1Bg # @, U(P) =~ L(Q), n(P) 2 p(1.1Bg).
If moreover Q € HD, then P can be taken so that it also satisfies

ji(P) ~ u(P) ~ u(1.1Bq),
assuming n small enough.

Proof. By Lemma [0.1] it follows easily that any cell S € NReg with S N 1.1B¢ satisfies £(S5) <
Q). Let 0 <t < 1/100 be some constant to be fixed below. Suppose first that all the cells
S € NReg which intersect 1.1Bg satisfy £(5) > ¢t £(Q) and that NWyN1.1Bg = @. In this case,
the number of such cells is bounded above by some constant depending only on ¢, and so if we
let P be a cell of this family with maximal u-measure, then we have

(16.2) w(P) > p(11Bg)  and  U(P) ~ £(Q).

Suppose now that there exists some cell S € NReg which intersects 1.1B¢ such that £(S) <
t4(Q), or that NWyN1.1Bg # @. We claim that this implies that Q € D if t is small enough.
To prove this, note that if there exists a cell S with SN1.1Bg # @ and 4(S) < t£(Q), then S C
1.2Bg, and taking a suitable ancestor of S we infer that there exists some cell 5" € NGood with
08" = U(Q), dist(S",S) S (S). The same holds in the case when NWyN1.1Bg # @. Further,
if ¢ is small enough, then we can assume that 3.38Bgs C 1.3Bg. Let a > 3.3 be the maximal
number such that a Bgs C 1.5Bg. Notice that r(a Bg/) > r(1.5Bg) — r(1.3Bg) = 0.2r(Bg).
Since 1002 B(Q) is contained in ca Bg for some constant ¢ < 1 (independent of Cp), by Remark
we deduce that

#(100°B(Q)) < e1z pla Bsr) < e13 p(1.5Bq) = e13 (1.5 - 28B(Q)) < e13 u(100B(Q)),

with c¢13 independent of Cy. Then (@3] does not hold for @ if Cj is taken big enough, which
ensures that Q € D% as claimed.

The fact that Q € D% guaranties that u(B(Q)) ~ u(1.1Bg), by {@2)). Using also the small
boundaries condition (41l we infer that, for some [ big enough, the set G(Q) = B(Q) \ N(Q)
has p-measure comparable to p(B(Q)), and so to u(1.1Bg). Since @ ¢ NGood, from the

definitions of d(-) and NReg, it follows easily that any cell S € NReg which intersects G(Q)

satisfies £(S) ~ £(Q). Thus letting P be a cell from NReg with P N G(Q) # @ having maximal
p-measure, as in ([I6.2) we deduce that

u(P) Z n(G(Q)) =~ u(1.1Bg) and  {(P) = {(Q).

It remains now to show that if € HD N NTerm, then i(P) ~ p(P) ~ p(1.1Bg). In this
case, (1.1Bg) 2 A©,(R)¢(Q), and thus

1(P) S A©u(Br){(P) = A©,(Br) {(Q) S n(1.1Bg),
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and so pu(P) ~ pu(1.1Bg). To prove that fi(P) ~ pu(P), let Q be the parent of fQ and let c14 > 0 be
such that P C c14Bg. Since Q) € Good, by Lemma [7.3 we have N(614BQ \ E) < /1oy, (c14B ),
and thus

W(P\E) < p(e1aB\E) < 0" p(eraBg) £ 0" A0,(BRIUQ) < 1" u(1.1Bg) < 0" u(P),

which ensures that i(P) = u(P N E) ~ u(P) for 1 small enough. O

Lemma 16.2. We have
(U @) s (s qanmang™) um,
QeHDND(R)
Proof. Notice that
u< U Q)Su( U Q>+u< U Q)-
QeHDND(R) QEeBSBND(R) QeHDNNTermND(R)

By Lemma [IT.1] the first term on the right side does not exceed M

to show that

(16.3) < U Q> < c(A, 7, K, M) el u(R),
QeHD;

w#(R). So it is enough

where
HD; = HD N NTerm N D(R).
k

Consider a cell @ € HD;. We wish to relate the measure pu on ) to the measure ¥ on some
appropriate ball B]I?(Q). To this end, let P = P(Q) € NReg be a cell satisfying (I6.1]). Suppose
that k is big enough so that
(16.4) 27k/2 dy < 0(P(Q)).

By Lemma [[0.7] we know that p-almost all P(Q) is contained in the union of the balls B;?,
j=1,...,Ng, and by Lemma [6.6] (a), the balls B;‘? which intersect P have radii comparable to
(P(Q)). Thus the number of such balls does not exceed some absolute constant. So letting
B;?(Q) be the ball of this family which has maximal ji-measure, it turns out that

fi(Bo) = A(P(Q)) = u(1.1Bq) Z A8,(Br) €(Q) ~ AO,(Br)r(Bjq)-
Recall now that v* = ENk with Suppu C 33]’? for j € [1, Ni|. Further, if 3BkﬂBk

=0Yj J(Q) 7
@, by Lemma [I0.1] (d), we have r(B]k) = Ef ~ Ef( Q) = T(B;?(Q)) and thus QB] C 615B](Q) for

some absolute constant ci5. So we have

FlesBho) = >0 I

B NBk (Q);é@

Since Hl/kH = f@f dp (see (IZ.2))) and by Lemma 12.1]

oF > k
2 i = XBjqy

kA Bk
B NBX (Q);ég
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we infer that

FasBlg) > D, / 03 dji > [ Bjq)) ~ AOu(Br)(Bjq))-
BkmBk(Q);Ag

From the preceding estimate, taking into account that cf ~ ©,(Bgr) (see Remark [[3.6) and
the key fact that o* has linear growth with an absolute constant (see Lemma [IZ.1)), we deduce
that the density f; of v* with respect o* satisfies

/ e e ejl do = V¥ (e15 Big)) — ¢ o (c15 Bji))
“1555Q)
> ¢ A0,(Br)r(Bjg) — ¢ ©u(Br) r(Bjig)) = Ou(Br)r(Bjg)),

assuming A big enough. By Cauchy-Schwarz and the linear growth of o, the left hand side is
bounded above by c|| fr, — CS\\LQ(Uk) T(B;?(Q))l/z. Then for some constant ¢ > 1 big enough so

that 615B]]?(Q) C ci16Bg we get
(16.5)

Xe16Bq (fk_clg)H%2(gk) Z ”XcmB;?(Q) (fk—clg)H%2(gk) 2 @u(BR)zr(B](Q)) ZAr Ou(Br) n(1.1Bq).

Consider now a finite family HDy C HD; such that

(16.6) <Q€LHJD2 Q> > = M<Q€LI-J|D1 Q>

and take k big enough so that (I6.4]) holds for all the cells P(Q) associated to any @@ € HD2
as explained above. Consider a subfamily HD3 C HD, such that the balls {c16B¢}geHp, are
pairwise disjoint and
U ClGBQ C U 301(33@.
QeHD; QeHD3
Taking into account that p(3ci6Bg) S AO,(Br)4(Q) S 11(1.1Bg) and using ([16.6), (16.5) and
([I5.8), we get

u< U Q)gm( U chBQ>§2 > u(BesBg) S Y p(1.1Bg)

QGHDl QEHDQ QeHD3 QGHDS
1 1
~A,T Q,u(BR) Z ||X016BQ (fk CO)||L2(0k) > Q,u(BR) ka COHLQ(Uk)

Q€EHDs
Samuar ey ©,(Br) (R),
which proves ([I6.3]). O

The preceding lemma was the last step for the proof of Main Lemma B.Il For the reader’s
convenience, we state it here again. Recall that I’ C supppu = FE is an arbitrary compact set

such that
/ / —du( ) < oo.
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Main Lemma. Let 0 < £ < 1/100. Suppose that § and n are small enough positive constants
(depending only on €). Let R € D% be a doubling cell with £(R) < § such that

p(R\ F) <nu(R), p(ABr\ F) <nu(ABg) for all2 <\ <671,
and
p(6'BrNF\ G(R,6,n)) <nu(RNF).
Then there exists an AD-reqular curve I'r (with the AD-regularity constant bounded by some
absolute constant) and a family of pairwise disjoint cells Stop(R) C D(R) \ {R} such that,

denoting by Tree(R) the subfamily of the cells from D(R) which are not strictly contained in
any cell from Stop(R), the following holds:

(a) p-almost all F'N R\ Ugestop(r) @ s contained in I'r, and moreover N’FOR\UQEStop(R) 0
is absolutely continuous with respect to H!|r,,.

(b) For all Q € Tree(R), ©(1.1Bg) < AO,(1.1Bg), where A > 100 is some absolute
constant.

(c) The cells from Stop(R) satisfy
Y 0u(11Bg)* u(Q) < £0,(Br)* u(R)

QeStop(R)
15(@
/ / (.1 L ()
Fro—1Bg JouQ

Notice that the curve I'r mentioned in the Main Lemma is not the limit in the Hausdorfl
distance of the curves T'*, but the limit of the curves F'f% which are described in Remark [0.141
On the other hand, the statement in (b) is a consequence of Lemma[6.8] possibly after adjusting
the constant A suitably.

The inequality in (c¢) follows from Lemmas and Indeed, recall that Lemma
asserts that, for 7 and ¢ are small enough,

QGTree(R

> 0,(1.1Bg)* n(Q) < A% (n'/® + 7Y/ + §Y/2) 0 ,,(Br)* u(R)
QEeD(R):
QCBCFULDUBCGUBSA
571Q) dr
> LT A T dute)
QcTree V0 1BoNF J&54(Q)

while from Lemma [16.2] we deduce that

> 0@ u(@ 5 A (% (4, K" ) ©,(Br) ()
QEHDND(R)
< (AAPE L g0 ") ouBa? ()

So choosing M big enough and ¢y (and thus 7 and ¢) small enough, the inequality in (c)
follows, replacing 6 by §°, say. Recall that the choice of the parameters 7, 6, 7, A, K, M has been

explained in (6.2) and (TT.3).
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17. PROOF OF THEOREM [[L3t BOUNDEDNESS OF T}, IMPLIES BOUNDEDNESS OF THE
CAUCHY TRANSFORM

For the reader’s convenience, we state again Theorem [L.3t

Theorem. Let p be a finite Radon measure in C satisfying the linear growth condition

(17.1) w(B(xz,r)) <cr  forallz € C and allr > 0.

The Cauchy transform C,, is bounded in L*(u) if and only if

(17.2)

/ / ‘ wQN Bl,r) _ pm@nN §($’2r))‘ dr —dp(z) <cp(Q)  for every square Q C C.
zeQ r

Given f € L], (u), we denote

e T, r z,2r) |* dr 2
T () = (/0 ‘(fu)(B( ) (fm)(Ba,2 >>' d_) |

r 2r r

where (fu)(A) = [, fdp, and we write Tu(z) = T,1(z). In this way, the condition (IZ.2)
states that

||TIU‘XQ||%2(,LL‘Q) <cp(Q) for every square @ C C.

In this section we will prove that if x4 has linear growth and
(17.3) 1 Tuxellz2(ueo) < cn(Q)Y? for every square @ C C,

then C,, is bounded in L?(p). To prove this, we will use the relationship between the Cauchy
transform of p and its curvature

(17.4) () = / / / mdﬂ(x)dﬂ(y) dpz),

where R(x,y, z) stands for the radius of the circumference passing through z,y, z. The notion
of curvature of a measure was introduced by Melnikov [Me] while studying a discrete version of
analytic capacity. Because of its relationship to the Cauchy transform on the one hand and to
1-rectifiability on the other hand (see [To4], for example), curvature of measures has played a
key role in the solution of some old problems regarding analytic capacity, such us Vitushkin’s
conjecture by David [Dal] and the semiadditivity of analytic capacity by Tolsa [Tol].

If in the integral in (7.4 one integrates over {(z,y,2) € C3: |z —y| > ¢, |ly—2| > &, |z —2| >
e}, one gets the e-truncated curvature c?(u). The following result is due to Melnikov and
Verdera [MV].

Proposition 17.1. Let p be a finite Radon measure on C with cqo-linear growth. That is, p
satisfies (17.1) with ¢ = cy. For all e > 0, we have

(175) ICotl g = 520 + O((©))
with
O(u(C))] < ¢ ¢ u(C),

where ¢ is some absolute constant.
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Another important tool to show that the condition (IZ.3]) implies the L?(1) boundedness of
C, is the so called non-homogeneous 7T'1 theorem, which in the particular case of the Cauchy
transform reads as follows.

Theorem 17.2. Let pu be a Radon measure on C with linear growth. The Cauchy transform
C, is bounded in L2(u) if and only if for all € > 0 and all the squares Q C C,

HCMEXQHLZ(MLQ) < CM(Q)1/27

with ¢ independent of €.

See Theorem 3.5 of [To4] for the proof, for example.
By Proposition 7.1 and Theorem [I7.2} to prove that (I7.3) implies the L?(x) boundedness
of C,,, it suffices to show that for any measure y with linear growth

Aulg) <O +C HTMXQHQLQ(MQ) for every square @ C C.

Clearly, this is equivalent to proving the following.

Theorem 17.3. Let p be a compactly supported Radon measure on C with linear growth. Then

we have
2 <l ve [[7 B pBD Ty,

2r

To obtain the preceding result we will construct a suitable corona type decomposition of u
by using the following variant of the Main Lemma [5.1t

Lemma 17.4. Let p be a compactly supported Radon measure on C. Let 0 < & < 1/00.
Suppose that § and n are small enough positive constants (depending only on €). Let R € D
be a doubling cell such that

N(é_lBR \ G(R7 5, 77)) < WM(R)

Then there exists an AD-regular curve I'r (with the AD-regularity constant bounded above by
some absolute constant) and a family of pairwise disjoint cells Stop(R) C D(R)\{R} such that,
denoting by Tree(R) the subfamily of the cells from D(R) which are not strictly contained in
any cell from Stop(R), the following holds:

(a) p-almost all R\ Ugestop(r) @ 15 contained in I'r, and moreover M’R\UQEStop(R)Q is ab-

solutely continuous with respect to H'|r,.
(b) There exists an absolute constant ¢ such that every @ € Stop(R) satisfies cBoNI'r # .

(c) For all Q € Tree(R), ©(1.1Bg) < AO©,(1.1Bg), where A > 100 is some absolute
constant.

(d) The cells from Stop(R) satisfy
Y 0u(1.1Bg)* u(Q) < £©,(Br)* u(R)

QEeStop(R)

1Z(Q d

+c / / x,7)? & du(x).
QETree(R §71Bq /(@) "
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Recall that given a cell @ € D, we denoted by G(Q, d,7n) the set of points x € C such that

5(Q)
/ Ay (z,r)? dr <10,(2Bg)*
54(Q) r

Basically, Lemma [[7.4] corresponds to the Main Lemma [B.1] in the particular case when
F = supp p. Further, in (b) we stated the fact that every @ € Stop(R) satisfies cBg NT'r # @,
which comes for free from the construction of the curve I'g in Section [I0] recalling that given
Q € Stop(R), if ¢ is big enough, then the ball cBg contains some cell Q' € Good which in
turn contains either some cell from the family Reg with positive g measure or some point from
supp £ N I'r, by Lemma [.3] (recall also Remark [[0.14]). Moreover, unlike in the Main Lemma
£ above we do not ask ¢(R) < §. Indeed, this assumption was present in the Main Lemma
only because we cared about the truncated square function

1/2
2ﬁ/
. )

Let Ry € D be a cell which contains supp p with ¢(Ry) ~ diam(supp p). Consider the family
of cells Top constructed in Section (with F' = supp p and By = By = & now). Recall that
this is a family of doubling cells (i.e., Top C Ddb) contained in Ry and that Ry € Top.

Given a cell @ € Top, we let End(Q) be the subfamily of the cells P € Top satisfying

e PCQ,
e P is maximal, in the sense that there does not exist another cell P’ € Top such that
PCP CQ.

In fact, it turns out that End(Q) coincides with the family MD(Q) from Section
Also, we denote by Tr(Q) (the tree associated with @) the family of cells D which are
contained in @ and are not contained in any cell from End(@). The set of good points for @ is

GQ=0\ U ~

PEEnd(Q)

u(B(x,r))  p(Blz,2r)
T 27

Further, given two cells Q, R € D with Q C R, we set

w1 = [ !

— du(y),
2Br\Q |Z/ - ZQ|

where zg stands for the center of Q.
We have:

Lemma 17.5 (The corona decomposition). Let p be a compactly supported measure on C. The
family Top C D™ constructed above satisfies the following. For each cell Q € Top there exists
an AD reqular curve I'q (with the AD-regularity constant uniformly bounded above by some
absolute constant) such that:

(a) p almost all G(Q) is contained in I'g.

(b) For each P € End(Q) there exists some cell P containing P such that 6,(P,P) <
CO,(Q) and BsNTg # 2.

(c) If P € Tr(Q), then ©,(1.1Bp) < C©,(Bg).
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Further, the following packing condition holds:

(17.6)
> z,r x,2r) |2 dr
> 0,(Bu(Q) < €0, (B, utro) + 0 [ |HEEID BRI )
Q€Top 0

The preceding lemma follows immediately from LemmasI74land 5.4l Let us remark that the
property (b) in Lemma [I7.0lis a consequence of the property (b) of Lemmal[5.1] the construction
of the family MD(Q) = End(Q), and Lemma [£.4]

The corona decomposition of Lemma is a variant of the one in [To2, Main Lemma 3.1].
In the latter reference, the corona decomposition is stated in terms of the usual dyadic squares
of C instead of the dyadic cells of David-Mattila, and the left hand side of (I7.0]) is estimated
in terms of the curvature of y, instead of the L?() norm of the square integral T'p.

We have now the following.

Lemma 17.6. Let p be a compactly supported measure on C such that u(B(z,r)) < cor for
all z € C, r > 0. Suppose that there exists a family Top C D™ such that Top contains a cell
Ry such that supp i C Ry, and so that for each cell QQ € Top there exists an AD regular curve
g (with the AD-regularity constant uniformly bounded by some absolute constant) such that
the properties (a), (b) and (c) of Lemma[I7.5] hold (with the set G(Q) and the families End(Q),
Tr(Q) defined in terms of the family Top as above). Then,

(17.7) Ay <e Y 0uBe’u(Q).

QETop

The proof of this lemma is very similar to the one of Main Lemma 8.1 of [To2], where this
is proved to hold for bilipschitz images of the corona decomposition of [To2, Main Lemma 3.1].
We will skip the details.

Clearly, Theorem [I7.3] follows from Lemmas and Indeed, by (IT1) and (IZ6]) we
have

2
‘M(B(T:E,T)) _ M(B(;T’ 2r)) % du(z).

P e 3 0uBlu@ < Clul+c [[

QETop

18. SoME CALDERON-ZYGMUND THEORY FOR T,

Before proving that the boundedness of C,, in L?(x) implies the L?(u) boundedness of T),,
we need to show that some typical results from Calderén-Zygmund theory also hold for the
operator T),. Since the kernel of T}, is not smooth, the results available in the literature (of
which I am aware) are not suitable for 7).

For more generality, we consider the n-dimensional version of T},:

1/2
2ﬁ/
. )

- [ URBED) G BE2)
il (@‘(/o' z )’
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For any arbitrary signed Radon measure v on R?, we also write

s 2 ” 1/2
TV f(x) = (/0 d7> .

Relying on some previous results from [CGLT], the following result was obtained in [T'T|
Theorem 4.1]:

v(B(z,r)) v(B(z,2r))
' (2r)n

Theorem 18.1. Let p be a uniformly n-rectifiable measure in R%. Then 1)} is bounded in
L2 ().

We will prove that the following also holds.

Proposition 18.2. Let u be an n-AD-reqular measure in R®. If T} is bounded in L?(u), then
13} is also bounded in LP(u) for 1 < p < oo.

In [TT, Theorem 5.1] it was shown that 7™ is bounded from the space of measures M (R?)
to L1*°(u) whenever p in a uniformly n-rectifiable measure in R?. However, an examination of
the proof of this result in [T'T] shows that what is really shown is that if 4 in an n-AD-regular
measure such that 777 is bounded in L?(p), then T™ is bounded from M (R?) to L%*°(u). By
interpolation, this yields the Proposition [I82in the case 1 < p < 0o. Next we consider the case
p > 2.

Proof. To show LP(u) the boundedness of T, ;. for 2 < p < oo, by interpolation again, it is enough
to show that 7}, is bounded from L*>(u) to BMO(y). The arguments to prove this are rather
standard.

Consider f € L*™(u) and let @ be some cell of the dyadic lattice D associated with u. We
have to show that, for some constant c(,

1
0 /Q T f —cqldp < c || fllpoe ()

Set fi1 = fXxaB, and fo = f — f1. Since T} is sublinear and positive we have |T}}(f1 + f2)(z) —
Tgfg(l')‘ < TM”fl(x). Thus,

T3 f (@) — col < T (fr + f2)(®) = T} f2(@)| + [T} fo(@) — cql < T fi(x) + |17 f2(x) — cql.
Hence,

(18.1) /Q T2 f — cql du < /Q T? fr dy+ /Q T2 fa(a) — cql di.

The first term on the right hand side is estimated by using Cauchy-Schwarz inequality and the
L*(u) boundedness of T):

/QT;Lfl dp < T fill 2 m(@)Y2 < el fill oy (@) < e[| fll poe ) (Q)-

To deal with the last integral on the right hand side of (I&I]) we choose cq = T}} f2(2q),
where zg stands for the center of ). To show that

/Q T fol) — cqldp < ¢ |l Q)
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and finish the proof of the proposition it is enough to show that

(182) T3 fole) T o) < el fllimey for o€ Q.
To this end, write
(18.3)

00 dr\ /2 00 dr\ /2
IT,Z‘fz(év)—T,?h(ZQ)I:‘(/O Apnter? )= ([T Aputar? L)

o o dr 1/2
< ([ 18nuen) - Apuon )

1% r 1/2
< ([ 108G~ r(Ba)r + 1B i)

() r 1/2
+ ([Tl At 2 - r(Be).2r + (B )

1/2
o dr
< 17l ( Lo AT = r(Ba)r (o)) Q—H) ,
r>3r(Bg

using that fo = f XRd\4B, for the last inequality. To estimate the last integral, first we take
into account that p(A(zg,r —r(Bg),r+1r(Bg)) S |r+r(Bg)|™ S r™ for r > 3r(Bg) and x € Q
and then we use Fubini:

(18.4)

2 dr dr
/ |1(A(2q, T —1(Bq),r + r(BQ))|” Zmst S/ 1(A(zq,r = r(Bg),r +1(Bq)) 57
r>3r(Bgq) r r>3r(Bq) "

<)
lz—2q|22r(Bq) J|z—2q|-7(Bq)

In the last double integral, for  and r in the domain of integration we have r = |z — zg/|, and
so we get

|x—zq|+r(Bg) dr 1 |z—zg|+r(Bg)
/ / T du(z) = / T Tt / drdp(x)
lo—20|>2r(Bg) J|o—2q|-r(Bg) T je—z0|>2r(Bg) 1T = 2QI" Jjo—zg|—r(Bq)

B
lz—zq|>2r(Bq) |z — 2q

lz—20[+7(BQ) 4
/| rn+l du(

Gathering (I8.3)), (I84]), and the last inequality, (I8.1]) follows and we are done. O

In the next proposition we intend to prove a Cotlar type inequality involving the operators

5 dr 1/2
Tof () = Applz,r)"— ]
r>/ r
M f (2) o | lde and, Mf@) =swp s [ ifla
of(x) =sup ——5——— and, T) = sup — ,
ot r>{ ,LL(B(QL‘, ZT)) B(z,r) : - r>¢ " JB(x,r) :

where £ is some non-negative constant.
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Proposition 18.3. Let u be a doubling measure in RE. That is
w(B(y,2r)) < cau(B(x,r)) for ally € suppu and all > 0.

Let f € LP(u), for some 1 < p < co. For all z € R* and all £ > 0 we have
(18.5) Tiof (@) Seay Mye(Tyef)(x) + Mo f ().

Notice that the preceding statement is for all € R%, not only for € supp p.
Proof. Take z € R? and let ¢ = max(¢, dist(z, supp )). It is straightforward to check that
(18.6) Tpof (@) ST f () + ¢ My, f(x).
We claim now that for all y € B(z, 2t),
(18.7) TS () = T)ls f (y)| < e Mo f ().

To see that (I8F]) follows from the preceding claim, just take the mean over the ball B(x,2t)
of the inequality (I8.7) to get

_
pu(B(z,2t))
<
N0 u(B(x,4t))

T f (2) < | T dut) + M f(a)

B(x,2t)
[ D) du) + M f ),

B(x,2t)
where we took into account that u(B(x,2t)) ~ u(B(z,4t)), since there exists 2’ € supp p such
that [z —2'| =t and p is doubling. Together with (I8.6) and the fact that 775, f(y) < T}, f(y),
this yields the inequality (I8.5]).

We turn our attention to (I87T). Some of the estimates will be similar to the ones in the
previous proposition in connection with the boundedness from L>(u) to BMO(p). We write

dr\ /2
(88)  Thaf@) - Thaf0) < ([ [Asuden) = gt )
r>5t
dr\ /2
< ([ 1o - anmnp )

d 1/2
< ([ 0nmoaer e eonf )

2 dr 1/2
+ (/ (1| ) (A(z, 2r — 2t,2r + 2t)| 2n+1>
r>5t r

d 1/2
5 </r>5t|(‘f‘u)(A(x’r_2t77’—|—2t)|2 7,271%> |

To estimate the last integral we use the fact that for  and r in the domain of integration

(f1 (Al =2t,r42t) _ 1 /B( . fldp < e MP f()

7«-77/ 7«-77/
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and Fubini:

o dr n dr
/"\ﬂﬂumu@r—%w+aw\?ﬂ;swuﬁuy/ (1) (Al — 28,7+ 20) 2
r>5¢ r r>5t r

(@ [ )
<My, f(x / (1 / —— du(y
T izt ja—yl-2e "
[fy)] [l
< My f(x)/ T Tl dr du(y)
t |z—y|>3t |$ - y|n+1 |x—y|—2¢
tf(y)l 2
st [ L) S M)
w,l ( ) o—y|>3t |$ _ y|n+1 ( ) w,l ( )
Plugging this estimate into (IS8]) yields the claim (I87]). O

If £ is not a constant but a function depending on x, abusing notation, we also write:

T30f (@) =T f(2), Mopf(®) = Mooy f(z), Mgof(x) = Mgy, f(2)

Proposition 18.4. Let I’ be an n-AD-regular set in R?, and for a given a > 0 set 0 = a H"|r.
Suppose that T"nIF is bounded in L*(H™|r). Let u be a Radon measure in R? and ¢ : supp pu —

[0,00) some function. Suppose that p(B(x,r)) < ar™ for all x € suppp and all r > 0(x).
Then T, : LP(0) — LP(u) is bounded for 1 < p < oo with norm not exceeding cis a, with cis

depending only on p, the n-AD-regularity constant of ', and the L*(H"™|r) norm of T”n‘r.

Proof. By Proposition[I82] T34n),. is bounded in LP (H™|r), and so we deduce that T is bounded
in LP(0) with norm not exceeding ci9a, with ci19 depending only on p, the AD-regularity

constant of I, and the L?(H"|r) norm of Tiiny.- By ([I83), for all x € supp p we have

T3 42y F (@) Seay Mo p@) (T3 y(ay 1) (@) + Mgy f () < Mo gy (To f)(@) + Mg g0 f ()
That is,
(18.9) T30f () Seay Mou(To f)(w) + Mg, f (). for all = € supp u.

Note that the doubling constant cg, of o depends on the AD-regularity constant of H"|p but
not on a.

By (I89), to prove the proposition it is enough to show that M, , and M7, are bounded
from LP(o) to LP(u) with

Mo gllr(o)—rr) < ¢ and  [|M7 |l p(o)—rr(n) < ca.

The arguments to show this are very standard. For completeness, we will show the details.
Concerning M, ¢, it is clear that it is bounded from L*>(¢) to L*°(u). Also, it is bounded
from L'(u) to LY*°(o). Indeed, given A > 0 and f € L'(c), denote

U ={z: Myyf(x) > A}

For each = € Q) N supp p, consider a ball B(z,r,;) with r, > ¢(x) and B(z,r;) Nsuppo # &

such that )

- fldo > A
U(B(x72TJJ)) /B(l‘ﬂ“x) ‘ ‘
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Consider a Besicovitch covering of €2\ N supp p with balls B(z;,7,,) with finite overlap, with
x; € Qy Nsupp u. Then we have

1(2y) < ZM(B(%W%)) <a ZTZ
<ec ZU(B(&;,-,27‘xi)) < CZ/B(

Above we took into account that ar} < o(B(z;,2rs,)), which follows from the fact that
B(zi,rz;) Nsuppo # @. So M, is bounded from L'(o) to LV*(u). Together with the
trivial boundedness from L*°(o) to L*(u), by interpolation this shows that M, , is bounded
from LP(c) to LP(u) for 1 < p < oc.

On the other hand, regarding M7, note that if « € supp y and B(z,r) Nsuppo # &, with

r > {(x), then

)\f\dU <cllfllpi(o)-

TisTx;

1 ca
)

Taking the supremum over the radii r > ¢(x) such that B(z,r) Nsuppo # &, we infer that
M}, f(x) < caMyyf(z), and thus M7, is bounded from LP(c) to LP(p) with its norm not
exceeding c(p) a. O

/ |fldo < caMy,f(z).
B(z,r)

" JB(@,r)

19. PROOF OF THEOREM [L.3t BOUNDEDNESS OF THE CAUCHY TRANSFORM IMPLIES
BOUNDEDNESS OF T},

In this section we will show that if x4 has linear growth and the Cauchy transform C, is
bounded in L?(u1), then

1T, xollz2g) < cm(@)Y?

for every square Q C C. Because of the connection between the Cauchy kernel and curvature,
the preceding result is an immediate corollary of the following.

Theorem 19.1. Let p be a finite Radon measure on C with linear growth. Then we have

o x,r z,2r)|? dr
[ B D ) < €+ €

2r

To prove this theorem we will use the corona decomposition of [To2]. To state the precise
result we need, first we will introduce some terminology which is very similar to the one of
Section The most relevant differences are that it involves the the curvature of u instead of
the squared L?(x) norm of T and that it is stated in terms of the usual dyadic lattice D(C)
instead of the David-Mattila lattice D.

Let p be a finite Radon measure, and assume that there exists a dyadic square Ry € D(C)
such that supppu C Rg with ¢(Ry) < 10diam(supp(p)), say. Let Top, C D(C) be a family of
dyadic squares contained in Ry, with Ry € Top,.

Given @ € Top,, we denote by End,(Q) the subfamily of the squares P € Top, satisfying

e PCQ,

e P is maximal, in the sense that there does not exist another square P’ € Top, such that
PcCcP CQ.
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Also, we denote by Tr.(Q) the family of squares D(C) which intersect supp u, are contained in
@, and are not contained in any square from End,(Q). Notice that

{PeD(C): PC Ry, PNsuppu # @} = U Tr.(Q).

Qe Top,
We set
G.(Q) =@Qnsupp()\ |J P

PcEnd«(Q)

Given a square ) C C, we denote
n(Q)
© =—",
NN}

and given two squares Q C R, we set

1

@ R)= [ duty),

where zg stands for the center of Q.
We have:

Lemma 19.2 (The dyadic corona decomposition of [To2]). Let i be a Radon measure on C with
linear growth and finite curvature c(u). Suppose that there exists a dyadic square Ry € D(C)
such that supp p C Ry with £(Ry) < 10diam(supp(u)). Then there exists a family Top, as above
which satisfies the following. For each square @ € Top, there exists an AD-reqular curve I'g
(with the AD-reqularity constant uniformly bounded by some absolute constant) such that:

(a) p almost all G4(Q) is contained in I'g.
(b) For each P € End,(Q) there exists some square P € D(C) containing P, concentric with
P, such that d, (P, P) < CO,(7Q) and %]3(7 I'g #9.
(c) If P € Try(Q), then ©,(7P) < C0,(7Q).
Further, the following packing condition holds:

(19.1) S 0.(7Q)%u(Q) < C ]l + C A ().

Q€Top,

Let us remark that the squares from the family Top, may be non-doubling.

The preceding lemma is not stated explicitly in [To2]. However it follows immediately from
the Main Lemma 3.1 of [To2], just by splitting the so called 4-dyadic squares in [To2, Lemma
3.1] into dyadic squares. Further, the family Top, above is the same as the family Topg, from
[To2l, Section 8.2].

Quite likely, by arguments analogous to the ones used to prove Lemma 3.1 of [To2] (or the
variant stated in Lemma of the present text), one can prove an analogous result in terms
of cells from the dyadic lattice of David and Mattila. This would read exactly as Lemma [T7.5]
but one should replace the inequality (I7.0]) by the following:

> 0u(B)*u(Q) < CO,(Br,)* u(Ro) + C c(p).
QEeTop

Perhaps this would simplify some of the technical difficulties arising from the lack of a well
adapted dyadic lattice to the measure p in [To2]. However, proving this would take us too long
and so this is out of the reach of this paper.
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To prove Theorem [I9.] we split T'u(z) as follows. Given @ € D(C), we denote
(®) 5 dr

Tou(z)? = x Ay (x,r
an) = xale) [ Auter)*

For x € supp i, then we have

(19.2) = Y Tou(x)= Y D Tep@P+ Y Top)

QeD(C) ReTop, QETr.(R) QeD(C):QZ Ro

The last sum is easy to estimate:

Lemma 19.3. We have

> I Terlizgy < cOu(Ro)? |l
QED(C):QZ Ro

Proof. Since supp u C R, we have

S ouliew = Y. IToullag,

QeD(C):Q¢ Ry QeD(C):QO Ry

/RO ROA (2,72 I
R [ O /(RO O~ 0,(Ro) u(Fo).

To deal with the first term on the right hand side of (I92]) we need a couple of auxiliary
results from [To2]. The first one is the following.

O

Lemma 19.4. Let Top, be as in Lemma [19.2. For each R € Top, there exists a family of
dyadic squares Reg, (R) which satisfies the following properties:

(a) The squares from Reg,(R) are contained in Q and are pairwise disjoint.

(b) Every square from Reg,(R) is contained in some square from End,(R).

(C) UQeReg*(R) 2Q cC \ G*(R) and supp M R \ UQEReg*(R) Q C G*(R) Cc I'g.

(d) If P,Q € Reg,(R) and 2P N2Q # &, then £(Q)/2 < L(P) < 20(Q).

(e) If Q € Reg,(R) and x € Q, r > ¢(Q), then pu(B(xz,r) N4R) < CO,(TR) .

(f) For each Q € Reg,(R), there exists some square @, concentric with Q, which contains

Q, such that 5*7M(Q,C§) < CO,(TR) and %é NTr # @.

This result is proved in Lemmas 8.2 and 8.3 of [To2]. For the reader’s convenience, let us say
that this follows by a regularization procedure analogous to the one used in the present paper
to construct the families Reg and NReg.

The next lemma shows how, in a sense, the measure p can be approximated on a tree Tr,(R)
by another measure supported on I'p which is absolutely continuous with respect to the arc
length measure. This is proved in Lemma 8.4 of [To2].
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Lemma 19.5. For R € Top,, denote Reg, (R) =: {P;}i>1. For each i, let P; € D(C) be a closed
square containing P; such that 0,(P;, P;) < CO4(TR) and $P;NT'r # @ (as in (e) of Lemma
[19.4)). For each i > 1 there exists some function g; > 0 supported on I'r N P; such that

(19.3) /1“ gi dH' = u(Py),
(19.4) > 9i SOu(TR),
and

(19.5) lgilloo £(P3) S p(P;).

Recalling the splitting in ([I9.2]), to prove Theorem [[9.1] it suffices to show that for every
R € Top,

> /TQu2 dp < ¢©,(TR)* u(R),
)

QETr«(R
because of the packing condition (I9.]). To this end, denote
{R) dr
Sun(o)? = xal@) [ Ay
U(z)/2 r

where {(z) = (Q) if z € Q € Reg, and {(z) = 0 if z & Jgepeg, @ By (b) of Lemma [9.4]
Y Tou()® < Spp(e)*.
QETr(R)
Thus the proof of Theorem [I9.1] will be concluded after proving the next result.

Lemma 19.6. For every R € Top,, we have
|Srillaq < cOu(TRY u(R).
Proof. Consider the measure o = ©,(7R) H!|r,,, and take the functions g;, i > 0, from Lemma
Set
B’i = N’Pl - gZ Hl‘FRa
and denote h; = ©,(7TR)"1g;, so that g; H'|r, = h; 0. Denote also h = Y, h; and notice that

MZZﬁi-l-hJ.

As Sp is subadditive, we have

(19.6) Sri < Sp(ho)+ > Srb;.

Since pu(B(x,7) N R) S ©,(TR)r for all z € RNsuppu and all » > ¢(x), by Theorem [I81]
and Proposition I8 T, : L?(¢) — L?(p|r) is bounded with norm not exceeding ¢©,(7R). So
we get

ISR(A )12y < 1 Tohl1 221y < €Ou(TR) 1Al 2 (-

BlR)
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To estimate ||A]|3, (o) Write

A1 72 () < 1Bl zoe o) 1]l 21 (o)
and recall that
1l 2 (o) = Ou(TR) Mgl oo () S 1
and
1hllLr oy = gl Lreryr,) < w(R).
Hence we obtain
(19.7) 1SR o) 721 S Ou(TR)? u(R).

Now we will estimate the term ), Sgf; from ([I3.6]). We split SrfB;(z) as follows:

40(B;) 1/2 “R) 1/2
(19'8) SRBZ(‘T) < <XR(‘T)/£ Aﬁi(xvr)2 %) + (XR(‘T)A _ Aﬁi(x7r)2 %)

(z) L(P;)

(P8 ar ) 14(P) )
g<>m<w> [ Aupi@c,r)z?) ) [ A,

T 0P;)/8

= 1/2 1/2
44(P;) dr L(R) dr

<><R<x> / Ahmu,r)?—) + <><R<:c> / " Ap (a2 Y
() r 46(P;) r

+
= Ai(z) + Bi(z) + Ci(x) + D;(x).

To deal with A;(z), note if = ¢ 2P;, then A;(z) vanishes. Recall now that, by Lemma [19.4]
if x € 2P;, then {(x) ~ ((P;). So we obtain

o(Py)/8 ar\
Az(‘r) < XQPi(x) </ AN‘Pi (‘Tar)2 _) S.; XQPi(x) o
cl(P;) r

Let us turn our attention to the term B;(z) from (I28). Notice that B;(z) = 0 if 2 & 20F;,
and moreover A, (z,7) = 0 if 2r < dist(z, ;). Hence, in the domain of integration of B;(x)

we can assume both that r > ¢(P;)/8 and that r > 1 dist(z, P;), which imply that

r2 5 (SUP) + g dist(a, P)) ~ |z — 2n] + (P,

— 2 \8
So we have
40(P;) dr
Bi(e)* < xag (0) [ Ay ()2 I
20P, oz, +(P,)) Hlp; r
40(P;) dr (P;)?
<y - 2 @ Pt
S o ) (P)? [ < Yoo () .
o c(lo—zp,l+eP) T2 T TP (12— 2p | 4+ 0(P))?
Thus,

P,
Bi(z) S Xq0p,(2) |z — zljof\ -ﬁe(Pz’)'

Concerning Cj(z), again it is easy to check that Cj(z) = 0 if z & 20P;. So we have
Ci(z) < X20ﬁiTcr,£hi(x)~
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Next we consider the term D;(z) from (I9.8). Since [ df; = 0 and supp 8; C ]5,-, it turns out
that Ag,(z,r) = 0 unless
(0B(z,r) UdB(z,2r)) N P+
If this condition holds, we write r € I (i,2z). This condition, together with the fact that r >

4 ((F;) in the domain of integration of the integral that defines C;(x), implies that r ~ [z —zp,| &
|z — zp,| + ¢(P;). Therefore,

/e(m Ap (2 ¥ < 13:11” / e MPPUP)
By " Y (o= zp| +U(B))? Jreria) T (lz - 2p| + £(B))?

Hence,

P)) ((P)Y/?
Do) 5 —MPLUBYE
(lz = zp| + €(P))
Gathering the estimates we have obtained for A;(x), B;(z), C;(z), and D;(z), we get

u(P;) u(P) u(P) L(P;)/?
Snie) S xan (@) gy T xR ) [ TR Y (o e R
) ] D\1/2
< faap o) u(P) u(Py) ((P) b X (o)

2= 2p[+UP) (o - zp) + 4B
=: Ei(%) + Xy0p,Tohi(®).

We will estimate the L?(u|g) norm of 3, Sgf3; by duality. So consider a non-negative function
f € L?(u|r) and write

99 [ 1Y sesaus Y [fEdr Y [ Tamdu= D+ @)
R : — J20P,;
First we deal with @ We consider the centered maximal Hardy-Littlewood operator

1
M¢ f(x :sup—/ fldp.
Hlr ( ) >0 ,u(B(l‘,T‘) ﬂR) B(w,r)ﬂR‘ ‘
It is easy well known that M, s bounded in LP(u|gr), 1 < p < oo, and of weak type (1,1)

with respect to p|g.
For each 7 we have

o u(P) ol pP Y L
/fEZ = /20&- |z — zp| + £(F) f@) dp(e) +/ (| — zp,| + £(B))** foanto)

We claim now that the following holds:

1 P
(19.10) /QOE v on T 0P f(@)dp(e) < Ou(TR) inf M f(y)

and

5.y1/2
(19.11) / T Zifii R f(z) du(z) S Ou(TR) inf M, f(y)-
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Assuming these estimates for the moment, we deduce
/fE dp < 0,(TR) 1nf My, f(y) n(P) < ©,(TR) / it w(y),

and then, since the squares P; are pairwise disjoint and contained in R,

(1)< ©,(TR) Z/ ¢ fW) duly) < O, 7R/ e fdu

Ou(TR) M) ll12(ul ) LR)? < ©u(TR) || fll 20y 1(R)Y.

Next we estimate the term @ from (I9.9]). By Holder’s inequality and the LP(u) boundedness
of T,y from LP(o) to LP(u|r) with norm not exceeding c©,(7R), we get

1/4 / 3/4
< T, hi4du> </ f43du>
@ 2;(/20152-01%' ehi 2oﬁi| |
3/4
TR S Wl ([ 1717 dn)

0P;N

Consider the following centered maximal operator

3/4
1
MY () = sup / 4/3 4 _
Hlr f( ) r>0 M(B(xvr) N R) B(z,r)NR ’f’ :

This is bounded in LP(u|g) for 4/3 < p < oo and of weak type (4/3,4/3) with respect to u|g.
Notice that for all y € P,

3/4 3/4
(/ ) \f\4/3du> s( / ) \f\4/3du>
20P;,NR B(y,£(40P;)NR

< u(B(y, ((40F)) N R My £ (y)
S Ou(TRP P M f(y).
Therefore,
(19.12) @ < 0,(7R) 1+3/4 Z hill 2oy € )3/4 inf MC|4/3f(y).
Recalling that h; = ©,(7TR)™! g; and that ||g;||ec U(P) < (P, we get
2ill oy £CP)P < [ ill oo ) 0 (B3) Y/ £(F;)P/

< O(TR) gl oo () €(B;) S Ou(TR) ™/ ().

Plugging this estimate into (I9.12)) and using the L?(u) boundedness of M 0‘4/ ® we obtain

D50t ) inf M 1) 2 ©,(TR) | MIEPF() duty)

0,(7R) IIMC4/3f\\L W(R)Y? S ©,u(TR) || Il 2y 1(R)2.
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Gathering the estimates obtained for @ and @, we get
[ 13 Sk d < O, g ()

for any non-negative function f € L?(u), which implies that

HZ Swbi|,

©u(TR) u(R)'?,

as wished.
To conclude the proof of the lemma it just remains to prove the claims (I9.10) and (T9.11)).
We carry out this task in the following lemma.

Lemma 19.7. Let f € L*(u|r) be non-negative. We have

(19.13) /2015- |x_ZPT+£(Pi) £(@)dnla) S ©,(TR) inf Mg, ()
and

e(ﬁ)1/2 c
19.14 d 0,(7R) inf M
(19.14) /(‘x_zpw( 7 ) o) 5 O,(TF) 1t 28 1),

Proof. First we deal with the inequality (I9.13). Given a non-negative function f € L?(u|g)
and y € P;, we set

1 1
/20131- |z — zp,| + U(P) fe)du(@) 2 U(F) /B(y,M(Pi)) f@) dyula()

1
+ﬁ _ — f(x)dp|r(z)
L0(P,) <|a—zp, |<d0t(P,) [T — 2P|
=1+ Is.
Concerning I, we have
w(B(y,20(P;)) N R) 1 /
LS Fdu < ©.(TR)MC, f(y).
| o(P) w(B(y,20(P)) N R) Jneaurn w(TR) My f(y)

To deal with Is we apply Fubini:

b= f@ [ Sdrdila
Z(P <|m 2P, |<406(P;) >|z—zp, | T
- 5] (@) dula(e) dr
Z(P |z—2p,;|<min(r, 40¢(P;))

< / = / _fdulgdr
%Z(Pi) r B(y,min(2r,80¢(F;)))

. > u(B(y, min(2r, 80(F;))) N R)
<M |Rf(y) /éZ(Pi) r2

dr.
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Since B(y, min(2r, 804(F;))) C B(zp,, min(4r, 1600(F;))), we get

*  pu(B(zp,, min(4r, 1604(P;))) N R)

5 dr.

I < MC|Rf(Z/)/

10(P) r

Notice now that, by Fubini, the integral above equals

ﬁ 2/ _ dulR(:v)drz/ . / —2drdu|R( z)
ie |z—zp,; | <min(4r,160£(P;)) $U(P)<|z—2p,|<160L(P;) Jr>%|w—zp,| T

4
— ———— dul(2).
10(Py)<|z—zp,|<1604(P |$ — 2p,]

From the condition 5*,M(Pi,ﬁi) < O4(7TR), it follows easily that the last integral above is
bounded by ¢©,(7R). Thus,

I S ©,(TR) M¢,, f(y),
and (I913)) follows.

The arguments for ([9.14]) are quite similar. Consider a non-negative function f € L?(u|r)
and y € P;, and write

g(ﬁ)lﬂ 1
f@dn) € — [ @) dulala)
/ (lz = zp,| + €(P))*? U(P;) JB(y.20(P,))
¢ 152 1/2
+/ i %
lo—zp,|>1e(P)3/2 [T — 2P|
= J1 + Jo.

f(@) dp|r(x)

Arguing as in the case of 1, we get
J1 S O,(TR)
To deal with Jy we apply Fubini again:

H\Rf(y)'

Y P, 1/2
J2 = C/ . f(:E)/ ( 532 dT’d/L|R( )
|z—2p;|>54(P;) r>le—zp| T

(3] €E1/2
- Sk | r@dulnte)ar
lep) T |z—zp, |<r

2

0o ﬁz 1/2
S/ “ 5)2 / fdp|gdr
LBy 2 I

e B (B2 NR)
<M ‘Rf(y) /1“]51) 572 dr

Since
p(By,2r)NR) _

" S Ou(TR) for r > LU(P),

we obtain .
> U(P)Y? .
O dr < ©,(TR) My, S (0),

J2 S Ou(TR) ME, £(y) /

$U(Py)
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and so (I9.14)) is proved. O
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