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Abstract—This letter studies the power-limited throughput of
a communication system utilizing incremental redundancy NR)
hybrid automatic repeat request (HARQ). We use some recent
results on the achievable rates of finite-length codes to ahae the
system performance. With codewords of finite length, we devie
closed-form expressions for the outage probabilities of IR HARQ
and study the throughput in the cases with variable-length oding.
Moreover, we evaluate the effect of feedback delay on the tbughput
and derive sufficient conditions for the usefulness of the HRQ
protocols, in terms of power-limited throughput. The results show
that, for a large range of HARQ feedback delays, the throughpt is
increased by finite-length coding INR HARQ, if the sub-codewrd
lengths are properly adapted.
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[. INTRODUCTION
Hybrid automatic repeat request (HARQ) techniques are co
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IElmonly used in wireless networks to combat the loss of d
packets due to channel fading [1J-[4]. The performance oRQA
(\J ‘protocols is addressed in various papers, €.¢., [[1]-[4Erethe
= results are obtained under the assumption of asymptatilcaih
O codewords. On the other hand, in many applications, such
(") 'vehicle-to-vehicle and vehicle-to-infrastructure conmizations
for traffic efficiency/safety or real-time video processifoy
’"augmented reality, the codewords are required to be shothé
O) order of ~ 100 channel uses) [5]/16]. Thus, it is interesting t
O 'investigate the performance of HARQ protocols in the prese
: of finite-length codewords [7][8].
5 HARQ protocols utilizing codewords of finite length. The pro
'>2 lem is cast as the maximization of the power-limited thrqugh
E back. The contributions of the paper are two-fold. 1) We e t
recent results on the achievable rates of finite block-leegtes

[O]-[11] to analyze the throughput. With codewords of finité

length, we derive closed-form expressions for the outagbapr
bilities of the INR HARQ in different retransmission rounalsd
evaluate the effect of variable-length coding on the thigud.
2) We investigate the effect of feedback delay on the thrpugh

(0]
n

In this letter, we study the data transmission efficiency of

in the presence of incremental redundancy (INR) HARQ fee

Il. SYSTEM MODEL
Consider a point-to-point communication setup following

Y =VPhX + Z, (1)

where P is the transmit powerX is the unit-variance input
messageh denotes the fading coefficient al~ CA(0, 1) is
the independent and identically distributed (iid) comp(@aus-
sian noise added at the receiver. We consider an INR HARQ
protocol in which each data packet is sent using a maximum of
M transmissions.

The system performance is studied in quasi-static comdifio
e.g., [3], [4], where the channel coefficients remain cansta

r(JTIHring a packet transmission, and then change to other salue

a?gcording to the fading probability density function (pdfs a

motivation for this model, consider the LTE standard; asulsed

in [1], each HARQ round corresponds to one transmission slot

which is 0.5 milliseconds in the LTE standard. Also, for syss

o] Serating at a carrier frequency around 2.5 GHz and in the cas

that the receiver is moving with a speed of 2 km/h the coherenc

time is equal to 200 ms[1]. This coherence time is 400 times

larger than the time slot duration in LTE. Thus, with proper

selection of the maximum number of retransmissions, theigua

static case can properly model the channel characterigtcs

more motivations for the quasi-static models, see [3])) [4].

Let us define thechannel gain asg = |h|%. The results are

given for Rayleigh fading channels whelie~ CA/(0, 1) and, as

a result, f,(x) = e~ with f, denoting the channel gain pdf.

IEE each slot, the channel coefficient is assumed to be known by
e receiver, which is an acceptable assumption in quasést

conditions [1]-[4], [9]-[11]. However, no instantaneousaanel

state information is assumed to be available at the tratesmit

except the HARQ feedback bits.

[1l. ANALYTICAL RESULTS
In this section, we study the throughput of the INR HARQ

Particularly, we present sufficient conditions for the usefss protocol utilizing codewords of finite length. We first obtad

of HARQ protocols such that the use of HARQ increases tlobosed-form expression for the throughput, following tteams
throughput compared to the open-loop communication sekgrs procedure as i [2]5[4], except that we add the effect of iee#

a large range of HARQ feedback delays, the results showlkat tlelay into the analysis. The throughput, giver{ih (5), isrecfion
implementation of finite-length INR HARQ leads to throughpuwof a set of probabilities that depend on the sub-codewoedsjth.
improvements. Hence, we use the results of finite-length codés [9]-[11 @i
the probability terms. To find the probabilities, we need s& u
approximation and bounding techniques, as stated in Lenimas
and 2. Finally, we derive bounds for the desired HARQ feeklbac
delays such that the implementation of HARQ increases the
throughput compared to the open-loop communication sdtiag.
details are presented as follows.
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Using INR HARQ, K information nats are encoded into a  with y denoting the channel output induced by the transmit-
parent codeword of lengti ;) = ZM l, channel uses. Then, ted codeword according tg.

m=1

the parent codeword is divided inte sub-codewords of length The maximum achievable rate of the code is defined as
l..,m=1,..., M, channel uses which are sent in the successive

transmission rounds. Thus, the equivalent data rate atide € Ry (L, P,6) = sup{1 os IV : (L, N, P,§) code} (npcu) (8)

of roundm is R(m) = % l(m) Zn 1ln,R(0) = o0. In L

each round, the receiver combines all received sub-codisstor Considering quasi-static conditions, [10], [11] have retepre-
decode the message. The retransmission continues untitése sented a very tight approximation for the maximum achiexabl
sage is correctly decoded or the maximum permitted trarssoms rate [8) as

round is reached. Rumax(L, P,8) = sup {R : Pr(log(1 + gP) < R) < 6}
Let D (in channel uses) denote the HARQ feedback delay in log L
each round. If the data transmission is stopped at the enlgeof t -0 ( ) (npcu) 9)

m-th round, the total number of channel uses is
. {l(m) +mD, if m £ M which, for codes of rateR npcu, leads to the following error
(m) =

Lo + (M —1)D, it m =M (2) probability [11, eq. (59)]
(10)

VI (log(1 + gP) - R>>}

which is based on the fact that in each retransmission round, (L, R, P) =~ E[Q( ;

except the last round, an acknowledgement/negative adknow
edgement (ACK/NACK) signal is fed back to the transm|ttef_|
re,
In this way, with some manipulations, the expected number Q
channel uses in each packet transmission period is found as

(1+gP)?

Ulx) = 0OWV(z)),r — oo is defined as
thHOO bup|vgm)| < oo and E]] is the expectation with
respect to the channel gain Also, Q(.) denotes the Gaussian
Q-function. Since the approximatioh (10) has been shown to

T = Z lnSm—1 + D Z Qi1 ®) pe very tight for sufficiently large values of [9]-[11], for

m= m= simplicity we will assume that it is exact in the following
where ), denotes the probability that the message is n@specially when discussing bounds).
correctly decoded up to the end of theth round andy = 1. From [9)-[10), the probability that the data is not decodabl
If the message is correctly decoded in any round, f&ll roundsn =1, ..., m, of the INR, i.e.,,,, is found as

information nats are received by the receiver. Thus, fahgwhe
same arguments as inl [2]+-[4], the expected number of reteive Q,, = E[Q(\/l(m) (log(l +gP) — R(m)) )] (11)

; ; ) o -
information nats in each packet is given by /1— TPy

K = K(1 - Pr(Outage) = K (1 —Qu), (4)  Here, [11) is based on the fact that 1) with a quasi-statiditiom,
where Pr(Outage = ), is the packet outage probability.the same fading realization is experienced in all rounds of a
Usmg @), [@), therenewal- reward theorem [2]-[@] and ,, = Packet, 2) the receiver combines all recelved signals ofdxepa
is obtamed as Vi) (‘Og 1””‘@
Wim)(z) = is an increasing function of
o K o 1— Q]u \/1 7(1+IP)2 - -
n= T~ ZM ( L1 g LD ZMfl Q © limy and, thusA,,, C A,,n < m for quasi-static channels, where
M=1\Rm) — R /" M1 Rapy £em=1"m=1 4 "is the event that the data is not decoded in rounds. , m.
®) For Rayleigh fading conditions},,, is found as
f - D
Here, we have defined = 5 which is referred to as the N Tom (l0g(1 + Px) — Riymy)
relative delay, with respect to the maximum packet length. Q= e *qQ - dz (12)
To study the power-limited throughput of the INR protocas th 0 1- axpPa2

final step is to calculate the probabiliti€s,,,m = 1,..., M. In . )
the following, we use the recent results b [9]9[11] to fifi, which does not have a closed-form expression. Lemmas 1-2

for the cases with codewords of finite length. Let us first (Eﬁrgpproximate/bound the p_r(_)babilitiésn,Vm, as follpws.
an (L, N, P, 6) code as the collection of Lemma 1. The probabilitieX2,,,, Vm, are approximated by

o An encoderY : {1,...,N} +— C¥ which maps the ;(1_6; 0o 1 =eftm i1 arf(K=izl
messager € {1,..., N} into a lengthZ codewordz,, € ? Zimow(=P) ( (v21<m> ))
{z1,...,zn} satisfying the power constraint Q,, = —erf(—RW\/l(m) For high SNRs

1 2 .
7 llzsl” < PV (6) 1 oe ( Vo > For all SNRs

o A decoderA : C +— {1,..., N} satisfying the maximum n
error probability constraint where erf.) represents the error functiofl,, = <5=! and

max Pr(A JIJ=7)<é 7 - Lim) P?
ax Pr(A(y) # J|J = j) < @y, = S




Proof: At medium/high signal-to-noise
(SNRs), [(I1) is approximated by(,,

e *Q(y/I(m)(log(1 + zP) — R(;y)))dz  which leads

(m) 1
a) [l —r Kk
—_—e
271’ R(m)
b) l(m _1 —
V 27 *R(m)
R oo
/ % 1_6(7”)1'/ tzlfn)
eiR(”l)

tios

Jo

to

5 (log t)” gt

(M)

(logt)? di—

(log )* 4t

L_i_l))). (13)

2l(m)

Here, (a) is obtained by partial integration, variable transfor

t = (1+Px)e
with @Q(c0) = 0,

*R<m> and the definition of the Gaussigrfunction

( (”)) -1 %e ,(b) follows

ra-

Q,, > /0 e " Q(by(x — 0,,))dx

(:e)/oo b (1 — e‘m)e_
0 V2T

where(e) comes from partial integration angl, given in [16) is
found by some manipulations and the definition of error fiamct
The upper bound is found by

2
b (26

)ty = vy, (17)

(M)

() e o x
ngl—e_OM—i—%fe_ (log(1+Pz)— L( ) d,T
em
(9) _ _
% 1— e 97"42—6 ¥m (18)
. s2l(m)
W% Jor, (14 Px)~lomede = uy,.
Here, (f) is obtained by[(12), using the inequality
1, if x <0
Mnd removing the denominator in{12) when> 6,,,. Then,(g)

follows from (a — b)? > max{0,2¢ca — 2be — €?},Va > b, e >
0, and some manipulations. Finally, the last equality is given

~ Vor
from the Taylor expan5|on of the first exponennal term, amel tby the definition of the incomplete Gamma functibiin, =) =

last equality is obtained by some mamEJuIatlons and the itiefin
of the error function effr) = % fo e "dt.

[t letdt, |
Depending on the SNR/the sub-codewords length, the approxi

For the second apprOX|mat|0n approach, we implememifations/bounds in Lemmas 1-2 are useful in different ciorakt

Q< ‘ l(m)(log(lﬂf)R(m))) ~ Z,, With
Vi-amer
1 <0, S
(c) m ™ s
Zin(z) = { 5 = o=z — On) s Om + (/557
0 2> 0+ ot

(14)

which results in

QO = vz, (2)de 21— m -
A e Z(a)de 1 -

()

(15)

Here,(c) is obtained by using the linearization technique for the

function @ Y (los( HEP) R(m))> atz = 6,, and(d) follows

(1 mP)2

from (I4) and some manipulations. [
Lemma 2. The probabilitiex?,,,, Vvm, are bounded by
Um, S Qm S umvvmve > Oa
1 0 b 120t 1-b2 6
v = 5 (1 —erf(=z22) —e 20 (1 —erf(—z2—=))),
(1 —er(=4=) - (1 - erf(*t))
Up =1—Ee 2 4 eamP €l<m>1“(1 — €lmy, Um + ),
’l/Jm - e(R(m;%)—l’am - P + Ke+ l(m)€ .
(16)

Proof: Q(z) is a decreasing function an®V(,,(z) =

limy (log(1+2P)—R(py ) .
Vi (0804+2P)~Rem) 1o concave in. Thus, from[I1L), a lower
“rer?

bound on(,, is obtained if W, (x) is replaced by its first-

Finally, to enjoy the benefits of the INR HARQ the channel code
should satisfy the following requirements: 1) A parent cafukst

can be punctured into rate-optimized sub-codewords and 2) a
decoder with performance close fo{11) for all retransmissi
There exist several practical finite-length code desigmg, E2],

[13], that satisfy these requirements.

A. On the Effect of Feedback Cost

With no HARQ (open-loop setup), the parent codeword of
length (57 is sent inone shot. Thus, with uniform power
allocation, on which we focus, the outage probability(lg,,
the same as in the HARQ-based scheme. Also, as there is no
feedback, the throughput of the non-HARQ scheme is found as

i%u—mmmwm=RWm—ﬂm.(m)
From [B), [20), the intuition behind the HARQ protocols is as
follows. If the channel quality is low, all possible transsions of
the HARQ are used and the system performance will be the same
as in the case with no HARQ (except for the additional feekbac
delays). But, if the channel quality is high, the message bmy
correctly decoded at the end of theth, m < M round, and the
channel uses for rounds +1, ..., M are saved. The cost of this
gambling is the cost for feedback, i.e., the tedn> " —' Q,,,
in @). Hence, depending on the feedback delay and the channe
conditions, using HARQ may or may not improve the throughput
To find the acceptable range of feedback delays, we can
maximize [20) for a given power and then sweep on different
values of relative feedback delay, i.@)' in (§), to find the
maximum value ofDf for which the HARQ-based approach leads
to higher throughput, compared to non-HARQ scheme. Sufficie
conditions for the usefulness of the HARQ, i.e., lower baiod

Open-loop _

order Taylor expansion at any point. Using the Taylor exjmans the acceptable range of feedback delays such that the tmpatig

of Wiy (z) atx = 6,,,, we have

is improved by the HARQ, are obtained as follows.
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For every given value of power and information nats, optemiz

l(ary in terms of the open-loop throughp[ii{20). Consider the san 2/l Open—loop communicatio @
packet length,;) and fixed-length coding, i.el,, = l%’{” ,Vm, Approximation
for HARQ, which is not necessarily optimal for HARQ-based 1+ approach of (15)

Rayleigh fading channel,

Throughput) (npcu)

scheme, in terms of throughput. Then, as the HARQ and the nc ¥ M=2. INR HARQ
HARQ schemes have the same outage probability, the thraugh| “ ‘0 5 10 15 20
is increased by HARQ if it results in less expected delay.déen Transmission SNR, 10log;, P dB

H
an

from @), a sufficient condition for the usefulness of HARQ is
given by T < I(5) leading toD' < r with 10— poo Variable-length coding (b)
r= f"szjinfl mel (21) 5p| ¢ D=5% } K=600 nats, M=2
Yot m—1 i (0L R PEELE TR
) ) . o T | L L L L
Using Lemma 2,Q, = 1 and because (1) is a decreasing 0 2 - 4 %NR 1018 Pd%o 12
function of 2,,,, Vm, we have ransssion SRR, T80
- - -Simulation results (c)

M—1-3 um M—1-3,) vn
M—2 =T= M—2

M1+, um) M1 +32,-1 vm)

with u,,, andv,, derived in [I6). Note that, whild_(21) provides

sufficient conditions for the HARQ feedback delay with fixed-
length coding, variable-length HARQ indeed does betted ar

o
I

+ i Upper bound of sufficient condition in (22) .
— Sufficient condition in (21) leed—_length
|- e-Lower bound of sufficient condition in (22)  ¢0ding

(22)

o
)

o©

o

Relative feedback delay D/ Throughput gain A%
o
~

o

larger range of feedback delays are tolerated in the varinlgth 5 10 15 20 25
coding scheme. The numerical results are presented in uelke Transmission SNR, 10log,, P,dB
Figure 1. (a): Throughput, (b): throughput gain and (c):eptable relative
IV. NUMERICAL RESULTS AND CONCLUSIONS feedback delay vs SNRY = 2. In subplot (a), both the number of information

According to [10], [11], the approximations il(9) afd{10pa 15,201 e stveedenores gt o cpimized i ermistaout I
very tight for sufficiently long sub-codewords, and the tigtss
increases with the sub-codewords’ length. For the numlerica SNRs while its effect is relaxed at low and high SNRs. Finally
sults, we consider the cases with > 100, Vm, channel uses, for the acceptable range of feedback delay decreases Agitflo
which the approximation is tight enough, and we do not carsidsummarize, using INR HARQ with finite-length codes results
shorter sub-codewords. Our choicelgf > 100 as the minimum in throughput increment for a large range of feedback delays
possible length is motivated by [11, Fig. 2] where the re&ti particularly when the SNR increases.
difference of the exact and the approximate achievables riate
less than2% for the cases with codewords of length 100.

: : _ ] A. Chelli and M. Alouini, “Performance of hybrid-ARQ witincremental
We are further motivated for our choice of the sub-codewords redundancy over relay channels"@LOBECOM Dec, 2012, pp. 116-121.
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