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Abstract

We provide a complete list of two- and three-component Poisson struc-

tures of hydrodynamic type with degenerate metric, and study their homo-

geneous deformations. In the non-degenerate case any such deformation is

trivial, that is, can be obtained via Miura transformation. We demonstrate that

in the degenerate case this class of deformations is non-trivial, and depends on

a certain number of arbitrary functions. This shows that the second Poisson-

Lichnerowicz cohomology group does not vanish.
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1 Introduction

One-dimensional Poisson structures (also called Hamiltonian operators) of hydro-

dynamic type were introduced by Dubrovin and Novikov in [12]. They are defined

by

P ij = gij(u)
d

dx
+ bijk (u)u

k
x, (1)

where u = (u1, . . . , un) are local coordinates depending on the spatial variable x,

i, j, k = 1, . . . , n, and ukx means the derivative of uk with respect to x. The require-
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ment that (1) defines a Poisson bracket, by

{F,G} =

∫

δF

δui
P ij δG

δuj
,

imposes certain constraints on the coefficients gij and bijk . In the non-degenerate

case, that is when det gij 6= 0, Dubrovin and Novikov proved that (1) determines

a Poisson structure if and only if gij is a pseudo-Riemannian flat metric and the

symbols Γi
jk = −gjmbmi

k define a connection compatible with the metric gij (where

gimgmj = δij). As direct consequence of this result, any non-degenerate Hamil-

tonian operator of the form (1) can be reduced to constant coefficients by local

change of coordinates. The theory of non-degenerate Hamiltonian structures of

such type was thoroughly investigated in the last three decades, and Hamilto-

nian operators of the form (1) have subsequently been generalised in a whole va-

riety of different ways (degenerate [21, 3, 4], non-homogeneous [31, 30], higher-

order [14, 34, 35, 9, 19], multi-dimensional [14, 13, 28, 30, 26, 18] and non-local

[32, 17, 27, 31], see [29] for further review).

In the framework of the theory of Frobenius manifolds [10, 15, 16], Dubrovin

conjectured the triviality of homogeneous formal deformations of structures (1).

The problem formulated by Dubrovin can be stated as follows. Let us consider

a Poisson manifold M endowed whit a Poisson structure of hydrodynamic type

(bivector) P0 which satisfies the Jacobi condition written in terms of the Schouten

bracket on the algebra of multivector fields on M , that is [P0, P0] = 0. A deforma-

tion of order k of a Poisson bivector P0 is a formal series

Pǫ = P0 + ǫP1 + ǫ2P2 + . . .

in the space of bivector fields on M satisfying the condition [Pǫ, Pǫ] = O(ǫk) for any

value of the parameter ǫ. In particular, if [Pǫ, Pǫ] = 0, we say that Pǫ is a deformation

of P0. A deformation (of order k) is trivial if there exists a Miura transformation

φǫ :M → M ,

φǫ =
∞
∑

m=0

ǫmφm,

which pulls back Pǫ to P0, that is Pǫ = φǫ∗P0. Introducing the following gradation

in the space of differential polynomials,

deg(f(u)) = 0, deg

(

dku

dxk

)

= k,

the allowed deformations Pǫ are formal series of the form

Pk =
k+1
∑

s=0

As(u,ux, . . . ,uk+1)
dk+1−s

dxk+1−s
,
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where the entries of the n× n matrices As are homogenous polynomials of degree

s in the x-derivative, namely deg(As) = s.

Problem. Does there exists a Miura transformation that brings the homogeneous defor-

mation Pǫ to P0?

This problem can be reformulated in cohomological terms. Indeed, triviality

of deformations is equivalent to the vanishing of the second cohomology group in

the Poisson-Lichnerowicz cohomology [22]. Getzler [20] and independently De-

giovanni, Sciacca and Magri [8] solved Dubrovin’s conjecture proving that this co-

homology group is trivial (in particular, Getzler proved that all the positive integer

cohomology groups are trivial).

In subsequent years, the theory of deformations for Poisson structures of hy-

drodynamic type has been developed especially in the framework of bi-Hamiltonian

structures by several authors (see for instance [16, 25, 23, 24, 11, 2, 1, 5, 6]) and re-

cently the first result has been published in the two-dimensional case [7].

All the above results have been obtained assuming that the metric g which

defines the Poisson structure (1) is non-degenerate. To the best of our knowledge the

deformation theory for Poisson structures of hydrodynamic type with degenerate

metric has not been developed yet. Our main aim is to investigate what happens

in the degenerate framework.

1.1 Summary of the main results

In this paper, we give a complete list of two- and three-component Poisson struc-

tures of hydrodynamic type with degenerate metric (Theorems 5 and 6). For in-

stance, in two-component case, any of these structures can be brought to one of

the following canonical forms

P
(1)
0 =

(

dx 0

0 0

)

, P
(2)
0 =

(

dx −u2
x

u1

u2
x

u1 0

)

,

where dx = d
dx

. We show that in two-component case first- and second-order de-

formations of such structures are not trivial, that is, they cannot be eliminated by

Miura transformations, and we prove that they depend on a certain number of

arbitrary functions of the variable u2.

Theorem 1. Up Miura-type transformations, the following hold:

• first-order deformations of P
(1)
0 depend on 2 functions of u2, and second-order defor-

mations on 6 functions of u2;
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• first-order deformations of P
(2)
0 depend on 1 function of u2, and second-order defor-

mations on 2 functions of u2.

In three-component case, we provide some examples of non-trivial first-order

deformations (as we will see, in this case second-order deformations involve too

many unknown functions, and the computations become very hard), focusing on

the Poisson structures given by

P
(3)
0 =







0 u3x 0

−u3x 0 0

0 0 0






, P

(4)
0 =







dx 0 0

0 0 0

0 0 0






, P

(5)
0 =







dx 0 0

0 dx 0

0 0 0






.

In particular, our results imply that the first homogeneous component of the

second Poisson-Lichnerowicz cohomology group for the structures P
(i)
0 , for i =

1, . . . 5, does not vanish. This implies that the second cohomology group for such

degenerate structures is not trivial, contrary to what happens in the non-degenerate

case [20, 8] .

This paper is organised as follows. The first section is devoted to the theory of

Poisson structures with degenerate metric, where we recall the main results due

to Grinberg [21] and Bogoyavlensky [3, 4], and in 2.2 we give the complete classi-

fication of two- and three-component degenerate Hamiltonian operators (three-

component case is fully analysed in Appendix A). Deformations of degenerate

Poisson structures are described in Section 3. The results we list in this section

are proved in Appendix C, leading to the proof of Theorem 1. Finally, Appendix B

is a quick recall of the tools we used in computations.

2 Poisson structures of hydrodynamic type with de-

generate metric

In this work, we are interested in the degenerate case, that is, when the determinant

of the differential-geometric object gij which describes the Hamiltonian operator

(1) is zero. Some results about this class of structures were announced for the first

time by Grinberg in 1985, in a short communication [21], and later investigated by

Bogoyavlenskij [3, 4].

The first important result of Grinberg is stated in the following theorem.

Theorem 2 ([21]). Operator (1) defines a Hamiltonian structure if and only if the pair

(g, b) satisfies the following conditions

gij = gji, (2a)
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∂gij

∂uk
= bijk + bjik , (2b)

gtkbjit = gtjbkit , (2c)

bijt b
tk
r − bikt b

tj
r = gti

(

∂bjkr
∂ut

− ∂bjkt
∂ur

)

, (2d)

∑

(i,j,k)

[(

∂bijt
∂uq

−
∂bijq
∂ut

)

btkr +

(

∂bijt
∂ur

− ∂bijr
∂ut

)

btkq

]

= 0, (2e)

where
∑

(i,j,k) means cyclic summation over i, j, k.

The proof of this statement is a direct computation of the skew-symmetry and

the Jacobi identity.

In the degenerate situation, up to now a fully geometric interpretation of these

equations is not clear: what is known is that the kernel of g defines an integrable

distribution [21]. Bogoyavlensky found some tensor invariant objects for degener-

ate Hamiltonian structures [3, 4], and proved that any solution of equations (2a)–

(2e) in the case of rank(gij) = m < n locally has the form

gij(u) =
m
∑

α,β=1

cαβU i
α(u)U

j
β(u), bijk (u) =

m
∑

α,β=1

cαβU i
α(u)

∂U j
β(u)

∂uk
+ T ij

k (u),

where cαβ are constant coefficients, U1(u), . . . , Um(u) are commuting vector fields

on Mn, and the symbols T ij
k (u) form a certain (2, 1)-tensor which satisfies

T ij
k = −T ji

k , T ik
m g

mj = 0,

plus extra conditions.

Unfortunately, even if this result simplifies the analysis of Grinberg’s conditions

(2), to the best of our knowledge there is no classification of such structures in the

literature. Our first aim is to obtain this classification up to three-component case.

In the non-degenerate situation, there always exists a system of coordinates

where the pair (g, b) assumes constant form. In general, this is not true, but a

weaker result holds:

Theorem 3 ([21]). Suppose that (1) defines a n-component Hamiltonian operator, and

rank(gij) = m ≤ n. Then gij can be reduced to a constant form.

Thought we can easily classify all possible canonical forms for degenerate con-

stant metrics, the symbols b are no longer defined through g. Fixing g, the coeffi-

cients b can be found solving equations (2).

In her paper, Grinberg gives a description of two- and three-component degen-

erate Hamiltonian operators (one-component is trivial), without explicitly writing
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out the canonical forms that such operators take. Here, starting from her results,

we list all the possible canonical forms they may assume, up to arbitrary changes

of dependent variables.

2.1 Admissible changes of coordinates

We recall that under arbitrary changes of ui, the components of gij transform as a

(2, 0)-tensor, i.e. a contravariant metric, while the objects bijk transform according

to the following rule

blrs (ũ) =
∂ũl

∂ui
∂ũr

∂uj
∂uk

∂ũs
bijk (u) +

∂ũl

∂ui
∂2ũr

∂uj∂uk
∂uk

∂ũs
gij(u). (3)

In matrix notation, let us consider the operator (1) as P = Gdx+B, where Gij = gij

and Bij = bijk u
k
x. Since P is a (2, 0)-tensor, it transforms as JPJ t, thus we have

P̃ = JPJ t = J(Gdx)J
t + JBJ t = JGJ tdx + JG(J t)x + JBJ t.

Thus, the non-tensorial part of the transformation rule (3) corresponds to

JG(J t)x. (4)

Once the metric is fixed and Grinberg’s conditions are solved, in order to re-

duce them to canonical forms we need a change of coordinates which preserves

the form of the metric. Following [21], this class of transformations is called ad-

missible. Unfortunately, under admissible change of coordinates, the symbols bijk
do not transform like components of a (2, 1)-tensor (as we can see in the example

below), so we have to be careful with the transformation rules.

For simplicity of the computations, at the beginning we classify Poisson struc-

tures under changes of coordinates that both preserve the form of the metric, and

transform bijk as a tensor. Secondly, we will check whether the structures we have

obtained are equivalent under admissible transformations.

Example 1. Let us consider the degenerate metric

gij = G =







0 1 0

1 0 0

0 0 0






. (5)

One can easily see that the transformation given by

v1 = u3u1, v2 =
u2

u3
, v3 = u3 (6)
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is an admissible transformation. Since the symbols bijk transform according to (3),

the non-tensorial part of such transformation is given by

∑

i,j,k

∂vl

∂ui
∂2vr

∂uj∂uk
∂uk

∂vs
gij(u). (7)

If the symbols bijk transform like components of a (2, 1)-tensor, then (7) has to van-

ish. Let us compute the inverse transformation:

u1 =
v1

v3
, u2 = v3v2, u3 = v3.

For instance, let us look at (7) in the case where l = 2, r = 1 and s = 3. Considering

the fact that the only non-vanishing elements of the metric are g12 = g21 = 1, (7)

reads

∑

k

(

∂v2

∂u2
∂2v1

∂u1∂uk
∂uk

∂v3
+
∂v2

∂u1
∂2v1

∂u2∂uk
∂uk

∂v3

)

=
∂v2

∂u2
∂2v1

∂u1∂u3
∂u3

∂v3
=

1

u3
6= 0.

In order to consider changes of coordinates which both preserve the metric

gij and transform the object bijk as a tensor, we need to restrict to a subclass of

admissible transformations: we have to require that (4) vanishes.

Lemma 4. Suppose that 0 < rank(gij) = m < n. Among all the possible transformations

which preserve the form of the constant metric gij , those which transform the symbols bijm
as component of (2, 1)-tensor must be of the form

ũi = ci1u
1 + . . . cimu

m + F i(um+1, . . . , un), i = 1, . . . , n, (8)

where cij are constants and cij = 0 for i ∈ {m+ 1, . . . , n}.

Of course, the requirement of admissibility imposes some further restrictions

on the coefficients cij .

Remark. In the case where rank(gij) = 0, the objects bijk always transform as a

tensor. Indeed, as said above, under arbitrary changes of the variables u1, . . . , un,

the coefficients bijk transform according to (3). If gij identically vanishes, then this

is exactly the transformation rule for a (2, 1)-tensor.

Proof of Lemma 4:

Suppose rank(gij) = m, 0 < m < n. Working in the coordinate system where

the metric assumes constant coefficients form, without any loss of generality we

can consider gij of the form

gij = G =

(

A 0

0 0

)

,
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where A is a non-degenerate (detA 6= 0) m × m symmetric matrix with constant

coefficients.

If we consider a generic change of coordinates of the form ũi = ũi(u1, . . . , un),

the metricG transforms as G̃ = JGJ t,where J ij = ∂ũi

∂uj is the Jacobian of the change

of coordinates, det J 6= 0. Let us write J in block form, namely

J =

(

J11 J12

J21 J22

)

=























∂ũ1

∂u1 · · · ∂ũ1

∂um
∂ũ1

∂um+1 · · · ∂ũ1

∂un

...
. . .

...
...

. . .
...

∂ũm

∂u1 · · · ∂ũm

∂um

∂ũm

∂um+1 · · · ∂ũ1

∂un

∂ũm+1

∂u1 · · · ∂ũm+1

∂um
∂ũm+1

∂um+1 · · · ∂ũm+1

∂un

...
. . .

...
...

. . .
...

∂ũn

∂u1 · · · ∂ũn

∂um

∂ũn

∂um+1 · · · ∂ũn

∂un























. (9)

Thus, we have
(

Ã 0

0 0

)

=

(

J11 J12

J21 J22

)(

A 0

0 0

)(

(J11)t (J21)t

(J12)t (J22)t

)

,

which leads to
(

Ã 0

0 0

)

=

(

J11A(J11)t J11A(J21)t

J21A(J11)t J21A(J21)t

)

.

Since we are requiring that this transformation preserves the metric G, one can

easily see that the condition

Ã = J11A(J11)t (10)

necessarily implies det J11 6= 0, otherwise we would have det Ã = 0. Thus, J11 is

invertible, and then condition J11A(J21)t = 0 reads (J21)t = 0, which means that

for j ∈ {1, . . . , m} and i ∈ {m+ 1, . . . , n}, we have

∂ũi

∂uj
= 0,

that is, ũi = ũi(um+1, . . . , un) for every i ∈ {m + 1, . . . , n}. This proves (8) in the

case where i ∈ {m+ 1, . . . , n}.

Furthermore, since a transformation which preserves the form of a constant

non-degenerate metric must be affine, condition (10) tells us that the transfor-

mation of coordinates ũ1, . . . , ũm has to be affine with respect to the coordinates

u1, . . . , um,
∂2ũi

∂uj∂uk
= 0, ∀ i, j, k ∈ {1, . . . , m}, (11)

or, equivalently,

ũi =

m
∑

k=1

Ri
k(u

m+1, . . . , un)uk + F i(um, . . . , un), i ∈ {1, . . . , m}, (12)

9



where Ri
k and F i are arbitrary functions of (um+1, . . . , un). Let us remark that Ri

k =

(J11)ik, so we will call J11 = R. We want to show that the requirement that the

symbols bijk transform as coefficient of a (2, 1)-tensor implies that all Ri
k must be

constant.

As said above, in order to obtain the subclass of changes of coordinates which

transforms the coefficients bijk as a tensor, we have to require that condition (4)

holds. Thus, we have

JG(J t)x =

(

R J12

0 J22

)(

A 0

0 0

)(

(Rt)x 0

((J12)t)x ((J22)t)x

)

=

(

RA(Rt)x 0

0 0

)

.

Since R and A are invertible matrices, we get (Rt)x = 0, which means that the

elements of the matrix R must be constant.

Let us point out that in general a transformation of the form (8) is not admis-

sible: as said above, we need to impose other restrictions on the coefficients cij .

However, this subset of transformations is not empty, since, for instance, setting

cij = δij , (8) is effectively an admissible transformation.

If we go back on the Example 1, one can easily see that the transformation given

by (6) is not in our class. Indeed, by straightforward computation, one can prove

that a generic transformation which preserves the form of metric (5), has the form

u1 = F1(ũ
3)ũ1 + F2(ũ

3), u2 =
ũ2

F1(ũ3)
+ F3(ũ

3), u3 = F4(ũ
3),

or

u1 = F1(ũ
3)ũ2 + F2(ũ

3), u2 =
ũ1

F1(ũ3)
+ F3(ũ

3), u3 = F4(ũ
3).

Thus, in order to have a transformation in our class, we need to require that F1(ũ
3) =

const.

We call restricted admissible transformation the subclass of admissible transfor-

mations which satisfies relation (8).

Remark. Sometimes the restricted class coincides with the more general class of

admissible transformations. In this case, in what follows we refer to this class as

(restricted) admissible transformations.

2.2 Classification results

The complete classification for two- and three-component operators is given in

this section. We deal with non-trivial structures, that is, we assume (1) to be not

identically zero. We will see that already in the three-component case we have 11
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canonical forms (8 if we allow complex changes of coordinates). This suggests that

the classification in the four-component case would be not so easy.

Our aim is to solve Grinberg’s conditions (2). Let us point out that since we will

always work in a coordinate system where the metric can be reduced to constant

form, (2a) is automatically satisfied, while (2b) implies bijk = −bjik . Thus, biik = 0

and, without any loss of generality, we can consider as unknowns the coefficients

bijk where i < j.

2.2.1 Two-component case

Fixing the number of components, degenerate metrics can be characterised by their

rank. In particular, for n = 2, we have to investigate metrics with rank(gij) = 0, 1.

In two-component case, we have only two canonical forms.

Theorem 5. Any non-trivial degenerate two-component Hamiltonian operator of Dubrovin-

Novikov type in 1D can be brought, by a change of the dependent variables, to one of the

following two canonical forms:

1. Constant form

P =

(

dx 0

0 0

)

, (13)

2. Non-constant form

P =







dx −u
2
x

u1
u2x
u1

0






. (14)

Proof:

If rank(gij) = 0 then the Hamiltonian operator is identically zero [21]. Suppose

rank(gij) = 1, thus the metric can be reduced by local changes to constant form.

Without any loss of generality we can assume

gij =

(

1 0

0 0

)

. (15)

By straightforward computation we obtain that all bijk vanish except b122 = −b212 ,

which has to satisfy the condition

∂1b
12
2 = (b122 )2.

11



If b122 = 0, all the coefficients bijk vanish and we have the constant solution (13).

Otherwise, for b122 6= 0 we get

b122 =
1

f(u2)− u1

for an arbitrary f(u2). Applying the (restricted) admissible transformation

ũ1 = u1 − f(u2), ũ2 = u2,

we can reduce b122 to − 1
ũ1 obtaining (14).

In this case, since a generic admissible transformation for the metric (15) is

given by ũ1 = u1 + F (u2), ũ2 = G(u2), the classes of restricted and admissible

transformations coincide. This implies that the symbols bijk transform as tensors

under admissible changes of coordinates, and clearly the structures (13) and (14)

cannot be equivalent (since in the first case the coefficients bijk vanish, while in (14)

they are non-zero).

2.2.2 Three-component case

In the three-component case there are three distinct possibilities: rank(gij) = 0, 1, 2.

Theorem 6. Any non-trivial degenerate three-component Hamiltonian operator of Dubrovin-

Novikov type in 1D can be brought, by a change of the dependent variables, to one of the

following canonical forms:

• rank(g) = 0:

P =







0 u3x 0

−u3x 0 0

0 0 0






, (16)

• rank(g) = 1:

P =







dx 0 0

0 0 0

0 0 0






, P =







dx u3x 0

−u3x 0 0

0 0 0






, P =







dx 0 −u3
x

u1

0 0 0
u3
x

u1 0 0






,

P =







dx −u2
x

u1 −u3
x

u1

u2
x

u1 0 0
u3
x

u1 0 0






,

(17)

• rank(g)=2:
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P =







0 dx 0

dx 0 0

0 0 0






, P =







0 dx −u3
x

u2

dx 0 0
u3
x

u2 0 0






, P =







0 dx
u3
x

u3u1−u2

dx 0 −u3u3
x

u3u1−u2

−u3
x

u3u1−u2

u3u3
x

u3u1−u2 0






,

(18)

P =







dx 0 0

0 dx 0

0 0 0






, P =







dx 0 0

0 dx −u3
x

u2

0 u3
x

u2 0






, P =







dx 0 −u3u3
x

u3u1−u2

0 dx
u3
x

u3u1−u2

u3u3
x

u3u1−u2

−u3
x

u3u1−u2 0






.

(19)

Furthermore, the canonical forms (18) and (19) are equivalent under complex transforma-

tions.

The proof of this theorem follows by straightforward computation, see Ap-

pendix A.

Let us briefly discuss a known example related to the theory of Hamiltonian

systems.

Example 2. Given a Poisson structure P of the form (1), Hamiltonian systems of

hydrodynamic type are generated by Hamiltonians of the form H =
∫

h(u)dx:

uit = P ij δH

δuj
. (20)

Such systems appear in a wide range of applications in hydrodynamics, chemical

kinetics, the Whitham averaging method, the theory of Frobenius manifolds and

so on, see the review papers [12, 36] for further details and references.

In three-component case, one well-known example is given by the equations of

one-dimensional gas dynamics:

vt = −vvx −
pρ
ρ
ρx −

ps
ρ
sx, ρt = −(ρv)x, st = −vsx,

where u1 = v is the gas velocity, u2 = ρ is the mass density, u3 = s is the entropy

density, and p = p(ρ, s) is the gas pressure. This system is Hamiltonian [33] and

the Hamiltonian operator related to this system is [37]

P =







0 −1 0

−1 0 0

0 0 0







d

dx
+











0 0
sx
ρ

0 0 0

−sx
ρ

0 0











,

with Hamiltonian density h(v, ρ, s) = 1
2
ρv2 + f(ρ, s), where the function f(ρ, s) is

connected with the pressure p(ρ, s) by ρfρ − f = p. One can easily see that up to a

change of sign, this structure is equivalent to (18)2.
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3 Deformations of degenerate structures

In this section we discuss deformations up to order 2 of the two-component Pois-

son structures we have classified, and investigate which of those deformations

can be obtained by Miura transformations. The Miura-group coincides with the

semidirect product of the subgroup of diffeomorphisms (local change of coordi-

nates) on the manifold M and the subgroup of Miura-type transformations close

to identity

ui → ui + ǫAi
j(u)u

j
x + ǫ2

(

Bi
j(u)u

j
xx +

1

2
C i

jk(u)u
j
xu

k
x

)

+ . . . , (21)

see [16] for further details. As we will see, the action of the subgroup of diffeomor-

phisms is not straightforward: it leads to several branches. Thus, for simplicity,

we firstly discuss the action of the subgroup of Miura-type transformations close

to identity (Section 3.1). Then, in Section 3.2, we analyse the action of local changes

of coordinates.

Even though higher-order deformations can be obtained following the same

procedure, the computations become much more complicated. Furthermore, we

also analyse some examples of first-order deformations for three-component struc-

tures.

As defined in the introduction, a deformation of order k of a n-component Pois-

son bivector P0 is a formal series

Pǫ = P0 + ǫP1 + ǫ2P2 + . . .

satisfying the condition [Pǫ, Pǫ] = O(ǫk), where each coefficient Pk has degree k+1,

and is given by

Pk =

k+1
∑

s=0

As(u,ux, . . . ,uk+1)
dk+1−s

dxk+1−s
, deg(As) = s.

The form of the operator Pk depends on an increasing number of arbitrary func-

tions of the coordinates ui, i = 1, . . . , n. Furthermore, these functions must be

chosen in such a way that Pk is skew-symmetric, namely P ∗
k = −Pk.

In particular, the first two coefficients, P1 and P2, have the form

P ij
1 = Aij(u)

d2

dx2
+
∑

k

Bij
k (u)u

k
x

d

dx
+
∑

k

C ij
k (u)u

k
xx +

∑

r≤k

Dij
rk(u)u

r
xu

k
x,

P ij
2 = Eij(u)

d3

dx3
+
∑

k

F ij
k (u)ukx

d2

dx2
+

(

∑

k

Gij
k (u)u

k
xx +

∑

r≤k

H ij
rk(u)u

r
xu

k
x

)

d

dx

14



+
∑

k

Lij
k (u)u

k
xxx +

∑

k,r

M ij
kr(u)u

k
xxu

r
x

∑

s≤r≤k

+N ij
srk(u)u

s
xu

r
su

k
x.

This means that P1 is defined by

n2 + n3 + n3 + n2n(n+ 1)

2
=
n2(n2 + 5n+ 2)

2

functions depending on the variables u1, . . . , un, while P2 is given by

n2(n2 + 5n+ 2)

2
+ n3 + n4 + n2n(n + 1)(n+ 2)

6
=
n2(n+ 2)(n2 + 10n+ 3)

6

functions in the variables u1, . . . , un. Thus, one can see that the number of un-

known functions is quite high already for a low number of components: for n = 2

we have 104 unknowns, while for n = 3 they are 432. Of course, imposing the

skew-symmetry condition, this number falls.

Remark. In order to simplify the computations, it is convenient to substitute the

coefficients D,H,N with D̃, H̃, Ñ such that

D̃ij
rk = D̃ij

kr =
1

2
Dij

rk if r < k, otherwise D̃ij
kk = Dij

kk,

H̃ ij
rk = H̃ ij

kr =
1

2
H ij

rk if r < k, otherwise H̃ ij
kk = H ij

kk,

Ñ ij
srk = Ñ ij

ksr = Ñ ij
rks = Ñ ij

skr = Ñ ij
krs = Ñ ij

rsk =
1

6
N ij

srk if s < r < k,

Ñ ij
rrs = Ñ ij

rsr = Ñ ij
srr =

1

3
N ij

rrs if r < s,

Ñ ij
rrs = Ñ ij

rsr = Ñ ij
srr =

1

3
N ij

srr if r > s,

Ñ ij
rrr = N ij

rrr.

In this way, the summations involving these coefficients become

∑

r≤k

Dij
rk(u)u

r
xu

k
x =

∑

r,k

D̃ij
rk(u)u

r
xu

k
x,

∑

r≤k

H ij
rk(u)u

r
xu

k
x =

∑

r,k

H̃ ij
rk(u)u

r
xu

k
x,

∑

s≤r≤k

N ij
srk(u)u

s
xu

r
su

k
x =

∑

s,r,k

Ñ ij
srk(u)u

s
xu

r
xu

k
x.

Lemma 7. A first-order deformation is skew-symmetric if and only if the following condi-

tions hold

Aij = −Aji, (22a)

Bij
k = −2∂kA

ji +Bji
k , (22b)
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C ij
k = −∂kAji +Bji

k − Cji
k , (22c)

D̃ij
rk = −∂r∂kAji +

1

2

(

∂rB
ji
k + ∂kB

ji
r

)

− D̃ji
rk. (22d)

Providing that the above conditions are satisfied, a second-order deformations is skew-

symmetric if and only if the following conditions hold

Eij = Eji, (23a)

F ij
k = 3∂kE

ji − F ji
k , (23b)

Gij
k = 3∂kE

ji − 2F ji
k +Gji

k , (23c)

H̃ ij
rk = 3∂r∂kE

ji − ∂rF
ji
k − ∂kF

ji
r + H̃ji

rk, (23d)

Lij
k = ∂kE

ji − F ji
k +Gji

k − Lji
k , (23e)

M ij
rk = 3∂r∂kE

ji − 2∂kF
ji
r − ∂rF

ji
k + ∂kG

ji
r + 2H̃ji

rk −M ji
rk, (23f)

Ñ ij
srk = ∂s∂r∂kE

ji − 1
3

(

∂s∂rF
ji
k + ∂r∂kF

ji
s + ∂k∂sF

ji
r

)

+1
3

(

∂sH̃
ji
rk + ∂rH̃

ji
ks + ∂kH̃

ji
sr

)

− Ñ ji
srk.

(23g)

A sketch of the proof can be found in Appendix B. For instance, for n = 2 the

number of unknown functions falls to 12 + 30 = 42.

3.1 The action of infinitesimal Miura transformations

Let us start with deformations of order 1. These deformations have to satisfy the

Jacobi condition [P0, P1] = 0. We want to eliminate deformations that can be ob-

tained by an infinitesimal Miura transformation, that is, those that can be written

as LieXP0, where X is a suitable vector field of degree 1. In the non-degenerate

case, it has been proved that all deformations of order 1 can be written in this way,

but we will show that in the degenerate case this is not true.

Secondly, concerning deformations of order 2, namely

Pǫ = P0 + ǫP1 + ǫ2P2 +O(ǫ3),

we have to consider the Jacobi condition 2[P0, P2] + [P1, P1] = 0. In our cases, first-

order deformations Pǫ cannot be reduced to P0. In order to simplify the form of

second-order deformations without changing lower order terms, we have to use

infinitesimal Miura transformation like

LieY P1 + LieZP0 (24)

where Z is an arbitrary vector field of degree 2 and Y is a vector field of degree 1

which is a symmetry for P0, namely LieY P0 = 0.
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To better understand this formula, let us consider the Lie series given by the

vector field ǫY + ǫ2Z, we have

LǫY+ǫ2Z(Pǫ) = P0+ ǫ(P1+LieY P0) + ǫ2
(

P2 + LieY P1 +
1

2
Lie2Y P0 + LieZP0

)

+O(ǫ3).

Since LieY P0 is assumed to vanish, we obtain exactly (24).

3.1.1 Deformation results

In two-component case, we have two different Poisson structures with degenerate

metric (Theorem 5), one constant and one non-constant, which we call P
(1)
0 and

P
(2)
0 respectively:

P
(1)
0 =

(

dx 0

0 0

)

, P
(2)
0 =

(

dx −u2
x

u1

u2
x

u1 0

)

.

Theorem 8. (1). All first-order deformations of P
(1)
0 can be reduced by infinitesimal Miura

transformations to P = P
(1)
0 + ǫP1 +O(ǫ2) where

P1 =

(

0 −pu2xx − q(u2x)
2

pu2xx + q(u2x)
2 ru2xdx +

1
2
(ru2x)x

)

, (25)

here p, q, r are arbitrary functions of u2.

(2). All second-order deformations of P
(1)
0 can be reduced by infinitesimal Miura transfor-

mations to P = P
(1)
0 + ǫP1 + ǫ2P2 +O(ǫ3) where

P1 =

(

0 −pu2xx − q(u2x)
2

pu2xx + q(u2x)
2 0

)

and

P2 =

(

0 0

0 α22

)

d3

dx3
+

(

0 0

0 β22

)

d2

dx2
+

(

0 0

0 γ22

)

d

dx
+

(

0 η12

−η12 η22

)

, (26)

with

α22 = e, β22 =
3e′

2
u2x, γ22 = gu2xx + h(u2x)

2,

η12 = (2p2u1 − l)u2xxx + pqu1x(u
2
x)

2 + p2u1xu
2
xx +

(

2u1(pq′ + q2)− n
)

(u2x)
3

+
(

2pu1(3q + p′)−m
)

u2xu
2
xx,

η2 =
1

2
(gu2xx + h(u2x)

2)x −
1

4
(e′u2x)xx,

where p, q, e, g, h, l,m, n are arbitrary functions of u2, and ′ denotes the derivative with

respect to u2. Furthermore, it is always possible to reduce to zero one of the two functions

m or n.
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Theorem 9. (1). All first-order deformations of P
(2)
0 can be reduced by infinitesimal Miura

transformations to P = P
(2)
0 + ǫP1 +O(ǫ2) where

P1 =

(

0 0

0 r
(u1)3

u2x

)

d

dx
+

(

0 − s
(u1)3

(u2x)
2

s
(u1)3

(u2x)
2 1

2

(

r
(u1)3

u2x

)

x

)

, (27)

here r, s are arbitrary functions of u2.

(2). All second-order deformations of P (2)
0 can be reduced by infinitesimal Miura transfor-

mations to P = P
(2)
0 + ǫP1 + ǫ2P2 +O(ǫ3) where P1 is given by (27) and

P2 =

(

0 0

0 α22

)

d3

dx3
+

(

0 0

0 β22

)

d2

dx2
+

(

0 γ12

γ12 γ22

)

d

dx
+

(

0 η12

η21 η22

)

, (28)

with

α22 =
r2

2(u1)4
, β22 =

3rr′

2(u1)4
u2x −

3r2

(u1)5
u1x, γ12 =

19sr

6(u1)5
(

u1u2xx − u1xu
2
x

)

,

γ22 =
15r2

2(u1)6
(u1x)

2 − 2r2

(u1)5
u1xx −

1

(u1)5

(

9rr′

2
+ p

)

u1xu
2
x +

p

(u1)4
u2xx,

η12 =
5sr

2(u1)4
u2xxx −

5sr

2(u1)5
u1xxu

2
x −

32sr

3(u1)5
u1xu

2
xx +

3sr′ + s′r

(u1)4
u2xu

2
xx

+
32sr

3(u1)6
(u1x)

2u2x −
3sr′ + s′r

(u1)5
u1x(u

2
x)

2 − 2s2

(u1)5
(u2x)

3,

η21 =
2sr

3(u1)4
u2xxx −

2sr

3(u1)5
u1xxu

2
x −

31sr

6(u1)5
u1xu

2
xx +

13s′r + sr′

6(u1)4
u2xu

2
xx

+
31sr

6(u1)6
(u1x)

2u2x −
13s′r + sr′

6(u1)5
u1x(u

2
x)

2 +
2s2

(u1)5
(u2x)

3,

η22 =
1

2(u1)5

(

3rr′

2
− 5p

)

u1xu
2
xx −

15r2

2(u1)7
(u1x)

3 − 1

2(u1)5

(

5rr′

2
+ p

)

u1xxu
2
x

+
1

2(u1)4

(

p′ − 3

2

(

(r′)2 + rr′′
)

)

u2xu
2
xx +

5

2(u1)6

(

3rr′

2
+ p

)

(u1x)
2u2x

+
1

2(u1)4

(

p− rr′

2

)

u2xxx −
r2

2(u1)5
u1xxx −

1

4(u1)4
(3r′r′′ + rr′′′) (u2x)

3

+
5r2

(u1)6
u1xu

1
xx −

1

2(u1)5

(

3

2

(

p′ − (r′)2 + rr′′
)

)

u1x(u
2
x)

2,

where r, s, p are arbitrary functions of u2 and ′ denote the derivative with respect to u2.

The classification of three-component Poisson structures with degenerate met-

ric is quite extensive (Theorem 6), so we have decided to study only some of them.
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Especially, we describe first-order deformations for the following operators:

P
(3)
0 =







0 u3x 0

−u3x 0 0

0 0 0






, P

(4)
0 =







dx 0 0

0 0 0

0 0 0






, P

(5)
0 =







dx 0 0

0 dx 0

0 0 0






.

Theorem 10. All first-order deformations of P
(3)
0 can be reduced by infinitesimal Miura

transformations to P = P
(3)
0 + ǫP1 +O(ǫ2), where

P1 =







0 −α21 0

α21 0 0

0 0 0







d2

dx2
+







β11 β12 β13

β21 β22 β23

β13 β23 0







d

dx
+







γ11 γ12 γ13

γ21 γ22 γ23

γ31 γ32 0






(29)

with

α21 = a,

β11 = (2∂2a− b212 − ∂2s− ∂2r)u
1
x + b112 u

2
x,

β12 = (∂1s− 2∂1a)u
1
x + (b212 − 2∂2a)u

2
x − 2∂3au

3
x,

β13 =
b212 + ∂2s+ ∂2r

2
u3x,

β21 = ∂1su
1
x + b212 u

2
x,

β22 = b221 u
1
x + ∂1ru

2
x,

β23 = −
(

∂1s+
∂1r

2

)

u3x,

γ11 =

(

∂2a−
b212 − ∂2s− ∂2r

2

)

u1xx +

(

∂1∂2a−
∂1b

21
2 − ∂1∂2s− ∂1∂2r

2

)

(u1x)
2

+

(

∂2∂3a−
∂3b

21
2 − ∂2∂3s− ∂2∂3r

2

)

u1xu
3
x +

∂3b
11
2

2
u2xu

3
x +

b112
2
u2xx

+

(

∂22a−
∂2b

21
2 + ∂22r + ∂22s− ∂1b

11
2

2

)

u1xu
2
x +

∂2b
11
2

2
(u2x)

2,

γ12 =

(

∂22s+ ∂22r + 3∂2b
21
2 − ∂1b

11
2

4
− ∂22a

2

)

(u2x)
2 + (∂1∂3s− 2∂1∂3a) u

1
xu

3
x

+

(

3∂1b
21
2 + 3∂1∂2s

2
+ ∂1∂2r − ∂22a

)

u1xu
2
x +

(

∂3b
21
2 − ∂2∂3a

)

u2xu
3
x

+

(

3∂21s

2
+
∂2b

22
1 + ∂21r

4
− ∂21a

)

(u1x)
2 + (b212 − ∂2a)u

2
xx − ∂3au

3
xx

+(∂1s− ∂1a)u
1
xx − ∂23a(u

3
x)

2,

γ13 = (∂2s+ ∂2r)u
3
xx +

∂1b
21
2 − ∂1∂2s

2
u1xu

3
x +

∂3b
21
2 + ∂2∂3s+ ∂2∂3r

2
(u3x)

2,

γ21 =

(

∂2b
21
2 + ∂1b

11
2 − ∂22s− ∂32r

4
− ∂22a

2

)

(u2x)
2 −

(

∂2b
22
1 + ∂21r

4
+
∂21s

2

)

(u1x)
2
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−
(

∂1b
21
2 + ∂1∂2s

2
+ ∂1∂2r

)

u1xu
2
x − ∂2∂3au

2
xu

3
x,

γ22 =
b221
2
u1xx +

∂1r

2
u2xx +

∂3b
22
1

2
u1xu

3
x +

∂2b
22
1 + ∂21r

2
u1xu

2
x +

∂1∂3r

2
u2xu

3
x

+
∂1b

22
1

2
(u1x)

2 +
∂1∂2r

2
(u2x)

2,

γ23 =
∂1b

21
2 − ∂1∂2s

2
u2xu

3
x −

(

∂1∂3s+
∂1∂3r

2

)

(u3x)
2 − (∂1s+ ∂1r)u

3
xx,

γ31 =
b212 − ∂2s− ∂2r

2
u3xx +

(

∂1∂2s+
∂1∂2r

2

)

u1xu
3
x +

∂2b
21
2 + ∂22s+ ∂22r

2
u2xu

3
x,

γ32 =
∂1r

2
u3xx −

(

∂21s+
∂21r

2

)

u1xu
3
x −

∂1b
21
2 + ∂1∂2s+ ∂1∂2r

2
u2xu

3
x,

where a, r, s, b112 , b
21
2 , b

22
1 are arbitrary functions of u1, u2, u3, and ∂k means partial deriva-

tive with respect to uk, for k = 1, 2, 3.

Theorem 11. All first-order deformations of P
(4)
0 can be reduced by infinitesimal Miura

transformations to P = P
(4)
0 + ǫP1 +O(ǫ2), where

P1 =







0 0 0

0 0 −α32

0 α32 0







d2

dx2
+







0 0 0

0 β22 β23

0 β32 β33







d

dx
+







0 −γ21 −γ31
γ21 γ22 γ23

γ31 γ32 γ33






(30)

with

α32 = a, βij = bij2 u
2
x + bij3 u

3
x (i ≥ j), β23 = β32 − 2ax,

γij = cij2 u
2
xx + cij3 u

3
xx + eij22(u

2
x)

2 + eij23u
2
xu

3
x + eij33(u

3
x)

2 (i > j),

γ23 = β32
x − axx − γ32, γii =

1

2
βii
x ,

where a, brsk , cijk , eijmk (for r ≥ s and k ≥ m and i > j, where i, j = 1, 2, 3 and r, s,m, k =

2, 3) are arbitrary functions of u2, u3.

Theorem 12. All first-order deformations of P
(5)
0 can be reduced by infinitesimal Miura

transformations to P = P
(5)
0 + ǫP1 +O(ǫ2), where

P1 =







0 0 0

0 0 0

0 0 β33







d

dx
+







0 −γ21 −γ31
γ21 0 −γ32
γ31 γ32 γ33






(31)

with

β33 = bu3x, γ33 =
1

2

(

bu3x
)

x
, γij = eij(u3x)

2 + ciju3xx (i > j),

where b, cij , eij , for i > j, are arbitrary functions of u3. Furthermore, it is always possible

to reduce to zero one of the functions e21 or c21.

The proofs of the above theorems are given in Appendix C.
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3.2 Local change of coordinates

The classification provided in the previous section has been obtained using in-

finitesimal Miura transformations. As we pointed out above, the whole Miura

group contains also local changes of coordinates which preserve the dispersion-

less limit of our structures.

3.2.1 Two-component case

Let us consider deformations of the structure P (1)
0 , Theorem 8. Local changes of

coordinates which preserve the form of the dispersionsless term P
(1)
0 (u) are of the

form u1 = v1 + ω1(v
2), u2 = ω2(v

2). Let us apply this transformation to the bivector

P1 given by (25), using the transformation rule P (v) = JP (u)J t, where t means the

transpose and J i
j =

∂vi

∂uj . We have

J =

(

1 −ω′

1

ω′

2

0 1
ω′

2

)

,

where prime denotes the derivative with respect to v2. Looking at the coefficient

of dx in (25), it transforms as

(

0 0

0 r(u2)u2x

)

7→
(

− (ω′

1
)2

ω′

2

r(ω2)v
2
x

ω′

1

ω′

2

r(ω2)v
2
x

ω′

1

ω′

2

r(ω2)v
2
x

1
ω′

2

r(ω2)v
2
x

)

.

In the general case where r 6= 0, this transformation suggests to set ω′
1 = 0, other-

wise we would have a new arbitrary function in the coefficient of dx in P1. Without

any loss of generality, at this stage we can consider ω1 = 0. Looking at the whole

bivector P 1, by straightforward computation, we get the following rule for the ar-

bitrary functions r, p, q:

r(u2) 7→ r(ω2)

ω′
2

, p(u2) 7→ p(ω2), q(u2) 7→ p(ω2)
ω′′
2

ω′
2

+ q(ω2)ω
′
2,

(if r = 0, the action of the local change is still the same, namely, the function ω1 is

not involved in the transformation of p and q). Thus, with a suitable choice of ω2,

one can eliminate the function q.

Looking at the deformations of order two (26), since r = 0, we still have the

freedom of one arbitrary function due to ω1. Suppose we have used ω2 to simplify

p or q. Then, the coefficient of d3x transforms as

(

0 0

0 e(u2)

)

7→
(

−(ω′
1)

2e(v2) ω′
1e(v

2)

ω′
1e(v

2) e(v2)

)

.
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Once again, this means that ω′
1 = 0, otherwise we would have an extra function.

Summarising, up to diffeomorphisms, we are able to simplify at most only one

arbitrary function in the first and second deformation of P
(1)
0 .

Considering P
(2)
0 , a generic change of coordinates which preserves its form is

given by u1 = v1, u2 = ω(v2). Here, looking at first-order deformations, Theorem

9, the two arbitrary functions r and s appearing in P1 transform as

s(u2) 7→ s(ω2)ω
′
2, r(u2) 7→ r(ω2)

ω′
2

.

Therefore, also in this case we can simplify at most one single function.

3.2.2 Three-component case

Although the analysis of three-component case can be performed in the same way,

computations become much more complicated. Therefore, it is not always possible

to provide a complete description of the action of local change of coordinates on

the structures we studied. In this subsection, we are going to describe the action

of the group of diffeomorphisms on second-order deformations of P
(5)
0 , since this

is the only case where we can provide a detailed analysis.

Up to infinitesimal Miura transformations, a first order deformation of P
(5)
0 re-

duces to the one described in Theorem 12. Diffeomorphisms which preserve the

form of P
(5)
0 are

u1 = v1 cosκ + v2 sin κ+ ϕ1(v
3), u2 = v1 sin κ− v2 cosκ+ ϕ1(v

3), u3 = ϕ3(v
3),

Without any loss of generality, we can set κ = 0. The coefficient of dx in (31)

transforms as







0 0 0

0 0 0

0 0 b(u3)






7→









(ϕ′

1
)2b(ϕ3)v3x
ϕ′

3

ϕ′

1
ϕ′

2
b(ϕ3)v3x
ϕ′

3

−ϕ′

1
b(ϕ3)v3x
ϕ′

3

ϕ′

1ϕ
′

2b(ϕ3)v3x
ϕ′

3

(ϕ′

2)
2b(ϕ3)v3x
ϕ′

3

−ϕ′

2b(ϕ3)v3x
ϕ′

3

−ϕ′

1
b(ϕ3)v3x
ϕ′

3

−ϕ′

2
b(ϕ3)v3x
ϕ′

3

b(ϕ3)v3x
ϕ′

3









,

here ′ denote the derivative with respect to v3. Therefore, when b 6= 0, we have

to impose ϕ′
i = 0, for i = 1, 2, otherwise two new functions would appear in the

coefficient of dx. Setting ϕi = ξi, where ξi = const, i = 1, 2, the functions appearing

in (31) transform as

b 7→ b

ϕ′
3

, e21 7→ e21(ϕ′
3)

2 + c21ϕ′′
3, c21 7→ c21ϕ′

3, e3j 7→ e3j(ϕ′
3)

2 + c3jϕ′′
3

ϕ′
3

, c3j 7→ c3j ,

for j = 1, 2 (here eij, cij on the left hans side, with respect to the arrow, depend on

u3, while on the right hand side they depend on ϕ3(v
3)). Thus, in the most general
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case, namely b 6= 0, local change of coordinates allows to reduce by one the number

of arbitrary functions appearing in the deformation. For instance, we can choose to

reduce b to 1. Let us recall that infinitesimal Miura transformations allow to reduce

to 0 one function between e21 and c21. Thus, we have the following

Theorem 13. Up to Miura transformations, a generic second-order deformation of P
(5)
0

depends on 5 functions of u3.

At this point, one could ask: if b = 0, how does the group of diffeomorphism act

on the structure? Although this is a reasonable question, a deeper analysis of this

case does not provide any further information about the general form of the defor-

mation we are studying. However, it is remarkable that under this strong assump-

tion (b = 0), we still have the freedom of all three arbitrary functions ϕ1, ϕ2, ϕ3.

Let us discuss this sub-case. Clearly, the number of arbitrary functions appearing

in the deformation is already reduced by one, since b is assumed to be zero. The

functions eij , cij transform as

e21 7→ e21(ϕ′
3)

2 + c21ϕ′′
3 −

ϕ′
2(e

31(ϕ′
3)

2 + c31ϕ′′
3)− ϕ′

1(e
32(ϕ′

3)
2 + c32ϕ′′

3)

ϕ′
3

,

c21 7→ c21ϕ′
3 − c31ϕ′

2 + c32ϕ′
1, e3j 7→ e3j(ϕ′

3)
2 + c3jϕ′′

3

ϕ′
3

, c3j 7→ c3j

for j = 1, 2. Let us assume for simplicity that all eij , cij are non-zero (otherwise, we

should discuss case by case). Therefore, both e21 and c21 can be brought to 0, using

ϕ1, ϕ2. Finally, the freedom of ϕ3 allows to simplify another functions between

e31, e32, c31 and c32.

Corollary 14. Let b = 0 in (31). Up to Miura transformations, second-order deformations

of P
(5)
0 depend on 3 functions of u3.

Changes of local coordinates which preserve the form of the undeformed Pois-

son structure P
(3)
0 and P

(4)
0 are quite easy to compute. For P

(3)
0 these transforma-

tions are given by

u1 = ϕ1(v
1, v2, v3), u2 = ϕ2(v

1, v2, v3), u3 = ϕ3(v
3),

with the constraint

∂1ϕ1∂2ϕ2 − ∂2ϕ1∂1ϕ2 = ∂3ϕ3, ∂i =
∂

∂vi
,

while for P
(4)
0 we have

u1 = v1 + ϕ1(v
2, v3), u2 = ϕ2(v

2, v3), u3 = ϕ3(v
2, v3).
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Unfortunately, the action of these transformations on the respective deformed struc-

tures are very cumbersome, and we are not going to describe it.

Summarising, as we have seen, the action of the subgroup of diffeomorphisms

leads to several branches for each case, depending wherever the functional pa-

rameters are constant, zero or arbitrary. Furthermore, the number of additional

arbitrary functions we can use, due to these transformations, is always lower than

the number of functional parameters appearing in the deformations. This implies

that, in each cases we have studied, we cannot reduce the deformation to its dis-

persionless term, and therefore the deformation is not trivial.

4 Concluding remarks

This paper is the first step towards the deformation theory for Poisson structures of

hydrodynamic type with degenerate metric. Besides the complete list of two- and

three-component Hamiltonian operators with degenerate metric, our main con-

tributions include the proof that in two-component case, first- and second-order

deformations are not trivial, as well as examples of non-trivial first-order defor-

mations for some three-component structures. This implies that the second coho-

mology group for such structures is not trivial, contrary to what happens in the

non-degenerate case.

Our results suggest the following

Conjecture 1. The k-order deformations of two-component Poisson structures with de-

generate metric are characterised by functions depending on the single variable u2.

Unfortunately, the number of unknowns in this problem grows rapidly with

the increase of the order of deformations, and computations become more and

more complicated. Thus, it seems necessary to find a different approach in order

to prove the conjecture. Moreover, there seems to be no rule which provides the

number of arbitrary functions on which the deformations depend.

Furthermore, a deeper analysis of the three-component case would be an im-

portant step to better understand what happens in a more general contest, in order

to generalise our results:

Conjecture 2. If the matrix g which defines a n-component Poisson structure P of the

form (1) has rank m < n, the deformations of P are characterised by arbitrary functions

depending on the set of variables (um+1, . . . , un).
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Appendix A. Proof of Theorem 6

Here we give the proof of Theorem 6. Let us consider separately each case depend-

ing on the rank of the metric.

Rank 0.

According to the result of Grinberg [21], if bijk are not identically zero, they reduce

to constant form b123 = −b213 = 1 and the remaining bijk = 0. Thus, the operator

reads

P =







0 u3x 0

−u3x 0 0

0 0 0






.

As noticed by Bogoyavlenskij [3], the coefficients bijk in this case define the Heisen-

berg nilpotent Lie Algebra N3: let us consider the basis of coordinate 1-forms

e1, e2, e3 on the cotangent spaces T ∗
u (R

3), then [e1, e2] = e3, [e1, e3] = [e2, e3] = 0.

Rank 1.

In the case rank(gij) = 1, there exists a coordinate system where the metric assumes

the canonical form

gij =







1 0 0

0 0 0

0 0 0






.

Let us point put that the (restricted) admissible transformations in this case are

u1 = ũ1 + F1(ũ
2, ũ3), u2 = F2(ũ

2, ũ3), u3 = F3(ũ
2, ũ3),

this means that we always can apply a permutation of u2, u3 without any problem,

since the symbols bijk in this case transform as (2, 1)-tensor.

Let us solve Grinberg’s conditions (2). We already know that biik = 0, and the

unknowns are bijk for i < j. The algebraic conditions given by (2c) imply b121 =

b131 = b231 = 0, while the algebraic relations given by (2d) imply b232 = b233 = 0. The

remaining unknowns b122 , b
12
3 , b

13
2 , b

13
3 have to satisfy differential equations given by

(2d) and (2e). Let us call

b122 = µ, b123 = ν, b132 = φ, b133 = η.
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In what follows the subscript i means derivative with respect to ui. Differential

conditions given by (2d) read

µ1 = µ2 + νφ, ν1 = ν(µ + η), φ1 = φ(µ+ η), η1 = η2 + νφ, (32)

while the conditions given by (2e) are

φ1µ = φµ1, η1ν = ην1, φ1ν + η1µ = µ1η + ν1φ. (33)

Using (32), one can easily see that conditions (33) become algebraic:

φ(ηµ− νφ) = 0, ν(ηµ− νφ) = 0, (η − µ)(ηµ− νφ) = 0. (34)

Solving this algebraic system we get two different solutions:

φ = 0, ν = 0, η = µ, (35)

φ 6= 0, ν =
ηµ

φ
. (36)

Before solving system (32), let us point out that, since the change of coordinates

ũ1 = u1, ũ2 = u3, ũ3 = u2 transforms the operator

P ij =







1 0 0

0 0 0

0 0 0







d

dx
+







0 µu2x + νu3x φu2x + ηu3x
−µu2x − νu3x 0 0

−φu2x − ηu3x 0 0







to the form

P̃ ij =







1 0 0

0 0 0

0 0 0







d

dx
+







0 φ̃ũ3x + η̃ũ2x µ̃ũ3x + ν̃ũ2x
−φ̃ũ3x − η̃ũ2x 0 0

−µ̃ũ3x − ν̃ũ2x 0 0






,

we can exchange the coefficients µ, η and ν, φ.

Solution (35). If φ = ν = 0 and η = µ, conditions (32) lead to µ1 = µ2. Thus

φ = ν = 0, η = µ and

µ = 0, or µ =
1

F − u1
,

where F = F (u2, u3) is an arbitrary function. The case µ = 0 leads to the constant

operator (17)1,

P ij =







dx 0 0

0 0 0

0 0 0






.
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Otherwise, if µ = 1
F−u1 , applaying the change of coordinates u1 = ũ1 + F we get

µ = η = − 1
ũ1 . Thus, the operator can be brought to (17)4,

P ij =







dx −u2
x

u1 −u3
x

u1

u2
x

u1 0 0
u3
x

u1 0 0






.

Solution (36). Assuming φ non-zero and ν = ηµ

φ
, conditions (32) read

µ1 = µ(µ+ η), φ1 = φ(µ+ η), η1 = η(µ+ η),

since the fourth one is fulfilled. By straightforward computation, the solutions of

(32) are

µ = F, ν =
−F 2

R
, φ = R, η = −F, (37)

and

µ =
S

F − (S + 1)u1
, ν =

−S
R(F − (S + 1)u1)

, φ =
−R

F − (S + 1)u1
, η =

1

F − (S + 1)u1
,

(38)

for arbitrary functions F = F (u2, u3), S = S(u2, u3) and R = R(u2, u3) 6= 0. Here

we have to consider different cases.

Case 1. Let us assume F = 0 in (37). Choosing the transformation u1 = ũ1, u2 = ũ2,

u3 =W (ũ2, ũ3), we get

φ̃ =
R(ũ2,W )

W3
.

Thus we can always choose W such that µ is reduced to 1, obtaining (after inter-

changing u2, u3) the operator (17)2

P ij =







dx u3x 0

−u3x 0 0

0 0 0






.

Case 2. Otherwise, if F is not zero in (37), a transformation of the form u1 = ũ1,

u2 =W (ũ2, ũ3), u3 =W (ũ2, ũ3) implies

µ̃ =
(W3F − V3R)(V2R−W2F )

(V2W3 −W2V3)R
, ν̃ = − (W3F − V3R)

2

(V2W3 −W2V3)R
,

φ̃ =
(V2R−W2F )

2

(V2W3 −W2V3)R
, η̃ = −(W3F − V3R)(V2R−W2F )

(V2W3 −W2V3)R
.

Thus, choosing V,W such that W3F − V3R = 0 and V2R −W2F = W3, we obtain

φ̃ = 1, which leads to (17)2.
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Let us remark that we cannot choose both W3F − V3R = 0 and V2R−W2F = 0,

otherwise we would have V2W3 −W2V3 = 0.

Case 3. Let us assume S = 0 in (38). The change of variables u1 = ũ1 + F allows to

reduce F to 0. The transformation u1 = ũ1, u2 = V (ũ2), u3 = W (ũ2, ũ3) preserves η

and transforms φ into

φ̃ = −V2R +W2

W3ũ1
.

Thus, we can choose V,W such that φ̃ = 0, obtaining (17)3,

P ij =







dx 0 −u3
x

u1

0 0 0
u3
x

u1 0 0






.

Case 4. If S = −1, relabelling F = − 1
Q

and R = −T
Q

we get

µ = Q, ν = −Q
2

T
, φ = T, η = −Q,

which is the same as Case 2.

Case 5. If S 6= 0,−1, choosing the transformation u1 = ũ1 + F
S+1

we can reduce F

to 0. By tensorial calculus, one can see that a change of variables of the form

u1 = ũ1, u2 = V (ũ2, ũ3), u3 = W (ũ2, ũ3),

transforms the coefficients µ, ν, φ, η as

µ̃ = − (W3S + V3R)(W2 − V2R)

(W2V3 − V2W3)R(S + 1)ũ1
, ν̃ = − (W3S + V3R)(W3 − V3R)

(W2V3 − V2W3)R(S + 1)ũ1
,

φ̃ =
(W2S + V2R)(W2 − V2R)

(W2V3 − V2W3)R(S + 1)ũ1
, η̃ =

(W2S + V2R)(W3 − V3R)

(W2V3 − V2W3)R(S + 1)ũ1
.

If we choose the functions V and W such that satisfy

V3R +W3S = 0, W2 − V2R = 0,

we obtain µ̃ = ν̃ = φ̃ = 0 and η = − 1
ũ1 , which leads to the operator (17)3.

Finally, by straightforward computation it follows that these four canonical

forms are not equivalent up to admissible changes of coordinates.

Rank 2.

In this case, there always exists a coordinate system where the metric assumes one

of the two canonical forms






0 1 0

1 0 0

0 0 0






,







1 0 0

0 1 0

0 0 0






.

Case (a) Case (b)

(39)
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Case (a). Let as assume that the metric is

gij =







0 1 0

1 0 0

0 0 0






.

Conditions (2a)–(2c) imply that all the coefficients bijk must be zero except

b123 = −b213 = µ, b133 = −b313 = ν, b233 = −b323 = φ.

Relation (2d) reads

µ1 = µφ, ν1 = νφ, φ1 = φ2, µ2 = µν, ν2 = ν2, φ2 = νφ, (40)

while (2e) leads to

ν1φ = φ1ν, ν2φ = φ2ν, φ2µ+ ν1µ = µ1ν + µ2φ.

One can easily see that these last three equations are fulfilled if conditions given

by (40) hold.

In order to solve this system, since we have φ1 = φ2 and ν2 = ν2, we should

consider four different cases:

ν = φ = 0, ν = 0, φ 6= 0, ν 6= 0, φ = 0, ν 6= 0, φ 6= 0.

However, we can consider a permutation of u1, u2, which has no effect on the met-

ric. Indeed, the operator

P ij =







0 1 0

1 0 0

0 0 0







d

dx
+







0 µu3x νu3x
−µu3x 0 φu3x
−νu3x −φu3x 0







transforms into

P̃ ij =







0 1 0

1 0 0

0 0 0







d

dx
+







0 −µ̃u3x φ̃u3x
µ̃u3x 0 ν̃u3x
−φ̃u3x −ν̃u3x 0







This means that we can interchange the coefficients ν, φ. Thus, this observation

allows us to not consider separately the cases ν = 0, φ 6= 0 and ν 6= 0, φ = 0.

If both ν and φ vanish, then µ = µ(u3). Suppose φ = 0 and ν 6= 0 then

ν =
1

F − u2
, µ =

R

F − u2
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where F andR are arbitrary functions depending on u3. Finally, if ν 6= 0 and φ 6= 0,

solving the system we get

φ =
−Q

Qu1 + F − u2
, ν =

1

Qu1 + F − u2
, µ =

R

Qu1 + F − u2
.

These solutions can be summarised as follows:

µ = b123 ν = b133 φ = b233
R 0 0 (S.1)
R

F−u2

1
F−u2 0 (S.2)

R
Qu1+F−u2

1
Qu1+F−u2

−Q

Qu1+F−u2 (S.3)

where F,R,Q are functions depending on u3 and Q 6= 0.

As shown above in Example 1, the restricted admissible transformations are

given by

u1 = κũ1 + V (ũ3), u2 =
1

κ
ũ2 +W (ũ3), u3 = Z(ũ3), (41)

u1 = κũ2 + V (ũ3), u3 =
1

κ
ũ1 +W (ũ3), u3 = Z(ũ3), (42)

where κ = const.

(S.1). If R 6= 0, using the transformation u1 = ũ1, u2 = ũ2, u3 = Z(ũ3), in the new

coordinates φ transforms into φ̃ = Z3F (Z). Thus we can always choose Z such that

φ is reduced to 1, obtaining:

P ij =







0 dx + u3x 0

dx − u3x 0 0

0 0 0






. (43)

Otherwise, we have the constant coefficient form (18)1,

P ij =







0 dx 0

dx 0 0

0 0 0






.

Let us point out that modulo admissible transformations these two structures are

equivalent. Indeed, it is sufficient to consider the admissible (but not restricted)

change of coordinates ũ1 = eu
3

u1, ũ2 = e−u3

u2, ũ3 = u3, which brings (43) to (18)1.

(S.2). If R 6= 0, by a transformation of the form (41) with κ = 1, the coefficients µ

and ν transform as

µ̃ =
R(Z)Z3 −W3

F (Z)−W − ũ2
, ν̃ =

1

F (Z)−W − ũ2
.
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Thus, we can choose W and Z such that µ̃ = 0 and ν̃ = − 1
ũ2 . This leads to the

operator of the form (18)2,

P ij =







0 dx −u3
x

u2

dx 0 0
u3
x

u2 0 0






.

In the case R = 0, a shift of u2 implies the same result.

(S.3). A transformation of the form (41) with κ = 1 implies

µ̃ =
R(Z)Z3 − V3Q(Z)−W3

Q(Z)V +Q(Z)ũ1 + F (Z)−W − ũ2
,

ν̃ =
1

Q(Z)V +Q(Z)ũ1 + F (Z)−W − ũ2
,

φ̃ =
−Q(Z)

Q(Z)V +Q(Z)ũ1 + F (Z)−W − ũ2
.

Thus, choosing Z = Q−1 we can reduceQ to ũ3. Now, we can choose V andW such

that µ̃ = 0, and the denominators of ν and φ become ũ3ũ1 − ũ2. We have obtained

(18)3,

P ij =







0 dx
1

u3u1−u2u
3
x

dx 0 −u3

u3u1−u2u
3
x

−1
u3u1−u2u

3
x

u3

u3u1−u2u
3
x 0






.

Once again, one can check that these three structures are not equivalent modulo

admissible changes of coordinates.

Case (b). It remains to consider the case where

gij =







1 0 0

0 1 0

0 0 0






,

Also in this case all the coefficients bijk must be zero except

b123 = −b213 = µ, b133 = −b313 = ν, b233 = −b323 = φ.

which have to satisfy the relations (given by (2d)),

µ1 = µν, ν1 = ν2, φ1 = νφ, µ2 = µφ, ν2 = νφ, φ2 = φ2 (44)

and (given by (2e)),

ν1φ = φ1ν, ν2φ = φ2ν, φ2µ+ ν1µ = µ1ν + µ2φ.
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As in the previous case, the last three conditions follows from (44). Notice that

system (44) is the same given by (40) if we interchange ν with φ. Thus, since

the changes of coordinate used before, namely ũ1 = u2, ũ2 = u1 and u1 = ũ1 +

V (ũ3), u2 = ũ2 +W (ũ3), u3 = Z(ũ3) are restricted admissible transformation also

for this metric, the classification in this case follows from the previous one.

We point out that also in this case the two structures

P =







dx 0 0

0 dx 0

0 0 0






, P =







dx u3x 0

−u3x dx 0

0 0 0






,

are equivalent up to admissible change of coordinates. Indeed, it is sufficient to

consider the admissible transformation

ũ1 = cos(u3)u1 + sin(u3)u2, ũ2 = sin(u3)u1 − cos(u3)u2, ũ3 = u3,

to bring the second structure to the first one.

Remark. All these results are obtained using real change of variables. Allowing

complex changes of dependent variables ui, the metrics of rank two (39) are equiv-

alent. For instance, it is sufficient to choose the transformation:

u1 =
ũ1 + ũ2√

2
, u2 =

i(ũ2 − ũ1)√
2

, u3 = ũ3.

Even though this change of coordinates transforms real coefficients bijk to complex,

one can easily see that there exist (restricted admissible) complex transformations

which reduce the structures (18)2,3 to (19)2,3.

Appendix B. The δ formalism

In this appendix we recall the main aspects of the δ formalism for Poisson struc-

ture of hydrodynamic type. This formalism allows as to “easily” compute skew-

symmetry, Jacobi identity (through the Schouten bracket), and the Lie derivative

for bivectors of the form

P ij
k (x,u,ux, . . . ,uk+1) =

k+1
∑

m=0

Aij
m(u,ux, . . . ,uk+1)

dk+1−m

dxk+1−m
. (45)

We are not going to describe the background theory, neither to give all the defini-

tions or theorems. Here we want to give the main tools we have used to reach our

result. For a deeper description of the theory, one can refer to [16].
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The first step is to translate the form of the bivector (45) into the following form

P̃ ij
k (x− y,u,ux, . . . ,uk+1) =

k+1
∑

m=0

Aij
m(u,ux, . . . ,uk+1)δ

(k+1−m)(x− y), (46)

where δ(s)(x − y) is the s-th derivative of the Dirac delta function δ(x − y) with

respect to x, and δ0(x− y) = δ(x− y). For convenience, from now on we call P ij
x,y a

bivector P̃ ij
k . Using this formalism, the skew-symmetry of P is essentially

P ij
x,y = −P ji

y,x

while, given two bivectors P,Q of the form (46), the Schouten bracket is a trivector

given by

[P,Q]ijkx,y,z =

∂P ij
x,y

∂ul(s)(x)
∂sxQ

lk
x,z +

∂Qij
x,y

∂ul(s)(x)
∂sxP

lk
x,z +

∂P ij
x,y

∂ul(s)(y)
∂syQ

lk
y,z +

∂Qij
x,y

∂ul(s)(y)
∂syP

lk
y,z

+
∂P ki

z,x

∂ul(s)(z)
∂szQ

lj
z,y +

∂Qki
z,x

∂ul(s)(z)
∂szP

lj
z,y +

∂P ki
z,x

∂ul(s)(x)
∂sxQ

lj
x,y +

∂Qki
z,x

∂ul(s)(x)
∂sxP

lj
x,y

+
∂P jk

y,z

∂ul(s)(y)
∂syQ

li
y,x +

∂Qjk
y,z

∂ul(s)(y)
∂syP

li
y,x +

∂P jk
y,z

∂ul(s)(z)
∂szQ

li
z,x +

∂Qjk
y,z

∂ul(s)(z)
∂szP

li
z,x.

Finally, the Lie derivative of P along a vector field ξ, defined by

ξ =
n
∑

i=1

∑

s≥0

∂sxξ
i(u(x),ux(x), ...)

∂

∂ui(s)
,

is given by

(LieξP )
ij=

∑

k,s

(

∂sxξ
k(u(x), ...)

∂Aij

∂uk(s)(x)
− ∂ξi(u(x), ...)

∂uk(s)(x)
∂sxA

kj − ∂ξj(u(y), ...)

∂uk(s)(y)
∂syA

ik

)

.

In order to compute these objects, one needs to use some of the properties of the

Dirac δ, in particular

δ(s)(y − x) = (−1)sδ(s)(x− y), (47)

f(y) δ(s)(x− y) =
s
∑

m=0

(

s

m

)

dm

dxm
f(x) δ(s−m)(x− y). (48)
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Sketch of the proof of Lemma 7

For brevity, let us set δ(m)(x − y) = δ
(m)
x , δ(m)(y − x) = δ

(m)
y . We want to compute

the skew-symmetry condition for a first-order deformation. Now P1 is given by

P ij
xy = Aij(u(x))δ′′x +Bij

k (u(x))u
k
xδ

′
x + C ij

k (u(x))u
k
xx + D̃ij

rk(u(x))u
r
xu

k
x,

(summation over repeated indices r and k is assumed). We have to compute −P ji
yx.

Using the properties (47) and (48), we get

−Aji(u(y))δ′′y = −Aji(u(y))δ′′x

= −Aji(u(x))δ′′(x− y)− 2∂x(A
ji(u(x)))δ′x − ∂2x(A

ji(u(x)))δx

= −Aji(u(x))δ′′x − 2∂kA
ji(u(x))ukxδ

′
x

−
(

∂r∂kA
ji(u(x))urxu

k
x + ∂kA

ji(u(x))ukxx
)

δx,

−Bji
k (u(y))u

k
yδ

′
y = Bji

k (u(y))u
k
yδ

′
x

= Bji
k (u(x))u

k
xδ

′
x + ∂x(B

ji
k (u(x))u

k
x)δx

= Bji
k (u(x))u

k
xδ

′
x +

(

∂rB
ji
k (u(x))u

r
xu

k
x +Bji

k (u(x))u
k
xx

)

δx,

−Cji
k (u(y))u

k
yyδy = −Cji

k (u(x))u
k
xxδx,

−D̃ji
rk(u(y))u

r
yu

k
yδy = −D̃ji

rk(u(x))u
r
xu

k
xδx.

Computing P ij
xy = −P ji

yx and comparing the coefficients in the derivative of δ, we

get the the first part of Lemma 7. The second part of the Lemma, involving second-

order deformations, can be proved in the same way.

Appendix C. Computation of deformations

First of all let us agree about notation: if a function depends only on one vari-

able, we use the symbol ′ to express the derivative with respect to that variable;

otherwise, if a function depends on more than one variable, we use ∂i = ∂/∂ui.

Furthermore, to lighten the notation, the functions D̃ij
k , H̃ ij

rk and Ñ ij
ark will be writ-

ten without the symbol tilde. Finally, the subscript fx means the derivative of f

with respect to the independent variable x.

Remark. All the proofs of Theorems 8–12 are obtained by direct (and cumbersome)

computations. For this reason, we are going to discuss in detail only the proof of

Theorem 8, while we give just a sketch of the proof for the remaining theorems.

Proof of Theorem 8

We start with deformations of order 1. Imposing the skew-symmetry conditions

given by Lemma 7, the number of unknown functions is 12. In particular, apart
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from A11 = A22 = 0, all the coefficients can be written in terms of A21, Bij
k , C21

i , D21
ji ,

for i, j, k = 1, 2 and i ≥ j. The Jacobi condition [P
(1)
0 , P1] = 0 implies

B11
1 = B22

1 = C21
1 = D21

11 = D21
12 = 0,

B21
1 = ∂1A

21, B22
2 = r, C21

2 = p, D21
22 = q,

where p, q, r are functions depending on u2. The bivector P1 reads

P1 =

(

0 α12

−α12 0

)

d2

dx2
+

(

β11 β12

β21 β22

)

d

dx
+

(

γ11 γ12

γ21 γ22

)

,

where

α12 = −A21, β11 = B11
2 u

2
x, β12 = (B21

2 − ∂2A
21)u2x − (A21)x,

β21 = ∂1A
21u1x +B21

2 u
2
x, β22 = ru2x, γ11 =

1

2
(B11

2 u
2
x)x,

γ12 =
(

(B21
2 − ∂2A

21)u2x
)

x
− pu2xx − q(u2x)

2, γ21 = pu2xx + q(u2x)
2, γ22 =

1

2
(ru2x)x.

Among all these deformations, we have to exclude those that are obtained by in-

finitesimal Miura transformation. In order to do this, we need to take an arbitrary

vector field X of degree 1, that is

X =

(

X1

X2

)

=

(

X1
1 (u

1, u2)u1x +X1
2 (u

1, u2)u2x
X2

1 (u
1, u2)u1x +X2

2 (u
1, u2)u2x

)

. (49)

The Lie derivative of P
(1)
0 among X leads to a bivector Q of the form

Q = LieXP
(1)
0 =

(

0 φ12

−φ12 0

)

d2

dx2
+

(

η11 η12

η21 0

)

d

dx
+

(

µ11 µ12

0 0

)

, (50)

where

φ12 = X2
1 , η11 = 2(∂2X

1
1 − ∂1X

1
2 )u

2
x, η12 =

(

X2
1

)

x
+
(

∂2X
2
1 − ∂1X

2
2

)

u2x

η21 = −∂1X2
1u

1
x − ∂1X

2
2u

2
x, µ11 =

(

(∂2X
1
1 − ∂1X

1
2 )u

2
x

)

x
,

µ12 =
(

(∂2X
2
1 − ∂1X

2
2 )u

2
x

)

x
.

Even if the vector field X depends on four functions, in Q we have only three

functions, since X1
1 and X1

2 appear always together as ∂2X
1
1 − ∂1X

1
2 . At this point,

it is not difficult to see that we can eliminate the part of the deformation which

involves the functions A21, B11
2 , B

21
2 : it is sufficient to consider the vector field X in
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the form such that A21 = −X2
1 , B11

2 = 2(∂2X
1
1 − ∂1X

1
2 ), B

21
2 = −∂1X2

2 . Therefore,

the deformations of order 1 leads to P = P
(1)
0 + ǫP̃1 +O(ǫ2), where

P̃1 =

(

0 −pu2xx − q(u2x)
2

pu2xx + q(u2x)
2 ru2x

d
dx

+ 1
2
(ru2x)x

)

.

Now we consider deformations of order 2. In this case, thanks to Lemma 7, the

number of unknown functions of u1, u2 is 30: all the coefficients can be written in

terms of Eij , F 21
k , Gij

k , H ij
lk , L21

k , M21
sk , N21

mlk, for i, j, k, l,m, s = 1, 2 and j ≤ i and

m ≤ l ≤ k. The Jacobi condition 2[P
(1)
0 , P2] + [P̃1, P̃1] = 0 implies

G22
1 = H22

11 = H22
12 = L21

1 =M21
11 =M21

12 = N21
111 = N21

112 = r = 0,

G21
2 = ∂1E

21, H21
11 =

1

2
∂1F

21
1 , H21

12 =
1

2
∂1F

21
2 , H11

11 =
1

4
∂21E

11 +
1

2
∂1G

11
1 ,

H11
12 =

1

4
∂1∂2E

11 +
1

2
∂2G

11
1 , N21

122 = −1

3
pq, M21

21 = −p2,

E22 = e, G22
2 = g, H22

22 = h, L21
2 = l − 2p2u1,

M21
22 = m− 2p(p′ + 3q)u1, N21

222 = n− 2(pq′ + q2)u1,

where e, g, h, l,m, n are functions depending on u2. Then, a generic solution for P2

is given by

P2 =

(

α11 α12

α21 α22

)

d3

dx3
+

(

β11 β12

β21 β22

)

d2

dx2
+

(

γ11 γ12

γ21 γ22

)

d

dx
+

(

η11 η12

η21 η22

)

,

where

α11 = E11, α12 = α21 = E21, α22 = e, β11 =
3

2
(E11)x,

β12 = 3(E21)x − (F 21
1 u1x + F 21

2 u2x), β21 = F 21
1 u1x + F 21

2 u2x, β22 =
3

2
e′u2x,

and

γ11 =

(

1

4
∂21E

11 +
1

2
∂1G

11
1

)

(u1x)
2 +

(

1

2
∂1∂2E

11 + ∂2G
11
1

)

u1xu
2
x

+G11
1 u

1
xx +G11

2 u
2
xx +H11

22 (u
2
x)

2,

γ12 = (3∂2E
21 − 2F 21

2 +G21
2 )u2xx + (3∂22E

21 − 2∂2F
21
2 +H21

22 )(u
2
x)

2

+(4∂1E
21 − 2F 21

1 )u1xx + (6∂1∂2E
21 − ∂1F

21
2 − 2∂2F

21
1 )u1xu

2
x

+

(

3∂21E
21 − 3

2
∂1F

21
1

)

(u1x)
2,

γ21 = ∂1E
21u1xx +G21

2 u
2
xx +

1

2
∂1F

21
1 (u1x)

2 + ∂1F
21
2 u1xu

2
x +H21

22 (u
2
x)

2,
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γ22 = hu2xx + g(u2x)
2,

η11 =

(

1

2
∂22G

11
1 +

1

2
∂1H

11
22 −

1

2
∂1∂

2
2E

11

)

u1x(u
2
x)

2 +

(

1

2
G11

1 − 1

4
∂1E

11

)

u1xxx

+

(

1

2
∂1G

11
2 +

1

2
∂2G

11
1 − 1

2
∂1∂2E

11

)

u1xu
2
xx +

(

1

2
G11

2 − 1

4
∂2E

11

)

u2xxx

+

(

1

2
∂2G

11
2 +H11

22 −
3

4
∂22E

11

)

u2xu
2
xx +

(

−1

8
∂31E

11 +
1

4
∂21G

11
1

)

(u1x)
3

+

(

3

4
∂1∂2G

11
1 − 3

8
∂21∂2E

11

)

(u1x)
2u2x +

(

1

2
∂2H

11
22 −

1

4
∂32E

11

)

(u2x)
3

+

(

∂2G
11
1 − 1

2
∂1∂2E

11

)

u2xu
1
xx +

(

∂1G
11
1 − 1

2
∂21E

11

)

u1xu
1
xx,

η12 = (2∂1E
21 − F 21

1 )u1xxx + (∂2E
21 − F 21

2 +G21
2 + 2p2u1 − l)u2xxx

+(3∂22E
21 − 3∂2F

21
2 + ∂2G

21
2 + 2H21

22 + 2p(p′ + 3q)u1 −m)u2xu
2
xx

+

(

∂31E
21 − 1

2
∂21F

21
1

)

(u1x)
3 +

(

3∂21∂2E
21 − 3

2
∂1∂2F

21
1

)

(u1x)
2u2x

+(4∂21E
21 − 2∂1F

21
1 )u1xu

1
xx + (4∂1∂2E

21 − 2∂2F
21
1 )u2xu

1
xx

+(3∂1∂2E
21 − ∂1F

21
2 − ∂2F

21
1 + ∂1G

21
2 + p2)u1xu

2
xx

+(3∂1∂
2
2E

21 − ∂1∂2F
21
2 − ∂22F

21
1 + ∂1H

21
22 + pq)u1x(u

2
x)

2

+(∂32E
21 − ∂22F

21
2 + ∂2H

21
22 + 2(pq′ + q2)u1 − n)(u2x)

3,

η21 = (l − 2p2u1)u2xxx − p2u1xu
2
xx + (m− 2p(p′ + 3q)u1)u2xu

2
xx − pqu1x(u

2
x)

2

+(n− 2(pq′ + q2)u1)(u2x)
3,

η22 =

(

1

2
g − 1

4
e′
)

u2xxx +

(

1

2
g′ + h− 3

4
e′′
)

u2xxu
2
x +

(

1

2
h′ − 1

4
e′′′
)

(u2x)
3.

In this case, the action of Miura subgroup of infinitesimal transformations is

more complicated. Indeed, we have to exclude deformations given by

Q = LieY P̃1 + LieZP
(1)
0 , such that LieY P

(1)
0 = 0

where now P̃1 is given by

P̃1 =

(

0 −pu2xx − q(u2x)
2

pu2xx + q(u2x)
2 0

)

,

since r = 0. First of all we have to find Y of degree 1 such that LieY P
(1)
0 = 0, that

is, we have to bring the coefficients of (50) to zero. This leads to

Y 1 = ∂1W (u1, u2)u1x + ∂2W (u1, u2)u2x, Y 2 = V (u2)u2x,

for arbitrary functions V,W . A generic vector field Z of degree 2 is given by

Z =

(

Z1

Z2

)

=

(

Z1
1u

1
xx + Z1

2(u
1
x)

2 + Z1
3u

1
xu

2
x + Z1

4(u
2
x)

2 + Z1
5u

2
xx

Z2
1u

1
xx + Z2

2(u
1
x)

2 + Z2
3u

1
xu

2
x + Z2

4(u
2
x)

2 + Z2
5u

2
xx

)

, (51)
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where Z i
j for i = 1, 2, j = 1, . . . , 5 are arbitrary functions depending on u1, u2. By

straightforward computation, Q = LieY P̃1 + LieZP
(1)
0 is given by

Q =

(

µ11 µ12

µ21 0

)

d3

dx3
+

(

ν11 ν12

ν21 0

)

d2

dx2
+

(

φ11 φ12

φ21 0

)

d

dx
+

(

ψ11 ψ12

ψ21 0

)

,

where

µ11 = −2Z1
1 , µ12 = µ21 = −Z2

1 , ν11 = −3(Z1
1 )x,

ν12 = 2Z2
2u

1
x + Z2

3u
2
x − 3(Z2

1)x, ν21 = −2Z2
2u

1
x − Z2

3u
2
x,

and

φ11 = (2∂1Z
1
2 − 3∂21Z

1
1)(u

2
1)

2 + (2∂2Z
1
3 − 2q∂2W − 2∂1Z

1
4 − 3∂22Z

1
1 )(u

2
x)

2

+(4∂2Z
1
2 − 6∂1∂2Z

1
1 )u

1
xu

2
x + (2Z1

3 − 2p∂2W − 2∂1Z
1
5 − 3∂2Z

1
1)u

2
xx

+(4Z1
2 − 5∂1Z

1
1)u

1
xx,

φ12 = (4Z2
2 − 4∂1Z

2
1)u

1
xx + (2Z2

3 − pV + p∂1W − ∂1Z
2
5 − 3∂2Z

2
1)u

2
xx

+(4∂2Z
2
2 − 6∂1∂2Z

2
1 + ∂1Z

2
3)u

1
xu

2
x + (3∂1Z

2
z − 3∂21Z

2
1)(u

1
x)

2

+(q∂1W − qV − ∂1Z
2
4 + 2∂2Z

2
3 − 3∂22Z

2
1)(u

2
x)

2,

φ21 = (q∂1W − qV − ∂1Z
2
4 )(u

2
x)

2 − ∂1Z
2
2(u

1
x)

2 − ∂1Z
2
3u

1
xu

2
x − ∂1Z

2
1u

1
xx

+(p∂1W − pV − ∂1Z
2
5 )u

2
xx,

ψ11 = (3∂2Z
1
3 − p∂22W − pV ′ − 2q∂2W − p′∂2W − ∂1∂2Z

1
5 − 2∂1Z

1
4 − 3∂22Z

1
1)u

2
xu

2
xx

+(4∂1Z
1
2 − 4∂21Z

1
1)u

1
xu

1
xx + (2Z1

2 − 2∂1Z
1
1 )u

1
xxx + (4∂2Z

1
2 − 4∂1∂2Z

1
1)u

2
xu

1
xx

+(∂22Z
1
3 − q∂22W − q′∂2W − ∂1∂2Z

1
4 − ∂32Z

1
1)(u

2
x)

3 + (∂21Z
1
2 − ∂31Z

1
1)(u

1
x)

3

+(Z1
3 − p∂2W − ∂1Z

1
5 − ∂2Z

1
1 )u

2
xxx + (3∂1∂2Z

1
2 − 3∂21∂2Z

1
1 )(u

1
x)

2u2x

+(∂1∂2Z
1
3 + 2∂22Z

1
2 − q∂1∂2W − ∂21Z

1
4 − 3∂1∂

2
2Z

1
1 )u

1
x(u

2
x)

2

+(∂1Z
1
3 − p∂1∂2W − ∂21Z

1
5 − 3∂1∂2Z

1
1 + 2∂2Z

1
2)u

1
xu

2
xx,

ψ12 = (p∂21W − ∂21Z
2
5 + ∂1Z

2
3 − 3∂1∂2Z

2
1 + 2∂2Z

2
2)u

1
xu

2
xx + (∂21Z

2
2 − ∂31Z

2
1 )(u

1
x)

3

+(∂22Z
2
3 − q′V + q′∂1W − 2qV ′ + q∂1∂2W − pV ′′ − ∂1∂2Z

2
4 − ∂32Z

2
1 )(u

2
x)

3

+(Z2
3 − pV + p∂1W − ∂1Z

2
5 − ∂2Z

2
1)u

2
xxx + (4∂1Z

2
2 − 4∂21Z

2
1 )u

1
xu

1
xx

+(4∂2Z
2
2 − 4∂1∂2Z

2
1 )u

2
xu

1
xx + (3∂1∂2Z

2
2 − 3∂21∂2Z

2
1 )(u

1
x)

2u2x

+(2Z2
2 − 2∂1Z

2
1)u

1
xxx + (p′∂1W − p′V − 2qV − 3pV ′ − 2∂1Z

2
4

+2q∂1W + p∂1∂2W − ∂1∂2Z
2
5 + 3∂2Z

2
3 − 3∂22Z

2
1)u

2
xu

2
xx

+(q∂21W − ∂21Z
2
4 + ∂1∂2Z

2
3 + 2∂22Z

2
2 − 3∂1∂

2
2Z

2
1)u

1
x(u

2
x)

2,

ψ21 = (V ′q + V ′′p)(u2x)
3 + 2V ′pu2xu

2
xx.
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Comparing the action of Miura subgroup of infinitesimal transformations with the

deformations we have obtained, one can see that all the 9 functions depending on

two variables in the deformations can be obtained via infinitesimal Miura transfor-

mation. In particular one has to consider the following relations among the vector

fields and the coefficients of the deformations:

E11 = −2Z1
1 , E21 = −Z2

1 , F 21
1 = −2Z2

2 , F 21
2 = −Z2

3 ,

G11
1 = 4Z1

2 − 5∂1Z
1
5 , G11

2 = 2Z1
3 − 2p∂2W − 2∂1Z

1
5 − 3∂2Z

1
1 ,

G21
2 = p(∂1W − V )− ∂1Z

2
5 , H21

22 = q(∂1W − V )− ∂1Z
2
4 ,

H11
22 = 2∂2Z

1
3 − 2q∂2W − 2∂1Z

1
4 − 3∂22Z

1
1 .

At this point, P2 reads

P2 =

(

0 0

0 α22

)

d3

dx3
+

(

0 0

0 β22

)

d2

dx2
+

(

0 0

0 γ22

)

d

dx
+

(

0 η12

−η12 η22

)

,

where

α22 = e, β22 =
3

2
e′u2x, γ22 = cu2xx + e(u2x)

2,

η12 = (2p2u1 − l)u2xxx +
(

2u1(pq′ + q2) + pV ′′ + qV ′ − n
)

(u2x)
3 + p2u1xu

2
xx

+
(

2pu1(3q + p′) + 2pV ′ −m
)

u2xu
2
xx + pqu1x(u

2
x)

2,

η22 =

(

1

2
g − 1

4
e′
)

u2xxx +

(

1

2
g′ − 3

4
e′′ + h

)

u2xu
2
xx +

(

1

2
h′ − 1

4
e′′′
)

(u2x)
3.

The extra freedom due to the function V allows us to set equal to zero one of the

two functions n or g. The theorem is proved.

Proof of Theorem 9

The proof of Theorem 9 can be obtained in the same way as Theorem 8. Due to the

lack of space, we are not going to discuss in detail the part of the proof related to

second-order deformations, but we give only a sketch of such proof.

We start with deformations of order 1. As in the previous case, apart from

A11 = A22 = 0, all the coefficients can be written in terms of A21, Bij
k , C21

i , D21
ji , for

i, j, k = 1, 2 and i ≥ j, thanks to the skew-symmetry conditions given by Lemma

7. The Jacobi condition [P
(1)
0 , P1] = 0 implies

B11
1 = B22

1 = C21
2 = 0, B21

1 = ∂1A
21, C21

1 = −A
21

u1
, D21

11 = −∂1A
21

u1
,

D21
12 = −∂1B

21
2

u1
, B22

2 = −2A21

u1
+

r

(u1)3
, D21

22 =
B11

2

2u1
+

s

(u1)3
,
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where r, s are functions depending on u2. The bivector P1 reads

P1 =

(

0 α12

−α12 0

)

d2

dx2
+

(

β11 β12

β21 β22

)

d

dx
+

(

γ11 γ12

γ21 γ22

)

,

where

α12 = −A21, β11 = B11
2 u

2
x, β12 = −∂1A21u1x + (B21

2 − 2∂2A
21)u2x,

β21 = ∂1A
21u1x +B21

2 u
2
x, β22 =

(

r

(u1)3
− 2A21

u1

)

u2x,

and

γ11 =
1

2

(

B11
2 u

2
xx + ∂1B

11
2 u

1
xu

2
x + ∂2B

11
2 (u2x)

2
)

,

γ12 =
∂1A

21

u1
(u1x)

2 +

(

∂1B
21
2 − ∂1∂2A

21 +
B21

2

u1

)

u1xu
2
x +

A21

u1
u1xx

+(B21
2 − ∂2A

21)u2xx +

(

∂2B
21
2 − ∂22A

21 − B11
2

2u1
− s

(u1)3

)

(u2x)
2,

γ21 =

(

B11
2

2u1
+

s

(u1)3

)

(u2x)
2 − ∂1A

21

u1
(u1x)

2 − B21
2

u1
u1xu

2
x −

A21

u1
u1xx,

γ22 =

(

A21

(u1)2
− ∂1A

21

u1
− 3r

2(u1)4

)

u1xu
2
x +

(

r

2(u1)3
− A21

u1

)

u2xx

+

(

∂2r

2(u1)3
− ∂2A

21

u1

)

(u2x)
2.

The deformations that can be obtained by infinitesimal Miura transformation are

given by

Q = LieXP
(1)
0 =

(

0 φ12

−φ12 0

)

d2

dx2
+

(

η11 η12

η21 η22

)

d

dx
+

(

µ11 µ12

µ21 µ22

)

,

where

φ12 = X2
1 ,

η11 = 2

(

∂2X
1
1 − ∂1X

1
2 −

X1
2

u1

)

u2x,

η12 = ∂1X
2
1u

1
x +

(

2∂2X
2
1 − ∂1X

2
2 +

X1
1 −X2

2

u1

)

u2x,

η21 =

(

X1
1 −X2

2

u1
− ∂1X

2
2

)

u2x − ∂1X
2
1u

1
x,

η22 =
2X2

1

u1
u2x,
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µ11 =

(

∂22X
1
1 − ∂1∂2X

1
2 −

∂2X
1
2

u1

)

(u2x)
2 +

(

∂2X
1
1 − ∂1X

1
2 −

X1
2

u1

)

u2xx

+

(

∂1∂2X
1
1 − ∂21X

1
2 −

∂1X
1
2

u1
+

X1
2

(u1)2

)

u1xu
2
x,

µ12 =

(

∂22X
2
1 − ∂1∂2X

2
2 +

∂1X
1
2 − ∂2X

2
2

u1
+

X1
2

(u1)2

)

(u2x)
2 − ∂1X

2
1

u1
(u1x)

2

+

(

∂1∂2X
2
1 − ∂21X

2
2 +

∂1X
1
1 − 2∂1X

2
2

u1

)

u1xu
2
x −

X2
1

u1
u1xx

+

(

∂2X
2
1 − ∂1X

2
2 +

X1
1 −X2

2

u1

)

u2xx,

µ21 =
∂1X

2
1

u1
(u1x)

2 −
(

−∂1X
2
2

u1
+
X1

1 −X2
2

(u1)2

)

u1xu
2
x +

X2
1

u1
u1xx

+

(

∂2X
1
1 − ∂1X

1
2

u1
− X1

2

(u1)2

)

(u2x)
2,

µ22 =

(

∂1X
2
1

u1
− X2

1

(u1)2

)

u1xu
2
x +

(

∂2X
2
1

u1

)

(u2x)
2 +

X2
1

u1
u2xx.

Also this time, we can eliminate the part of the deformation which involves the

functions A21, B11
2 , B

21
2 . Indeed, it is sufficient to consider the vector field X such

that

A21 = −X2
1 , B11

2 = 2

(

∂2X
1
1 − ∂1X

1
2 −

X1
2

u1

)

, B12
2 =

X1
1 −X2

2

u1
− ∂1X

2
2 .

Thus, the deformations of order 1 leads to P = P
(1)
0 + ǫP̃1 +O(ǫ2), where

P̃1 =

(

0 − s
(u1)3

(u2x)
2

s
(u1)3

(u2x)
2 r

(u1)3
u2x

d
dx

+ 1
2

(

r
(u1)3

u2x

)

x

)

.

In the case of deformations of order 2, thanks to Lemma 7, all the coefficients

can be written in terms of Eij , F 21
k , Gij

k , H ij
lk , L21

k , M21
sk , N21

mlk, for i, j, k, l,m, s = 1, 2

and j ≤ i and m ≤ l ≤ k. The Jacobi condition 2[P
(1)
0 , P2] + [P̃1, P̃1] = 0 implies

E22 =
r2

2(u1)4
, G21

1 = ∂1E
21, G22

1 = − 2r2

(u1)5
, G22

2 =
q

(u1)4
− 2E21

u1
,

G21
2 = 3F 21

2 −∂1E
11

2
−3∂2E

21+(∂1F
21
2 +2H22

22−∂1∂2E21)u1+
19sr

6(u1)4
−E

11

u1
+
(u1)2∂1H

22
22

2
,

H21
11 =

∂1F
21
1

2
, H22

11 =
15r2

2(u1)6
, H11

12 =
∂2G

11
1

2
+
∂1∂2E

11

4
+

1

2u1

(

3∂2E
11

2
−G11

2

)

,

H11
11 =

∂21E
11

4
+
∂1G

11
1

2
, H22

12 =
E21

(u1)2
+
∂1E

21 − F 21
1

u1
− 1

2(u1)5

(

9rr′

2
− g

)

,
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H21
12 =

1

u1

(

3∂2E
21

2
− F 21

2 − ∂1E
11

8
+
G11

1

4

)

+
∂1∂2E

21

2
− u1∂1H

22
22

4
−H22

22

+
E11

2(u1)2
− 19sr

12(u1)5
, L21

1 = −E
21

u1
, L21

2 =
2sr

3(u1)4
,

M21
11 =

∂1E
21 − F 21

1

u1
, M21

12 =
E11

(u1)2
− 2sr

3(u1)5
+

1

u1

(

G11
1

2
− F 21

2 − ∂1E
11

4

)

,

M21
21 =

1

u1

(

∂1E
11

2
+ 3∂2E

21 − 3F 21
2

)

+ ∂1∂2E
21 − ∂1F

21
2 − 2H22

22 −
u1∂1H

22
22

2

+
E11

(u1)2
− 31sr

6(u1)5
, M21

22 =
sr′ + 13rs′

6(u1)4
+

1

u1

(

G11
2

2
− ∂2E

11

4

)

N21
122 =

∂2E
11

(u1)2
− sr′ + 13rs′

6(u1)5
+

1

u1

(

∂2G
11
1

2
− ∂1∂2E

11

4
−H21

22

)

, N21
111 = −∂1F

21
1

2u1
,

N21
222 =

2s2

(u1)5
+

1

(u1)4

(

n +
1

2

∫

(

(u1)2(∂2G
11
2 −H11

22 )
)

du1
)

+
1

u1

(

H11
22

2
− ∂22E

11

4

)

,

N21
112 =

∂1H
22
22

6
+

1

(u1)2

(

2F 21
2

3
+

5∂1E
11

24
− G11

1

12
− ∂2E

21

)

− E11

(u1)3
+

31sr

18(u1)6

+
1

u1

(

2H22
22

3
− ∂1∂2E

21

3
− ∂21E

11

24
+
∂1G

11
1

12

)

,

where g, n are arbitrary functions depending on u2. We can exclude deformations

given by the action of Miura subgroup of infinitesimal transformations of the form

Q = LieY P̃1 +LieZP
(1)
0 , where Z is a generic vector field of degree 2 (51) and Y is a

vector field of degree 1 (49) satisfying the condition LieY P
(1)
0 = 0, namely

Y =

(

∂21Wu1x +
(

∂1∂2W − ∂2W−V
u1

)

u2x
∂1W
u1 u

2
x

)

,

here W = W (u1, u2), V = V (u2) are arbitrary functions.

Comparing the action of Miura subgroup with the deformations we have ob-

tained, the functions depending on two variables in the deformations can be ob-

tained via infinitesimal Miura transformation. In particular one has to consider

the following relations among the vector fields and the coefficients of the deforma-

tions:

E11 = −2Z1
1 , E21 = −Z2

1 , F 21
2 = −Z2

3 −
Z2

5 + Z1
1

u1
+
r∂1∂2W

(u1)3
+
r(V − ∂2W )

(u1)4
,

F 21
1 = −2Z2

2 , G11
1 = 4Z1

2 − 5∂1Z
1
1 , G11

2 = 2(Z1
3 − ∂1Z

1
5)− 3∂2Z

1
1 −

2Z1
5

u1
,
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H11
22 = 2(∂2Z

1
3 − ∂1Z

1
4)− 3∂22Z

1
1 −

2s∂1∂2W

(u1)3
+

2s(∂2W − V

(u1)4
+

2(∂2Z
1
5 − 2Z1

4)

u1
,

H21
22 =

1

(u1)4

(

r′(V − ∂2W )

2
+ r(V ′ − ∂22W )− s∂1G

)

+
Z1

3 − 2(Z2
4 − ∂2Z

1
1)

u1

1

(u1)3

(

r∂1∂
2
2W + s∂21W +

r′∂1∂2W

2

)

− ∂1Z
2
4 ,

H22
22 =

3r(∂2G− F )

(u1)5
− 2r∂1∂2G

(u1)4
+

2(Z2
3 − ∂2Z

2
1 )

u1
.

Furthermore, the function n(u2) can be reduced to zero choosing an infinitesimal

Miura transformation given by

Y 1 = Y 2 = Z2 = 0, Z1 = −n(u
2)

(u1)2
.

By straightforward computation, this leads to (28).

Proof of Theorem 10

The skew-symmetry conditions given by Lemma 7 reduce the number of unknown

functions to 48. In particular, apart from Aii = 0 for i = 1, 2, 3, all the coefficients

can be written in terms of Aml, Bij
k , Cml

k , Dml
ji , for i, j, k = 1, 2 and i ≥ j and m > l.

The Jacobi condition [P
(1)
0 , P1] = 0 implies

A31 = A32 = B31
1 = B31

2 = B32
1 = B32

2 = B33
1 = B33

2 = B33
3 = 0,

C31
1 = C31

2 = C32
1 = C32

2 = D31
11 = D31

12 = D31
22 = D32

11 = D32
12 = D32

22 = 0,

B11
1 = 2∂2A

21 − B21
2 −

∫

(∂2B
22
2 + ∂2B

21
1 ) du1 − 2F2, B32

3 = C21
1 − B21

1 − B22
2

2
,

B31
3 =

B21
2

2
+

∫

∂2B
22
2 + ∂2B

21
1

2
du1 − C21

2 + F2,

C31
3 =

B21
2

2
−
∫

∂2B
22
2 + ∂2B

21
1

2
du1 − C21

2 − F2, C32
3 = C21

1 +
B22

2

2
,

D21
11 = ∂1C

21
1 − ∂1B

21
1

2
− ∂1B

22
2 + ∂2B

22
1

4
,

D21
12 =

∂2C
21
1 − ∂2B

22
2 + ∂1C

21
2

2
− ∂2B

21
1 + ∂1B

21
2

4
,

D21
13 =

∂3C
21
1 + F1

2
− ∂2B

22
3

4
−
∫

∂1D
31
33

2
du2,

D21
22 = ∂2C

21
2 +

∂2B
21
2 + ∂1B

11
2

4
−
∫

∂22B
21
1 + ∂22B

22
2

4
du1 − ∂22A

21 + ∂2F2

2
,
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D21
23 =

∂3C
21
2 + ∂2B

21
3 −D31

33 − ∂2∂3A
21

2
+
∂1B

11
3

4
,

D31
13 =

∂2B
21
1 − ∂2C

21
1

2
+
∂2B

22
2

4
, D32

13 =
∂1C

21
1 − ∂1B

21
1

2
− ∂1B

22
2

4
,

D31
23 =

∂2B
21
2

4
+

∫

∂22B
21
1 + ∂22B

22
2

4
du1 +

∂2F2 − ∂2C
21
2

2
,

D32
23 =

∂1C
21
2

2
− ∂2B

21
1 + ∂2B

21
1 + ∂2B

22
2

4
, D32

33 = −
∫

∂1D
31
33 du

2 + F1,

where F1 = F1(u
1, u3) and F2 = F2(u

2, u3).

The deformations that can be eliminated are given byQ = LieXP
(3)
0 , where each

component of the vector fieldX = (X1, X2, X3)t is given byX i =
∑3

m=1X
i
m(u

1, u2, u3)umx .

By straightforward computation, comparing the action of Miura subgroup with

the deformations we have obtained, we can reduce the functions B11
3 , B21

3 , B22
3 ,

C21
1 , C21

2 , C21
3 , D21

33 , D31
33, to zero, choosing the vector field X such that

B11
3 = 2X1

2 , B21
3 = X2

2 −X1
1 , B22

3 = −2X2
1 , C21

1 = −X3
1 , C21

2 = −X3
2 ,

C21
3 = X2

2 −X3
3 , D21

33 = ∂1X
1
3 + ∂2X

2
3 − ∂3X

1
1 − ∂3X

3
3 , D31

33 = ∂2X
3
3 .

A suitable choice of the vector field allows also to set the function F1 equal to zero.

It is sufficient to consider X such that

X1 = X3
3u

1
x + 2

(
∫

∂3X
3
3 du

1

)

u3x, X2 = X3
3u

2
x, X3 = X3

3u
3
x,

where X3
3 = −

∫

F1 du
1. At this point the deformations depend on A21, B11

2 , B21
1 ,

B21
2 , B22

1 , B22
2 , F2. Remarkably, the function F2 never appears alone, but always as

∫

∂2B
22
2 du1 + 2F2. Let us introduce a new function r = r(u1, u2, u3) such that this

object can be replaced by ∂2r(u
1, u2, u3), namely

r(u1, u2, u3) =

∫

B22
2 (u1, u2, u3) du1 + 2

∫

F2(u
2, u3) du2.

Thus, we have B22
2 = ∂1r, and setting B21

1 = ∂1s, A
21 = a, B11

2 = b112 , B21
2 = b212 ,

B22
1 = b221 , we obtain exactly (29).

Proof of Theorem 11

Apart from Aii for i = 1, 2, 3, all the coefficients can be written in terms of Aml, Bij
k ,

Cml
k , Dml

ji , for i, j, k = 1, 2 and i ≥ j and m > l.The Jacobi condition [P
(1)
0 , P1] = 0

implies

B11
1 = B22

1 = B32
1 = B33

1 = C ij
1 = Dij

11 = Dij
12 = Dij

13 = 0 for i > j,
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B21
1 = ∂1A

21, B31
1 = ∂1A

31, A32 = a,

Bij
k = bijk for i ≥ j ≥ 2 and k = 2, 3,

C ij
k = cijk for i > j and k = 2, 3,

Dij
ml = eijml for i > j and 2 ≤ m ≤ l,

where the functions labelled with lowercase letters a, bijk , c
ij
k , e

ij
ml depend on u2, u3.

The action of Miura subgroup of infinitesimal transformations allows us to

eliminate the arbitrary functions depending on three variables in the deformations.

Indeed, it is sufficient to consider the vector field X such that the following rela-

tions are satisfied

A21 = −X2
1 , A31 = −X3

1 , Bi1
k = −∂1X i

k for i, k = 2, 3,

B11
k = 2(∂kX

1
1 − ∂1X

1
k) for k = 2, 3.

This leads to (30).

Proof of Theorem 12

As we have already seen, all the coefficients can be written in terms of Aml, Bij
k ,

Cml
k , Dml

ji , for i, j, k = 1, 2 and i ≥ j and m > l. The Jacobi condition [P
(1)
0 , P1] = 0

implies

B11
1 = B22

2 = B33
1 = B33

2 = C21
2 = C31

1 = C31
2 = C32

1 = C32
2 = 0,

D21
22 = D31

11 = D31
12 = D31

13 = D32
11 = D32

12 = D32
13 = D31

22 = D31
23 = D32

22 = D32
23 = 0

B11
2 = 2(∂1A

21 −B21
1 ), B21

2 = ∂2A
21 − B22

1

2
, B31

1 = ∂1A
31, B31

2 = ∂1A
32,

B32
1 = ∂2A

31, B32
2 = ∂2A

32, B33
3 = b, B32

3 =

∫

∂2B
31
3 du1 + B3,

B21
3 = B1 + B2 +

∫
(

∂3B
21
1 +

∂2B
11
3

2

)

du1 +

∫

∂1B
22
3 − ∂3B

22
1

2
du2,

C21
1 = B21

1 − ∂1A
21, C21

3 = B2 − ∂3A
21 +

∫
(

∂3B
21
1 +

∂2B
11
3

2

)

du1 + c21,

C31
3 = c31, C32

3 = c32, D21
11 = ∂1B

21
1 − ∂21A

21, D21
12 = ∂2B

21
1 − ∂1∂2A

21,

D21
23 =

∂2B2 − ∂2∂3A
21

2
+

∫
(

∂2∂3B
21
1

2
+
∂22B

11
3

4

)

du1,

D21
13 = ∂3B

21
1 − ∂1∂3A

21 +
∂2B

11
3

4
, D31

33 = e31, D32
33 = e32,

D21
33 = ∂3B2 − ∂23A

21 +

∫
(

∂2∂3B
11
3

2
+ ∂23B

21
1

)

du1 + e21,
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where B1 = B1(u
1, u3), B2 = B2(u

2, u3), B3 = B3(u
2, u3) and b, eij , cij , for i > j, are

arbitrary functions of u3.

Comparing the action of subgroup of infinitesimal transformations with the

deformations we have obtained, the arbitrary functions depending on three vari-

ables in the deformations can be obtained via infinitesimal Miura transformation.

Indeed, it is sufficient to consider the vector field X such that the following rela-

tions are satisfied

A21 = X1
2 −X2

1 , A31 = −X3
1 , A32 = −X3

2 , B11
3 = 2(∂3X

1
1 − ∂1X

1
3 ),

B21
1 = 2∂1X

1
2 − ∂2X

1
1 − ∂1X

2
1 , B22

1 = 2(∂1X
2
2 − ∂2X

2
1 ),

B22
3 = 2(∂3X

2
2 − ∂2X

2
3 ), B31

3 = −∂1X3
3 .

Once we have eliminated the functions depending on three variables, a deeper

analysis of the Miura subgroup of infinitesimal transformations allows also to

bring the three functions Bi, i = 1, 2, 3, to zero, choosing a vector field X such

that

X1 = −u3x
∫

B2 du
2, X2 = −u3x

∫

B1 du
1, X3 = −u3x

∫

B3 du
2.

By straightforward computation, the deformation leads to

P1 =







0 0 0

0 0 0

0 0 β33







d

dx
+







0 −γ21 −γ31
γ21 0 −γ32
γ31 γ32 γ33







with

β33 = bu3x, γ33 =
1

2

(

bu3x
)

x
, γij = eij(u3x)

2 + ciju3xx (i > j),

where b, cij , eij , for i > j, are arbitrary functions of u3. Finally, choosing a vector

field X such that

X1 = −f(u3)u2u3x, X2 = f(u3)u1u3x, X3 = 0,

we have

LieXP0 =







0 −f ′(u3x)
2 − fu3xx 0

f ′(u3x)
2 + fu3xx 0 0

0 0 0






.

Thus, the freedom in f allows us to eliminate one of the functions e21 or c21.

46



References

[1] A. Arsie and P. Lorenzoni, On bi-Hamiltonian deformations of exact pencils of

hydrodynamic type, J. Phys. A 44 (2011), no. 22, 225205–225235.

[2] A. Barakat, On the moduli space of deformations of bihamiltonian hierarchies of

hydrodynamic type. Adv. Math. 219 (2008), no. 2, 604–632.

[3] O.I. Bogoyavlenskij, Invariant foliations for the Poisson brackets of hydrodynamic

type. Phys. Lett. A 360 (2007), no. 4-5, 539–544.

[4] O.I. Bogoyavlenskij, Tensor invariants of the Poisson brackets of hydrodynamic

type. Comm. Math. Phys. 277 (2008), no. 2, 369–384.

[5] A. Buryak, H. Posthuma, and S. Shadrin, A polynomial bracket for the Dubrovin-

Zhang hierarchies. J. Differential Geom. 92 (2012), no. 1, 153–185.

[6] G. Carlet, H. Posthuma and S. Shadrin, Bihamiltonian cohomology oh KdV brack-

ets, arXiv:1406.5595 (2014).

[7] M. Casati, On deformations of multidimensional Poisson brackets of hydrodynamic

type, Comm. Math. Phys. 335 (2015), no. 2, 851–894.

[8] L. Degiovanni, F. Magri and V. Sciacca, On deformation of Poisson manifolds of

hydrodynamic type, Comm. Math. Phys. 253 (2005), no. 1, 1–24.

[9] P.W. Doyle, Differential geometric Poisson bivectors in one space variable, J. Math.

Phys. 34 (1993), no. 4, 1314–1338

[10] B.A. Dubrovin, Geometry of 2D topological field theories. Integrable systems and

quantum groups (Montecatini Terme, 1993), Lecture Notes in Math. 1620

(1996), 120–348.

[11] B.A. Dubrovin, S.Q. Liu, and Y. Zhang, On Hamiltonian perturbations of hyper-

bolic systems of conservation laws I: Quasi-Triviality of bi-Hamiltonian perturba-

tions, Comm. Pure Appl. Math. 59 (2006), no. 4, 559–615.

[12] B.A. Dubrovin and S.P. Novikov, Hamiltonian formalism of one-dimensional sys-

tems of the hydrodynamic type and the Bogolyubov-Whitham averaging method,

(Russian) Dokl. Akad. Nauk SSSR 270 (1983), no. 4, 781–785.

[13] B.A. Dubrovin and S.P. Novikov, Hydrodynamics of weakly deformed soliton

lattices. Differential geometry and Hamiltonian theory. (Russian) Uspekhi Mat.

Nauk 44 (1989), no. 6(270), 29-98, 203; translation in Russian Math. Surveys 44

(1989), no. 6, 35–124

47

http://arxiv.org/abs/1406.5595


[14] B.A. Dubrovin and S.P. Novikov, Poisson brackets of hydrodynamic type, Dokl.

Akad. Nauk SSSR 279, (1984) no. 2, 294–297.

[15] B.A. Dubrovin and Y. Zhang, Bihamiltonian hierarchies in 2D topological field

theory at one-loop approximation, Comm. Math. Phys. 198 (1998), no. 2, 311–361.

[16] B.A. Dubrovin and Y. Zhang, Normal forms of hierarchies of integrable

PDEs, Frobenius manifolds and Gromov-Witten invariants, arXiv preprint

math/0108160 (2001).

[17] E.V. Ferapontov, Differential geometry of nonlocal Hamiltonian operators of hydro-

dynamic type, (Russian) Funktsional. Anal. i Prilozhen. 25 (1991), no. 3, 37–49;

translation in Funct. Anal. Appl. 25 (1991), no. 3, 195–204.

[18] E.V. Ferapontov, P. Lorenzoni and A. Savoldi, Hamiltonian operators of

Dubrovin-Novikov type in 2D, Lett. Math. Phys. 105 (2015), no. 3, pp. 341–377.

[19] E.V. Ferapontov, M.V. Pavlov and R.F. Vitolo, Projective-geometric aspects of ho-

mogeneous third-order Hamiltonian operators, J. Geom. Phys. 85 (2014), 16–28.

[20] E. Getzler, A Darboux theorem for Hamiltonian operators in the formal calculus of

variations, Duke Math. J. 111 (2002), no. 3, 535–560.

[21] N.I. Grinberg, On Poisson brackets of hydrodynamic type with a degenerate metric,

Russian Math. Surveys 40 (1985), no. 4, 231–244.

[22] A. Lichnerowicz, Les variétés de Poisson et leurs algèbres de Lie associées, J. Differ-

ential Geom. 12 (1977), no. 2, 253–300.

[23] S.Q. Liu and Y. Zhang, Deformations of semisimple bihamiltonian structures of

hydrodynamic type, J. Geom. Phys. 54 (2005), no. 4, 427–453.

[24] S.Q. Liu and Y. Zhang, On quasi-triviality and integrability of a class of scalar

evolutionary PDEs, J. Geom. Phys. 57 (2006), no. 1, 101–119.

[25] P. Lorenzoni, Deformations of bi-Hamiltonian structures of hydrodynamic type, J.

Geom. Phys. 44 (2002), no.2-3, 331–375.

[26] O.I. Mokhov, Classification of multidimensional Poisson brackets of hydrodynamic

type, (Russian) Uspekhi Mat. Nauk 61 (2006), no. 2, 167–168; translation in

Russian Math. Surveys 61 (2006), no. 2, 356–358.

[27] O.I. Mokhov, Hamiltonian systems of hydrodynamic type and constant curvature

metrics, Phys. Lett. A 166 (1992), no. 3-4, 215–216.

48

http://arxiv.org/abs/math/0108160


[28] O.I. Mokhov, Poisson brackets of Dubrovin-Novikov type (DN-brackets), (Russian)

Funktsional. Anal. i Prilozhen. 22 (1988), no. 4, 92–93; translation in Funct.

Anal. Appl. 22 (1988), no. 4, 336–338 .

[29] O.I. Mokhov, Symplectic and Poisson structures on loop spaces of smooth manifolds,

and integrable systems, Russian Math. Surveys 53, no. 3 (1998) 515–622.

[30] O.I. Mokhov, Symplectic and Poisson structures on loop spaces of smooth manifolds,

and integrable systems, (Russian) D.sc. Dissertation (Phys. and Math.), Stekelov

Math. Inst., Moscow (1996).

[31] O.I. Mokhov and E.V. Ferapontov, Hamiltonian pairs generated by skew-

symmetric Killing tensors on spaces of constant curvature, (Russian) Funktsional.

Anal. i Prilozhen. 28 (1994), no. 2, 60–63; translation in Funct. Anal. Appl. 28

(1994), no. 2, 123–125.

[32] O.I. Mokhov and E.V. Ferapontov, Nonlocal Hamiltonian operators of hydrody-

namic type that are connected with metrics of constant curvature, (Russian) Us-

pekhi Mat. Nauk 45 (1990), no. 3(273), 191–192; translation in Russian Math.

Surveys 45 (1990), no. 3, 218–219.

[33] P.J. Morrison and J.M Greene Noncanonical Hamiltonian density formulation of

hydrodynamics and ideal magnetohydrodynamics, Phys. Rev. Lett. 45 (1980), no.

10, 790–794.

[34] G.V. Potemin, Poisson brackets of differential-geometric type. (Russian) Dokl.

Akad. Nauk SSSR 286 (1986), no. 1, 39–42; translation in Soviet Math. Dokl.

33 (1986), 30–33.

[35] G.V. Potemin, Some aspects of differential geometry and algebraic geometry in the

theory of solitons, PhD Thesis, Moscow, Moscow State University (1991) 99

pages.

[36] S.P. Tsarev, The geometry of Hamiltonian systems of hydrodynamic type. The gener-

alized hodograph method, Math. USSR-Izv. 37 (1991), no. 2, 397–419.

[37] J.M. Verosky, First-order conserved densities for gas dynamics, J. Math. Phys. 27

(1986), no. 12, 3061–3063.

49


	1 Introduction
	1.1 Summary of the main results

	2 Poisson structures of hydrodynamic type with degenerate metric
	2.1 Admissible changes of coordinates
	2.2 Classification results
	2.2.1 Two-component case
	2.2.2 Three-component case


	3 Deformations of degenerate structures
	3.1 The action of infinitesimal Miura transformations
	3.1.1 Deformation results

	3.2 Local change of coordinates
	3.2.1 Two-component case
	3.2.2 Three-component case


	4 Concluding remarks
	Acknowledgments
	Appendix A. Proof of Theorem 6
	Appendix B. The  formalism
	Appendix C. Computation of deformations
	References

