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EXOTIC CLUSTER STRUCTURES ON SLn WITH

BELAVIN–DRINFELD DATA OF MINIMAL SIZE, I. THE

STRUCTURE

IDAN EISNER

Abstract. Abstract. Using the notion of compatibility between Poisson
brackets and cluster structures in the coordinate rings of simple Lie groups,
Gekhtman Shapiro and Vainshtein conjectured the existence of a cluster struc-
ture for each Belavin–Drinfeld solution of the classical Yang-Baxter equa-
tion compatible with the corresponding Poisson-Lie bracket on the simple Lie
group. Poisson Lie groups are classified by the Belavin–Drinfeld classification
of solutions to the classical Yang Baxter equation. For any non trivial Belavin–
Drinfeld data of minimal size for SLn, we give an algorithm for constructing
an initial seed Σ in O (SLn). The cluster structure C = C (Σ) is then proved to
be compatible with the Poisson bracket associated with that Belavin–Drinfeld
data, and the seed Σ is locally regular.

This is the first of two papers, and the second one proves the rest of the con-
jecture: the upper cluster algebra AC(C) is naturally isomorphic to O (SLn),
and the correspondence between Belavin–Drinfeld classes and cluster struc-
tures is one to one.

1. Introduction

Upon the introduction of cluster algebras in [7], a natural question has arisen: do
(multiple) cluster structures in the coordinate rings of a given algebraic variety V
exist? Partial answers were given for Grassmannians V = Grk (n) [15] and double
Bruhat cells [2]. If V = G is a simple Lie group, one can extend the cluster structure
found in the double Bruhat cell to one in O (G). The compatibility of cluster
structures and Poisson brackets, as characterized in [9] suggested a connection
between the two: given a Poisson bracket, does a compatible cluster structure
exist? Is there a way to find it?

In the case that V = G is a simple complex Lie group, R-matrix Poisson brackets
on G are classified by the Belavin–Drinfeld classification of solutions to the classical
Yang Baxter equation [1]. Given a solution of that kind, a Poisson bracket can be
defined on G, making it a Poisson – Lie group.

The Belavin–Drinfeld (BD) classification is based on pairs of isometric subsets of
simple roots of the Lie algebra g of G. The trivial case when the subsets are empty
corresponds to the standard Poisson bracket on G . It has been shown in [11] that
extending the cluster structure introduced in [2] from the double Bruhat cell to the
whole Lie group V yields a cluster structure that is compatible with the standard
Poisson bracket. This led to naming this cluster structure “standard”, and trying to
find other cluster structures, compatible with brackets associated with non trivial
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BD subsets. The term “exotic” was suggested for these non standard structures
[12].

Gekhtman, Shapiro and Vainshtein conjectured the existence of a corresponding
cluster structure for every BD class for a given simple Lie group [11, 13]. According
to the conjecture, for a given BD class for G, there exists a cluster structure on G,
with rank determined by the BD data. This cluster structure is compatible with the
associated Poisson bracket. The conjecture also states that the structure is regular,
and that the upper cluster algebra coincides with the ring of regular functions on
G. The conjecture was proved for the standard case and for G = SLn with n < 5 in
[11]. The Cremmer – Gervais case, which in some sense is the “furthest” from the
standard one, was proved in [13]. It was also found to be true for all possible BD
classes for SL5 [5].

This paper proves parts of the conjecture for SLn when the BD data is of minimal
size, i.e., the two subsets contain only one simple root. Starting with two such
subsets {α} and {β}, Section 3.1 describes an algorithm for construction of a set
Bαβ of functions that will serve as the initial cluster. It is then proved that this
set is log canonical with respect to the associated Poisson bracket {·, ·}αβ . Adding

a quiver Qαβ (or an exchange matrix B̃αβ) defines a cluster structure on SLn. It
is shown in Section 4 that this structure is indeed compatible with the Poisson
bracket. Then Section 5 proves that the initial seed is locally regular.

This proves that for minimal size BD data for SLn there exists a cluster structure
which is compatible with the associated Poisson bracket. The companion paper [6]
will complete the proof of the conjecture: the bijection between cluster structures
and BD classes of this type, the fact that the upper cluster algebra is naturally
isomorphic to the ring of regular functions on SLn, and the description of a global
toric action.

2. Background and main results

2.1. Cluster structures. Let {z1, . . . , zm} be a set of independent variables, and
let S denote the ring of Laurent polynomials generated by z1, . . . , zm -

S = Z
[
z±11 , . . . , z±1m

]
.

(Here and in what follows z±1 stands for z, z−1). The ambient field F is the field
of rational functions in n independent variables (distinct from z1, . . . , zm), with
coefficients in the field of fractions of S.

A seed (of geometric type) is a pair (x, B̃), where x = (x1, . . . , xn) is a transcen-

dence basis of F over the field of fractions of S, and B̃ is an n × (n +m) integer
matrix whose principal part B (that is, the n×n matrix formed by columns 1 . . . n)
is skew-symmetric. The set x is called a cluster, and its elements (x1, . . . , xn) are
called cluster variables. Set xn+i = zi for i ∈ [1,m] (where we use the notation
[a, b] for the set of integers {a, a+ 1, . . . , b} . Sometimes we write just [m] for the
set [1,m]). The elements xn+1, . . . , xn+m are called stable variables (or frozen vari-
ables). The set x̃ = (x1, . . . , xn, xn+1, . . . , xn+m) is called an extended cluster. The

square matrix B is called the exchange matrix, and B̃ is called the extended ex-
change matrix. We sometimes denote the entries of B̃ by bij , or say that B̃ is
skew-symmetric when the matrix B has this property.
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Let Σ = (x̃, B̃) be a seed. The adjacent cluster in direction k ∈ [n] is x̃k =
(x̃ \ xk ∪ {x′k}, where x′k is defined by the exchange relation

(2.1) xk · x
′
k =

∏

bkj>0

x
bkj

j +
∏

bkj<0

x
−bkj

j

A matrix mutation µk(B̃) of B̃ in direction k is defined by

b′ij =

{

−bij if i = k or j = k

bij +
1
2 (|bik|bkj + bik|bkj |) otherwise.

Seed mutation in direction k is then defined µk (Σ) = (x̃k, µk(B̃)).
Two seeds are said to be mutation equivalent if they can be connected by a

sequence of seed mutations.
Given a seed Σ = (x, B̃), the cluster structure C(Σ) (sometimes denoted C(B̃), if

x is understood from the context) is the set of all seeds that are mutation equivalent

to Σ. The number n of rows in the matrix B̃ is called the rank of C.
Let Σ be a seed as above, and A = Z [xn+1, . . . , xn+m]. The cluster algebra A =

A(C) = A(B̃) associated with the seed Σ is the A-subalgebra of F generated by all

cluster variables in all seeds in C(B̃). The upper cluster algebra A = A(C) = A(B̃) is
the intersection of the rings of Laurent polynomials over A in cluster variables taken
over all seeds in C(B̃). The famous Laurent phenomenon [8] claims the inclusion
A(C) ⊆ A(C).

It is sometimes convenient to describe a cluster structure C(B̃) in terms of the

quiver Q(B̃) : it is a directed graph with n+m nodes labeled x1, . . . , xn+m (or just
1, . . . , n+m), and an arrow pointing from xi to xj with weight bij if bij > 0.

Let V be a quasi-affine variety over C, C (V ) be the field of rational functions on
V , and O (V ) be the ring of regular functions on V . Let C be a cluster structure
in F as above, and assume that {f1, . . . , fn+m} is a transcendence basis of C (V ).
Then the map ϕ : xi → fi, 1 ≤ i ≤ n+m, can be extended to a field isomorphism
ϕ : FC → C(V ). with FC = F ⊗ C obtained from F by extension of scalars. The
pair(C, ϕ) is then called a cluster structure in C (V ) (or just a cluster structure on
V ), and the set {f1, . . . , fn+m} is called an extended cluster in (C, ϕ). Sometimes
we omit direct indication of ϕ and just say that C is a cluster structure on V . A
cluster structure (C, ϕ) is called regular if ϕ (x) is a regular function for any cluster
variable x, and a seed Σ is called locally regular if all the cluster variables in Σ and
in all the adjacent seeds are regular functions. The two algebras defined above have
their counterparts in FC obtained by extension of scalars; they are denoted AC and
AC. If, moreover, the field isomorphism ϕ can be restricted to an isomorphism of
AC (or AC) and O (V ), we say that AC (or AC) is naturally isomorphic to O (V ).

Let {·, ·} be a Poisson bracket on the ambient field F . Two elements f1, f2 ∈
F are log canonical if there exists a rational number ωf1,f2 such that {f1, f2} =
ωf1,f2f1f2. A set F ⊆ F is called a log canonical set if every pair f1, f2 ∈ F is log
canonical.

A cluster structure C in F is said to be compatible with the Poisson bracket {·, ·}
if every cluster is a log canonical set with respect to {·, ·}. In other words, for every
cluster x and every two cluster variables xi, xj ∈ x̃ there exists ωij s.t.

(2.2) {xi, xj} = ωijxixj
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The skew symmetric matrix Ωx̃ = (ωij) is called the coefficient matrix of {·, ·}
(in the basis x̃).

If C(B̃) is a cluster structure of maximal rank (i.e., rank B̃ = n), one can give a

complete characterization of all Poisson brackets compatible C(B̃) (see [9], and also
[10, Ch. 4]). In particular, an immediate corollary of Theorem 1.4 in [9] is:

Proposition 2.1. If rank B̃ = n then a Poisson bracket is compatible with C(B̃) if

and only if its coefficient matrix Ωx̃ satisfies B̃Ωx̃ = [D 0], where D is a diagonal
matrix.

2.2. Poisson–Lie groups. A Lie group G with a Poisson bracket {·, ·} is called
a Poisson–Lie group if the multiplication map µ : G × G → G, µ : (x, y) 7→ xy is
Poisson. That is, G with a Poisson bracket {·, ·} is a Poisson–Lie group if

{f1, f2}(xy) = {ρyf1, ρyf2}(x) + {λxf1, λxf2}(y),

where ρy and λx are, respectively, right and left translation operators on G.
Given a Lie group G with a Lie algebra g, let ( , ) be a nondegenerate bilinear

form on g, and t ∈ g ⊗ g be the corresponding Casimir element. For an element
r =

∑

i ai ⊗ bi ∈ g⊗ g denote

[[r, r]] =
∑

i,j

[ai, aj ]⊗ bi ⊗ bj +
∑

i,j

ai ⊗ [bi, aj ]⊗ bj +
∑

i,j

ai ⊗ aj ⊗ [bi, bj ]

and r21 =
∑

i bi ⊗ ai.
The Classical Yang–Baxter equation (CYBE) is

(2.3) [[r, r]] = 0,

an element r ∈ g⊗ g that satisfies (2.3) together with the condition

(2.4) r + r21 = t

is called a classical R-matrix.
A classical R-matrix r induces a Poisson-Lie structure on G: choose a basis {Iα}

in g, and denote by ∂α (resp., ∂′α) the left (resp., right) invariant vector field whose
value at the unit element is Iα. Let r =

∑

α,β rα,βIα ⊗ Iβ , then

(2.5) {f1, f2}r =
∑

α,β

rα,β
(
∂αf1∂βf2 − ∂

′
αf1∂

′
βf2

)

defines a Poisson bracket on G. This is called the Sklyanin bracket corresponding
to r.

In [1] Belavin and Drinfeld give a classification of classical R-matrices for simple
complex Lie groups: let g be a simple complex Lie algebra with a fixed nondegen-
erate invariant symmetric bilinear form ( , ). Fix a Cartan subalgebra h, a root
system Φ of g, and a set of positive roots Φ+. Let ∆ ⊆ Φ+ be a set of positive
simple roots.

A Belavin–Drinfeld (BD) triple is two subsets Γ1,Γ2 ⊂ ∆ and an isometry γ :
Γ1 → Γ2 with the following property: for every α ∈ Γ1 there exists m ∈ N such
that γj(α) ∈ Γ1 for j = 0, . . . ,m− 1, but γm(α) /∈ Γ1. The isometry γ extends in
a natural way to a map between root systems generated by Γ1,Γ2. This allows one
to define a partial ordering on the root system: α ≺ β if β = γj (α) for some j ∈ N.

Select now root vectors Eα ∈ g that satisfy (Eα, E−α) = 1. According to the
Belavin–Drinfeld classification, the following is true (see, e.g., [4, Ch. 3]).
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Proposition 2.2. (i) Every classical R-matrix is equivalent (up to an action of
σ ⊗ σ where σ is an automorphism of g) to

(2.6) r = r0 +
∑

α∈Φ+

E−α ⊗ Eα +
∑

α≺β

α,β∈Φ+

E−α ∧ Eβ

(ii) r0 ∈ h⊗ h in (2.6) satisfies

(2.7) (γ (α)⊗ 1) r0 + (1⊗ α) r0 = 0

for any α ∈ Γ1, and

(2.8) r0 + r210 = t0,

where t0 is the h⊗ h component of t.
(iii) Solutions r0 to (2.7),(2.8) form a linear space of dimension kT = |∆ \ Γ1|.

Two classical R-matrices of the form (2.6) that are associated with the same BD
triple are said to belong to the same Belavin–Drinfeld class. The corresponding
bracket defined in (2.5) by an R-matrix r associated with a triple T will be denoted
by { , }T .

Given a BD triple T for G, write

hT = {h ∈ h : α(h) = β(h) if α ≺ β} ,

and define the torus HT = exphT ⊂ G.

2.3. Main results and outline. The following conjecture was given by Gekht-
man, Shapiro and Vainshtein in [11]:

Conjecture 2.3. Let G be a simple complex Lie group. For any Belavin–Drinfeld
triple T = (Γ1,Γ2, γ) there exists a cluster structure CT on G such that

(1) the number of stable variables is 2kT , and the corresponding extended ex-
change matrix has a full rank.

(2) CT is regular.
(3) the corresponding upper cluster algebra AC(CT ) is naturally isomorphic to
O(G);

(4) the global toric action of (C∗)2kT on C (G) is generated by the action of
HT ⊗HT on G given by (H1, H2) (X) = H1XH2 ;

(5) for any solution of CYBE that belongs to the Belavin–Drinfeld class specified
by T , the corresponding Sklyanin bracket is compatible with CT ;

(6) a Poisson–Lie bracket on G is compatible with CT only if it is a scalar
multiple of the Sklyanin bracket associated with a solution of CYBE that
belongs to the Belavin–Drinfeld class specified by T .

The main result of this paper is the following theorem:

Theorem 2.4. For any Belavin–Drinfeld triple T = ({α} , {β} , γ : α 7→ β), there
exists a cluster structure on SLn with a locally regular initial seed and with 2kT
stable variables, that is compatible with the Sklyanin bracket associated with T .

In other words, Theorem 2.4 states that part 1 of Conjecture 2.3 ise true for SLn
for BD triple with |Γ1| = 1.

For a given n and a BD triple Tαβ, a set Bαβ of functions in O (SLn) is con-
structed in Section 3.1. The rest of Section 3 is dedicated to proving that this set is
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log canonical with respect to the Sklyanin bracket {·, ·}αβ associated with Tαβ. Af-
ter declaring some of these functions as frozen variables and introducing the quiver

Qnαβ in Section 4.2, the initial seed
(

Bαβ, Qnαβ

)

determines a cluster structure Cαβ.

Theorem 4.2 states that Cαβ is compatible with the bracket {·, ·}αβ , and Section 5
proves that the initial seed is locally regular. Last, Section 6 has some technical
computations and results that were used through the paper.

Parts and 2 – 6 of the conjecture will be proved in the companion paper [6].
A Poisson–Lie bracket on SLn can be extended to one on GLn, with the deter-

minant being a Casimir function. From here on we discuss GLn, and any statement
can be restricted to SLn by removing the determinant function.

3. A log canonical basis

This section describes a log canonical set of function, that will serve as an initial
cluster for the structure Cαβ . After constructing this set in Section 3.1, we show
it is log canonical with respect to the bracket {·, ·}αβ in Section 3.2, using results
from Section 6.

Before moving on, note the following two isomorphisms of the BD data for SLn:
the first reverses the direction of γ and transposes Γ1 and Γ2, while the second one
takes each root αj to αω0(j), where ω0 is the longest element in the Weyl group
(which in SLn is naturally identified with the symmetric group Sn−1). These two
isomorphisms correspond to the automorphisms of SLn given by X 7→ −Xt and
X 7→ ω0Xω0, respectively. Since R-matrices are considered up to an action of σ⊗σ,
from here on we do not distinguish between BD triples obtained one from the other
via these isomorphisms. We will also assume that in the map γ : αi 7→ αj we always
have i < j.

Slightly abusing the notation, we sometime refer to a root αi ∈ ∆ just as i, and
write γ : i 7→ j instead of γ : αi 7→ αj . For shorter notation, denote the BD triple
({α} , {β} , γ : α 7→ β) by Tαβ , and naturally the corresponding Sklyanin bracket
will be {·, ·}αβ .

3.1. Constructing a log canonical basis . For a triple Tαβ we will construct
a set of matrices M such that the set of all their trailing principal minors is log
canonical with respect to {·, ·}αβ . A trailing principal minor of an n × n matrix

M is a minor of M of the form detM
[j,n]
[i,n] .

Following [14], recall the construction of the Drinfeld double of a Lie algebra g

with the Killing form 〈 , 〉: define D (g) = g ⊕ g, with an invariant nondegenerate
bilinear form

〈〈(ξ, η) , (ξ′, η′)〉〉 = 〈ξ, ξ′〉 − 〈η, η′〉 .

Define subalgebras d± of D (g) by

(3.1) d+ = {(ξ, ξ) : ξ ∈ g} , d− = {(R+ (ξ) , R− (ξ)) : ξ ∈ g} ,

where R± ∈ End g are defined for any R-matrix r by

(3.2) 〈R+ (η) , ζ〉 = −〈R− (ζ) , η〉 = 〈r, η ⊗ ζ〉⊗ ,

and 〈 , 〉⊗ is the corresponding Killing form on the tensor square of g.
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For a matrix X let Mij (X) be the maximal contiguous submatrix of X with xij
at the upper left hand corner. That is,

Mij (X) =













xij · · · xin
...

...

xn−j+i,j · · · xn−j+i,n







if j > i







xij · · · xi,n−i+j
...

...

xnj · · · xn,n−i+j







otherwise.

Slightly abusing the notation, define Mij (X,Y ) on the double D (gln) by

Mij (X,Y ) =

{

Mij (X) if i ≥ j

Mij (Y ) otherwise,

and we can then write Mij (X) =Mij (X,X) . Let XC
R denote the submatrix of X

with rows in the set R and columns in C (with R,C ⊆ [n]). Then define two special
families of matrices: for 1 ≤ j ≤ α and i = n+ j − α set

M̃ij(X,Y ) =

[

X
[j,α+1]
[i,n] 0(n−i+1)×µ

0µ×(n−i+1) Y
[β,n]
[1,µ]

]

with µ = n− β, and for 1 ≤ i ≤ β and j = n+ i− β, set

M̃ij(X,Y ) =

[

Y
[j,n]
[i,β+1] 0(n−j+1)×µ

0µ×(n−j+1) X
[1,µ]
[α,n]

]

,

and here µ = n − α. Note that these matrices are not block diagonal: in the first
case the number of columns in each of the two blocks is greater than the number of
rows by one, while in the second case the number of rows in each block is greater
than the number of columns by one. As above, we set M̃ij(X) = M̃ij(X,X).

When n is even there are two special cases - α = n
2 or β = n

2 . We discuss here
the case β = n

2 , as the case of α = n
2 is symmetric (and isomorphic under α←→ β):

for i = j + α the matrix M̃ij (X,Y ) now involves three blocks (submatrices of X
and Y ), and it has the form

M̃ij (X,Y ) =
























xij · · · · · · xi,α+1 0 · · · · · · 0
. . .

...
...

...

xn1 · · · xnα xn,α+1 0 · · ·
...

0 · · · y1β y1,β+1 · · · y1n 0 · · · 0
...

...
. . .

...
...

...
... yβj · · · yβn xα1 · · · xαµ

yβ+1 yβ+1,j · · · yβ+1,n xα+1,1

...

0 · · · 0
...

. . .
...

...
... xn1 · · · xnµ
























.
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Now define

(3.3) fij(X) = detMij(X).

The set Bstd = {fij(X)|i, j ∈ [n]} of determinants of all matrices Mij(X) forms a
log canonical set with respect to the standard bracket [10, Ch. 4.3]. For the α 7→ β
case, take this set and for all i = n+ j − α and j = n+ i− β replace Mij(X) with

M̃ij (X). This assures that for a fixed pair (i, j) ∈ [n] × [n] there is still a unique

matrix in the set. Denote this matrix (either Mij(X) or M̃ij (X)) by M ij , and set

ϕij = detM ij .

Our set of log canonical functions (with respect to the bracket {·, ·}αβ) – that

will later serve as an initial cluster – is the set Bαβ = {ϕij |i, j ∈ [n]}. Fur-
ther on we will also need the set BD of functions on D (gln), defined by BD =
{
ϕDij (X,Y ) = detMij (X,Y ) |i, j ∈ [n]

}
.

Some matrices in the above construction contain others: for example, M1j (X)
contains all matrices Mik with k = j + i − 1. Therefore, we can see the set B as
the set of all trailing principal minors of matrices M1j (X) and Mi1 (X), excluding
Mα+1,1 (X) and M1,β+1 (X). So the set Bstd can be viewed as all trailing principal
minors of the matrices M1j and Mi1 with i, j ∈ [n]. We will denote this set of
matrices by Mstd. Equivalently, define the set

(3.4) Mαβ =
{
M1j ,M i1|i, j ∈ [n]

}
\
{
M1,β+1,Mα+1,1

}
,

and it is not hard to see that Bαβ = {ϕij |i, j ∈ [n]} is the set of trailing principal
minors of all matrices in Mαβ.

Clearly, |Bαβ| = n2, since the map (i, j) 7→ ϕij is a bijection between [n] × [n]
and Bαβ. In Section 3.2 we show that Bαβ is log canonical with respect to the
bracket {·, ·}αβ .

Remark 3.1. Further details about the construction of a log canonical set from
determinants of matrices as above can be found in [5]. The special case of n = 5 is
addressed there, with any BD data, but it can be easily generalized to any n (with
the restriction |Γ1| = |Γ2| = 1).

3.2. The log canonical set Bαβ . Comparing the bracket {·, ·}αβ with the stan-

dard one will allow us to compute {f, g}αβ for every pair of functions f, g ∈ Bαβ.
We will use results from Section 6.

Since some of the proofs involve the standard Poisson bracket and cluster struc-
ture on SLn, we start with a reminder: there are multiple Poisson brackets on
SLn that correspond to the trivial BD data Γ1 = Γ2 = ∅, since r0 is not uniquely
determined. For a pair α, β we will use r0 as defined in (6.7), and call the asso-
ciated Poisson bracket the standard Poisson bracket on SLn. The corresponding
cluster structure on SLn that will be called the standard one and denoted Cstd is
described in [2] and [11]. Note that this cluster structure is independent on the
choice of r0 and the Poisson bracket. The initial seed of this cluster structure is
the set {fij}ni,j=1 defined by

(3.5) fij =

{

detX
[j,n]
[i,n+i−j] if j ≥ i,

detX
[j,n−i+j]
[i,n] otherwise.

looks as follows: set µ (i, j) = min (n, n+ i− j) and write
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Figure 3.1. The standard quiver for GL5

This definition coincides with (3.3), and for all ϕij ∈ Bαβ∩Bstd we have ϕij = fij .
The function f11 = detX is constant on SLn. Take the set

{fij}
n

i,j=1 \ {f11}

as the set of cluster variables. Set the variables fi1 and f1j to be frozen, so there are
n2−1 cluster variables with 2 (n− 1) of them frozen. Let Qnstd be the quiver of Cnstd
(see [2, 11]. The vertices of Qnstd are placed on an n× n grid with rows numbered
from top to bottom and columns numbered from left to right. The cluster variable
fij corresponds to the node (i, j) (that is, the node on the i-th row and the j-th
column). There are arrows from each node (i, j) to (i, j + 1) (as long as j 6= n), from
(i, j) to (i+ 1, j) (when i 6= n) and from (i + 1, j + 1) to (i, j). Arrows connecting
two frozen variables can be ignored. As explained at the end of Section 2.3, we can
extend from SLn to GLn by adding the function f11 = detX . Figure 3.1 shows the
initial quiver of the standard cluster structure on GL5 (remove the upper left node
with the arrow incident to it to get the initial standard quiver for SL5). Mutable
variables are represented by circles, while frozen ones are represented by squares.
Then Σstd = (Bstd, Qnstd) is an initial seed for the standard cluster structure on SLn
[2, 11].

We will use the following notations:

f i←j = (∇f ·X)ij =

n∑

k=1

∂f

∂xki
xkj(3.6)

fj←i = (X · ∇f)ij =
n∑

k=1

∂f

∂xjk
xik.(3.7)

Note that if f is a determinant of a submatrix S of a matrix X , then f i←j (or fi←j)
is the same determinant, with column (or row) i replaced by column (row) j. If S
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does not contain column (row) i, then f i←j = 0 (fi←j = 0) . If f = fij = detS,

where S = X
[j,ℓ]
[i,k] is a dense submatrix of X , we write

f→ = f ℓ←ℓ+1

f← = f j←j−1

f↑ = fi←i−1

f↓ = fk←k+1.

For a pair (f, g) of log canonical functions, denote by ωf,g the Poisson coefficient

(3.8) ωf,g =
{f, g}std
fg

.

Our first result states that the functions we defined in 3.1 are indeed log canon-
ical:

Theorem 3.2. The set Bαβ is log canonical with respect to the bracket {·, ·}αβ.

Proof. Compute the bracket {f, g}αβ for all f, g ∈ Bαβ: first, by Corollary 6.3, if

f, g ∈ Bαβ ∩ Bstd then {f, g}αβ = {f, g}std, and therefore f, g are log canonical

with respect to {·, ·}αβ . Now turn to {f, g}αβ where f or g are non standard basis
functions. These are functions of the form ϕij with i = n+ j − α or j = n+ i− β,
so for k ∈ [α] and m ∈ [β] define

θk = ϕn+k−α,k = fn+k−α,k · f1,β+1 − f
→
n+k−α,k · f

←
1,β+1

ψm = ϕm,n+m−β = fm,n+m−β · fα+1,1 − f
↓
m,n+m−β · f

↑
α+1,1,

and so f or g (or both) are either θk or ψm.
Take the bracket {θk, g}αβ with g ∈ Bαβ ∩ Bstd and look at three cases:

1. If g 6= fm,β+1 for some m ∈ [n] , and g 6= fn+m−α,m for some m > k, we can
write

{θk, g}αβ = {fn+k−α,k · f1,β+1, g}αβ −
{
f→n+k−α,k · f

←
1,β+1, g

}

αβ

= {fn+k−α,k · f1,β+1, g}std −
{
f→n+k−α,k · f

←
1,β+1, g

}

std
.(3.9)

The last equality holds since by Lemma 6.2 the difference between the αβ bracket
and the standard bracket is

{f, g}αβ − {f, g}std =f
α←α+1gβ+1←β − fβ+1←βgα←α+1

+ fβ←β+1gα+1←α − fα+1←αgβ←β+1.

Since g ∈ Bαβ ∩ Bstd and g 6= fm,β+1 we get gβ+1←β = 0, and also gα←α+1 = 0,
because g 6= fn+m−α,m. Similarly, fβ←β+1 = 0 for the functions f = fn+k−α,k and

f = f→n+k−α,k, and of course gβ←β+1 = 0 (unless g is of the form g = detX
[j,µ]
[1,β] but

this function can not in Bαβ). Therefore, the αβ bracket and the standard bracket
are equal in this case.

According to Lemma 6.4, the functions f→n+k−α,k and f←1,β+1 are both log canon-

ical with g (w.r.t. the standard bracket) with Poisson coefficients

ωf→
n+k−α,k

,g = ωfn+k−α,k,g + ωxn,α+1,g − ωxnα,g,

ωf←
1,β+1

,g = ωf1,β+1,g + ωxnβ,g − ωxn,β+1,g,
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so (3.9) turns to

{θk, g}αβ = ω1fn+k−α,k · f1,β+1 · g

− (ω1 − sωαβ (g)) f
←
n+k−α,k · f

→
1,β+1 · g,

with

ω1 = ωfn+k−α,k,g + ωf1,β+1,g

and

sωαβ (g) = ωfnα,g − ωfn,α+1,g − ωfnβ ,g + ωfn,β+1,g,

as defined in (6.31).
Now, using Lemma 6.10 we get

{θk, g}αβ =
(
ωfn+k−α,k,g + ωf1,β+1,g

)
θk · g.

2. If g = fm,β+1 for some m ∈ [2, n], we write qk = fn+k−α,k, and then

{θk, g}αβ = {qk · f1,β+1, g}αβ −
{
q→k · f

←
1,β+1, g

}

αβ

= qk {f1,β+1, g}αβ + f1,β+1 {qk, g}αβ

−q→k
{
f←1,β+1, g

}

αβ
− f←1,β+1 {q

→
k , g}αβ

= qk {f1,β+1, g}std + f1,β+1 {qk, g}std

+f1,β+1q
→
k g
← − q→k

{
f←1,β+1, g

}

std

−f←1,β+1 {q
→
k , g}std .

These are brackets of log canonical functions, except for
{

f←1,β+1, g
}

std
which is

given in Lemma 6.6, so it is

{θk, g}αβ =
(
ωf1,β+1,g + ωqk,g

)
qk · f1,β+1 · g

+f1,β+1q
→
k g
←

−
(
ωf1,β+1,g + ωxnβ,g − ωxn,β+1,g

)
q→k · f

←
1,β+1 · g

−q→k f1,β+1g
←

−
(
ωqk,g − ωxnα,g + ωxn,α+1,g

)
f←1,β+1 · q

→
k · g

=
(
ωf1,β+1,g + ωqk,g

)
qk · f1,β+1 · g −

(
ωf1,β+1,g + ωqk,g − sωαβ (g)

)
f←1,β+1 · q

→
k · g,

and with Lemma 6.10 this comes down to

(3.10) {θk, g}αβ =
(
ωf1,β+1,g + ωqk,g

)
θkg.

3. Now look at g = fn+m−α,m for somem > k : with Lemma 6.6 we can compute

{θk, g}αβ = {qk · f1,β+1, g}αβ −
{
q→k · f

←
1,β+1, g

}

αβ

= qk {f1,β+1, g}αβ + f1,β+1 {qk, g}αβ

−q→k
{
f←1,β+1, g

}

αβ
− f←1,β+1 {q

→
k , g}αβ

= qk {f1,β+1, g}std − qkf
←
1,β+1g

→ + f1,β+1 {qk, g}std

−q→k
{
f←1,β+1, g

}

std
− f←1,β+1 {q

→
k , g}std

=
(
ωf1,β+1,g + ωqk,g

)
qk · f1,β+1 · g

−
(
ωqk,g + ωf1,β+1,g − sωαβ (g)

)
q→k · f

←
1,β+1 · g,
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and with Lemma 6.10 this is

(3.11) {θk, g}αβ =
(
ωf1,β+1,g + ωqk,g

)
θk · g.

We now turn to look at {θk, θm}αβ : w.l.o.g. assume m > k:

{θk, θm}αβ =
{
qk · f1,β+1 − q

→
k · f

←
1,β+1, qm · f1,β+1 − q

→
m · f

←
1,β+1

}

αβ

= {qk · f1,β+1, qm · f1,β+1}αβ −
{
q→k · f

←
1,β+1, qm · f1,β+1

}

αβ

−
{
qk · f1,β+1, q

→
m · f

←
1,β+1

}

αβ
(3.12)

+
{
q→k · f

←
1,β+1, q

→
m · f

←
1,β+1

}

αβ
.

The Poisson bracket satisfy the Leibniz rule:

{f1 · f2, f3} = f1 · {f2, f3}+ {f1, f3} · f2,

so each of the four brackets above can break into four terms of the form f1 · f2 ·
{f3, f4}. We have already seen that

{qk, q
→
m }αβ =

{(
ωqk,qm − ωqk,xn,α

+ ωqk,xn,α+1

)
qkq
→
m if m > k

(
ωqk,qm − ωqk,xn,α

+ ωqk,xn,α+1

)
qkq
→
m + q→k qm if m < k

{
qk, f

←
1,β+1

}

αβ
=

(
ωqk,f1,β+1

+ ωqk,xnβ
− ωqk,xn,β+1

)
qkf
←
1,β+1,

{
f1,β+1, f

←
1,β+1

}

αβ
=

(
ωf1,β+1,xn,β

− ωf1,β+1,xn,β+1

)
f1,β+1f

←
1,β+1,

{
q→k , f

←
1,β+1

}

αβ
=

(

ωqk,f←1,β+1
− ωxnα,f

←
1,β+1

+ ωxn,α+1,f
←
1,β+1

)

q→k f
←
1,β+1

=
[(
ωqk,f1,β+1

+ ωqk,xnβ
− ωqk,xn,β+1

)
(3.13)

−
(
ωxnα,f1,β+1

+ ωxnα,xnβ
− ωxnα,xn,β+1

)

+
(
ωxn,α+1,f1,β+1

+ ωxn,α+1,xnβ
− ωxn,α+1,xn,β+1

)]
q→k f

←
1,β+1.

We will look at the four brackets of (3.12) one at a time. The first one is

{qk · f1,β+1, qm · f1,β+1}αβ = (f1,β+1)
2 {qk, qm}αβ + qkf1,β+1 {f1,β+1, qm}αβ

+qmf1,β+1 {qk, f1,β+1}αβ

= (f1,β+1)
2 {qk, qm}std + qkf1,β+1 {f1,β+1, qm}std

−qkf1,β+1f
←
1,β+1q

→
m + qmf1,β+1 {qk, f1,β+1}std

+qmf1,β+1q
→
k f
←
1,β+1

=
(
ωqk,qm + ωqk,f1,β+1

+ ωf1,β+1,qm

)
(f1,β+1)

2
qkqm

+q→k f
←
1,β+1qmf1,β+1 − qkf1,β+1f

←
1,β+1q

→
m .(3.14)

The second bracket:
{
q→k · f

←
1,β+1, qm · f1,β+1

}

αβ

= f←1,β+1qm {q
→
k , f1,β+1}αβ + f←1,β+1f1,β+1 {q

→
k , qm}αβ

+q→k qm
{
f←1,β+1, f1,β+1

}

αβ
+ q→k f1,β+1

{
f←1,β+1, qm

}

αβ

= f←1,β+1qm {q
→
k , f1,β+1}std + f←1,β+1f1,β+1 {q

→
k , qm}std

+q→k qm
{
f←1,β+1, f1,β+1

}

std
+ q→k f1,β+1

{
f←1,β+1, qm

}

std
,
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and with (3.13) and Lemma 6.10 this is
{
q→k · f

←
1,β+1, qm · f1,β+1

}

αβ
= ω2q

→
k f
←
1,β+1qmf1,β+1(3.15)

−qkf1,β+1f
←
1,β+1q

→
m ,

where

ω2 = ωqk,qm + ωqk,f1,β+1
+ ωf1,β+1,qm + 1.

The third one is
{
qk · f1,β+1, q

→
m · f

←
1,β+1

}

αβ

= qkq
→
m

{
f1,β+1, f

←
1,β+1

}

αβ
+ qkf

←
1,β+1 {f1,β+1, q

→
m }αβ

+f1,β+1q
→
m

{
qk, f

←
1,β+1

}

αβ
+ f1,β+1f

←
1,β+1 {qk, q

→
m }αβ

= qkq
→
m

{
f1,β+1, f

←
1,β+1

}

std
+ qkf

←
1,β+1 {f1,β+1, q

→
m }std

+f1,β+1q
→
m

{
qk, f

←
1,β+1

}

std
+ f1,β+1f

←
1,β+1 {qk, q

→
m }std

and with Lemma 6.10 it makes

(3.16)
{
qk · f1,β+1, q

→
m · f

←
1,β+1

}

αβ
= ω3qkf1,β+1q

→
m f
←
1,β+1,

with

ω3 = ωqk,qm + ωqk,f1,β+1
+ ωf1,β+1,qm .

The last bracket is
{
q→k · f

←
1,β+1, f

→
j · f

←
1,β+1

}

αβ

= q→k f
←
1,β+1

{
f←1,β+1, f

→
j

}

αβ
+ f←1,β+1f

→
j

{
q→k , f

←
1,β+1

}

αβ

+f←1,β+1f
←
1,β+1

{
q→k , f

→
j

}

αβ

= q→k f
←
1,β+1

{
f←1,β+1, f

→
j

}

std
+ f←1,β+1f

→
j

{
q→k , f

←
1,β+1

}

std

+f←1,β+1f
←
1,β+1

{
q→k , f

→
j

}

std

and again, Lemma 6.10 turns it to

(3.17)
{
q→k · f

←
1,β+1, f

→
j · f

←
1,β+1

}

αβ
= ω4q

→
k · f

←
1,β+1, f

→
j · f

←
1,β+1,

with

ω4 = ωqk,qm + ωqk,f1,β+1
+ ωf1,β+1,qm .

Summing (3.14)–(3.17) proves that

{θk, θm}αβ =
(
ωqk,qm + ωqk,f1,β+1

+ ωf1,β+1,qm

)
θkθm.

Last, we check that every pair θk, ψm is log canonical w.r.t. {·, ·}αβ . The process
is pretty much like the one for θk and θm: break the two functions into their
components,

θk = fn+k−α,kf1,β+1 − f
→
n+k−α,kf

←
1,β+1

and

ψm = fm,n+m−βfα+1,1 − f
↓
m,n+m−βf

↑
α+1,1.

Then compute all brackets of these components. Most of these brackets can be
computed as above, but here Lemma 6.5 will be needed as well. Setting

ωθk,ψm
= ωfn+k−α,k,fm,n+m−β

+ ωfn+k−α,k,fα+1,1

+ωf1,β+1,fm,n+m−β
+ ωf1,β+1,fα+1,1,
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the result is

{θk, ψm}αβ = ωθk,ψm
θkψm.

The other possible combinations are symmetric (e.g., {ψk, ψm} is symmetric to
{θk, θm}). Lemmas 6.7 and 6.9 can be used instead of 6.4 and 6.6, respectively. �

4. The cluster structure Cαβ

4.1. Stable variables. Recall the definition of BD = ϕDij (X,Y ) |i, j ∈ [n] from

Section 3.1. Look at the set S =
{
ϕDi1, ϕ

D
1j |i 6= α+ 1, j 6= β + 1

}
and let S̃ be the

restrictions of these functions to the diagonal subgroup.
Though the following proposition is not required for the proof of the main theo-

rem, it does give further information about the cluster structure: the set S̃ will be
the set of stable variables. As indicated in [13], in all known cluster structures on
Poisson varieties, the frozen variables have two important properties: they behave
well under certain natural group actions, and they are log canonical with certain
globally defined coordinate functions. Proposition (4.1) states that these two prop-

erties hold in our case, and therefore supports the choice of S̃ as the set of stable
variables.

Proposition 4.1. 1. The elements of S are semi-invariants of the left and right
action of D− in D (GLn).

2. The elements of S̃ are log canonical with all matrix entries xij .

Proof. 1. The subgroup D− of D (GLn) that corresponds to the subalgebra g− of
g is given by

D− = (U,L)

with

U =













a1 ⋆ ⋆ ⋆ ⋆ ⋆

0
. . . ⋆ ⋆ ⋆ ⋆

0 0 aα−1 ⋆ ⋆ ⋆
0 0 0 A ⋆ ⋆
0 0 0 0 aα+2 ⋆

0 0 0 0 0
. . .













and

L =
















an+α−β+1 0 0 0 0 0 0

⋆
. . . 0 0 0 0 0

⋆ ⋆ an 0 0 0 0

⋆ ⋆ ⋆
. . . 0 0 0

⋆ ⋆ ⋆ ⋆ aα−1 0 0
⋆ ⋆ ⋆ ⋆ ⋆ A 0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆
. . .
















.

where A ∈ GL2 and the indices of the diagonal entries ai are taken modulo n. The
⋆’s will not play any role in further computations. The left and right action of D−
can be parametrized by

(X,Y ) 7→ (A1XA
′
1, A2Y A

′
2)
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with matrices

A1 =













a1 ⋆ ⋆ ⋆ ⋆ ⋆

0
. . . ⋆ ⋆ ⋆ ⋆

0 0 aα−1 ⋆ ⋆ ⋆
0 0 0 A ⋆ ⋆
0 0 0 0 aα+2 ⋆

0 0 0 0 0
. . .













,

A′1 =













a′1 ⋆ ⋆ ⋆ ⋆ ⋆

0
. . . ⋆ ⋆ ⋆ ⋆

0 0 a′α−1 ⋆ ⋆ ⋆
0 0 0 A′ ⋆ ⋆
0 0 0 0 a′α+2 ⋆

0 0 0 0 0
. . .













,

A2 =
















an+α−β+1 0 0 0 0 0 0

⋆
. . . 0 0 0 0 0

⋆ ⋆ an 0 0 0 0

⋆ ⋆ ⋆
. . . 0 0 0

⋆ ⋆ ⋆ ⋆ aα−1 0 0
⋆ ⋆ ⋆ ⋆ ⋆ A 0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆
. . .
















,

and

A′2 =
















a′n+α−β+1 0 0 0 0 0 0

⋆
. . . 0 0 0 0 0

⋆ ⋆ a′n 0 0 0 0

⋆ ⋆ ⋆
. . . 0 0 0

⋆ ⋆ ⋆ ⋆ a′α−1 0 0
⋆ ⋆ ⋆ ⋆ ⋆ A′ 0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆
. . .
















.

There are three kinds of functions in S: minors of X , minors of Y and “mixed”
functions. A function fX ∈ S that is a minor of X is a semi-invariant of this

action: fX is the determinant of a submatrix X
[1,µ]
[i,n] with µ = n − i + 1. One

has i /∈ {α+ 1, n− α+ 1} (see the construction in Section 3.1). The action of D−
multiplies each row k ∈ [i, n] of X by the corresponding entry ak and each column
ℓ ∈ [µ] of X by a′ℓ+n+α−β−1, with two exceptions: rows α and α+1 are multiplied

together by A, and columns α and α+1 are multiplied by A′. So as long as one of

these rows (or columns) does not occur in the submatrix X
[1,µ]
[i,n] without the other,

fX is still a semi-invariant of the action. If α ∈ [i, n] then clearly α+ 1 ∈ [i, n]. On
the other hand, the only case with α+1 ∈ [i, n] and α /∈ [i, n] is when i = α+1. But
such a minor can not be in S according to the construction (Section 3.1). Looking
at columns, it is easy to see that if α+ 1 ∈ [1, µ] (that is, the column α+ 1 occurs

in the submatrix X
[1,µ]
[i,n] ), then α ∈ [1, µ]. The only way to have α ∈ [1, µ] and
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α + 1 /∈ [1, µ] is µ = α. But this implies i = n− α + 1, and this minor is also not
in the set S.

For fY ∈ S which is a minor of Y similar arguments hold.
Look now at the function

θ = det













xi1 · · · xiα xi,α+1 0 · · ·
...

. . .
...

...
...

xn1 · · · xnα xn,α+1 0 · · ·
0 · · · y1β y1β+1 · · · y1n
...

...
. . .

...
0 · · · yµβ · · · · · · yµn













,

with i = n+ 1 − α. It is not hard to see that θ is a semi invariant of the action of
D−: the block of xij ’s is subject to the same arguments as above, except for when
α = n

2 , which will be treated later. The same holds for the block of yij ’s, unless
β = n

2 . Therefore θ is a semi-invariant of this action.
Symmetric arguments show that

ψ = det















y1,n+1−β · · · y1n 0 · · · 0
...

. . .
...

...
...

yβj · · · yβn xα1 · · · xαµ

yβ+1,j · · · yβ+1,n xα+1,1

...

0 · · · 0
...

. . .
...

...
... xn1 · · · xnµ















is a also semi-invariant.
Last, we look at the special case α = n

2 : here there is only one matrix inM with
elements of both X and Y . The “building blocks” of this matrix are submatrices of
X and Y that satisfy the restrictions above, so the determinant of this matrix is
also a semi-invariant of the action. The case β = n

2 is symmetric.

2. First, look at a function ϕ ∈ S̃ ∩ Bstd. In this case it is not hard to see
that {ϕ, xij}αβ = {ϕ, xij}std (according to Lemma 6.2) and therefore ϕ is log

canonical with all xij . There are only two other functions in S̃: θ = ϕn−α+1,1 and
ψ = ϕ1,n−β+1. Start with θ = fn−α+1,1f1,β+1 − f→n−α+1,1f

←
1,β+1. Following the

line of the proof of Lemma 6.10, it can be shown that f→n−α+1,1 is log canonical
with every xij with j 6= α, and similarly f←1,β+1 is log canonical with every xij with
j 6= β+1, with respect to the standard bracket. The cases j = α and j = β+1 are
exactly the cases when the standard bracket and the αβ bracket do not coincide.
Adding the difference that was described in Lemma 6.2,

{fn−α+1,1, xij}αβ =

{

{fn−α+1,1, xij}std if j 6= β + 1

{fn−α+1,1, xij}std + f→n−α+1,1xiβ if j = β + 1,

and

{f1,β+1, xij}αβ =

{

{f1,β+1, xij}std if j 6= α

{f1,β+1, xij}std + f←1,β+1xi,α+1 if j = α,
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Figure 4.1. The 1 7→ 2 quiver for GL5

shows that with respect to the bracket {·, ·}αβ , the pairs f→n−α+1,1, xiα and f←1,β+1, xi,β+1

are log canonical. The coefficients ωf→
n−α+1,1

,xij
=
{f→n−α+1,1,xij}
f→
n−α+1,1

·xij
and ωf←

1,β+1
,xij

=

{f←1,β+1,xij}
f←
1,β+1

·xij
can be computed like in the proof of Lemma 6.10, showing that θ is log

canonical with xij . Symmetric arguments hold for ψ. �

Note that the set of stable variables S̃ is the set of determinants of all matrices in
the setMαβ. By its definition in 3.4,Mαβ has 2 (n− 1)−2 matrices, and therefore

∣
∣
∣S̃

∣
∣
∣ = 2 (n− 1)− 2 = 2 |∆ \ Γ1| ,

as in Statement 1 of Conjecture 2.3.

4.2. The quiver Qnαβ. To describe the quiver Qnαβ , start with the standard quiver
Qnstd as given in Section 3.2. The vertex in the i-th row and j-th column corresponds

to the cluster variable fij = detX
[j,µ(i,j)]
[i,µ(i,j)] . The quiver of the exotic cluster structure

with BD data α 7→ β is very close: a vertex (i, j) now represents the cluster variable
ϕij , and the quiver takes these changes:

(1) Vertices (α+ 1, 1) and (1, β + 1) are not frozen.
(2) The arrows (α, 1)→ (α+ 1, 1) and (1, β)→ (1, β + 1) are added.
(3) The arrows (n, α+ 1)→ (1, β + 1) , (1, β + 1)→ (n, α) are added.
(4) The arrows (β + 1, n)→ (α+ 1, 1) , (α+ 1, 1)→ (β, n) are added.

The example of 1 7→ 2 on SL5 is given in Figure 4.1. The dashed arrows are the
arrows that were added to the standard quiver.
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Through this section we use B,ω,Ω to denote the exchange matrix, Poisson
coefficients and Poisson matrix in the standard case, and B,Ω, ω for their counter-
parts in the α 7→ β case. We now prove that the cluster structure described in the
previous section is indeed compatible with the bracket {·, ·}αβ :

Theorem 4.2. The cluster structure Cαβ = C
(
Bαβ

)
is compatible with the bracket

{·, ·}αβ.

Proof. According to Proposition 2.1, it is sufficient to prove

(4.1) B̄Ω̄ = [I 0] ,

which can be rephrased as

(
B̄Ω̄

)

pq
=

∑

p←k

ωkq −
∑

p→k

ωkq =

{

1 p = q

0 p 6= q,

where the first sum is over vertices k with an arrow pointing from k to p, and the
second sum is over vertices k with an arrow pointing from p to k. Recall that the
standard case has

∑

p←k

ωkq −
∑

p→k

ωkq =

{

1 p = q

0 p 6= q.

Label a row (or column) of the exchange matrices B and B by (i, j) if it corresponds
to the cluster variable fij (in B) or ϕij (in B). Now compute

(
B̄Ω̄

)

pq
in the following

cases:
1. The p-th row of B is equal to the p-th row of B. This is true for almost all

rows of B, or more precisely when

(4.2) p /∈ {(1, β + 1) , (n, α) , (n, α+ 1) , (α+ 1, 1) , (β, n) , (β + 1, n)} ,

and we have these possible situations:
(a) p corresponds to a cluster variable in Bstd ∩ Bαβ.
i. Assume all cluster variables adjacent to p are in Bstd ∩ Bαβ . If q is also in

Bstd ∩ Bαβ, this is just the same as the standard case, and
(
B̄Ω̄

)

pq
= (BΩ)pq . If q

is not a standard basis function, then either it corresponds to a cluster variable of
the form ϕn+m−α,m, and then

ωkq = ωkq + ωk,fn,α+1
− ωk,fnα

or one of the form ϕm,n+m−β , and then

ωkq = ωkq + ωk,fβ+1,n
− ωk,fβn

.

So in the first case,
∑

p←k

ωkq −
∑

p→k

ωkq =
∑

p←k

ωkq −
∑

p→k

ωkq +
∑

p←k

ωk,fn,α+1

−
∑

p→k

ωk,fn,α+1
−

∑

p←k

ωk,fnα
+

∑

p→k

ωk,fnα

and since p 6= (n, α) , (n, α+ 1) (from (4.2)), the standard case tells us
∑

p←k

ωk,fn,α+1
−

∑

p→k

ωk,fn,α+1
=

∑

p←k

ωk,fnα
−

∑

p→k

ωk,fnα
= 0.

The case of ϕm,n+m−β is symmetric.
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ii. The cluster variable p has at least one neighbor that is not in Bstd ∩ Bαβ.
Looking at the quiver one can easily see that the number of such neighbors can

be either one or two.
A. p has exactly one such neighbor. The quiver has only two such vertices: p =

(n, α+ 1) or p = (β + 1, n). In both cases it means that the i-th row of B is different
from that row of B, because the quiver Qnαβ has arrows (n, α+ 1)→ (1, β + 1) and

(β + 1, n)→ (α+ 1, 1), which Qnstd does not have. This case will be handled later
on.

B. p has two non standard neighbors. In this case these two neighbors are
connected to p by arrows in opposite directions (i.e., one of them is pointing at p
and the other one from p). These two non standard neighbors must both belong to
the same “family” of functions, either {ψm} or {θm} (as defined in Section 3.2). We
have seen that the Poisson coefficients of these function differ from their standard
counterparts by a constant, e.g., for every function g ∈ Bstd,

ωϕn+m−α,m,g = ωfn+m−α,m,g + ωf1,β+1,g.

When summing over all neighbors of p, this constant is then added once, for the
vertex with an arrow pointing at p, and subtracted once, for the vertex with an
arrow pointing from p to it. These cancel each other and the sum remains as it was
in the standard case.

(b) p is not in Bstd∩Bαβ , which means p = (n+m− α,m) or p = (m,n+m− β).
Assume m < α (for the first one) or m < β (second), because p = (n, α) and
p = (β, n) are in (4.2) and will be treated later. If m = 1 it is a frozen variable.
Again, look at the first case (second is just the same): if 1 < m < α then two neigh-
bors of p = (n+m− α,m) are non standard. These are (n+m+ 1− α,m+ 1)
and (n+m− 1− α,m− 1) with arrows pointing in opposite directions. Since we
know that

ωfn+m−α,m,q = ωfn+m−α,m,q + ωf1,β+1,q

and therefore a constant is added to the sum for the vertex (n+m+ 1− α,m+ 1)
and then subtracted for the vertex (n+m− 1− α,m− 1). This constant is added
to all ω’s in the sum, and they cancel each other.

2. Here the p-th row of B is not equal to the p-th row of B.
(a) If p = (1, β + 1) then B does not have this row (it was a frozen variable in

the standard case). Its neighbors are now ϕn,α+1, ϕ2,β+2, ϕ1β with arrows pointing
to p, and ϕ2,β+1, ϕnα with arrows from p to them . So we have

∑

p←k

ωkq −
∑

p→k

ωkq = +ωϕ1β ,ϕq
+ ωϕn,α+1,ϕq

+ ωϕ2,β+2,ϕq
(4.3)

−ωϕ2,β+1,ϕq
+ ωϕnα,ϕq

= ωf1β ,fq + ωfn,α+1,fq + ωf2,β+2,fq

−ωf2,β+1,fq − ωfnα,fq − ωf1,β+1,fq

In the standard case, since exchange relation must hold at (2, β + 1) we can write
(4.4)

ωf1,β ,fj+ωf2,β+2,fj+ωf3,β+1,fj−ωf1,β+1,fj−ωf2,β ,fj−ωf3,β+2,fj =

{

1 j = (2, β + 1)

0 j 6= (2, β + 1)
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and we continue, using standard exchange relation at (i, β + 1)

ωfi−1,β ,fj+ωfi,β+2,fj+ωfi+1,β+1,fj−ωfi−1,β+1,fj−ωfi,β ,fj−ωfi+1,β+2,fj =

{

1 j = (i, β + 1)

0 j 6= (i, β + 1)

and assuming j 6= (i, β + 1)

(4.5) ωfi−1,β ,fj − ωfi−1,β+1,fj + ωfi,β+2,fj = ωfi,β ,fj − ωfi+1,β+1,fj + ωfi+1,β+2,fj

and eventually for i = n

ωfn,β ,fj + ωfn−1,β+1fj − ωfn−1,β ,fj − ωfn,β+2,fj =

{

1 j = (n, β + 1)

0 j 6= (n, β + 1)
.

The standard exchange relation at (n, β + 1) implies

ωfn,β,fj + ωfn−1,β+1,fj − ωfn−1,β ,fj − ωfn,β+2,fj = 0

or

ωfn,β,fj = ωfn,β+2,fj − ωfn−1,β+1,fj + ωfn−1,β ,fj .

So

ωfn,β ,fj − ωfn,β+1,fj = ωfn−2,β ,fj + ωfn,−1β+2,fj − ωfn−1,β+1,fj − ωfn−2,β+1,fj ,

and using (4.5) recursively

(4.6) ωfn,β ,fj − ωfn,β+1,fj = ωfi−2,β ,fj + ωfi,−1β+2,fj − ωfi−1,β+1,fj − ωfi−2,β+1,fj .

Now we only need ωfn,α+1,fj − ωfn,α,fj = ωfn,β+1,fj − ωfn,β ,fj . This is true from
Lemma 6.10 and the assumption j 6= (i, β + 1), so (4.3) turns to

∑

p←k

ωkq −
∑

p→k

ωkq = 0, ∀q 6= (p, β + 1) .

If, on the other hand q = (1, β + 1), this still holds, but Lemma 6.10 now says
ωfn,α+1,fj − ωfn,α,fj = ωfn,β+1,fj − ωfn,β ,fj + 1, so that

∑

p←k

ωkq −
∑

p→k

ωkq = 1.

Last, let q = (p, β + 1) with p > 1. So in (4.5) we need to add 1 to the right hand
side. This 1 is then added to the sum of coefficients over neighbors of (1, β + 1),
but now Lemma 6.10 says ωfn,α+1,fj − ωfn,α,fj = ωfn,β+1,fj −ωfn,β ,fj + 1 , so again

∑

p←k

ωkq −
∑

p→k

ωkq = 0.

The special case β = n− 1 is somewhat different, because here vertices (i, β + 1) =
(i, n) do not have neighbors on the right. However, the same arguments still hold,
and since the exchange relations in the standard quiver are similar, the final con-
clusion is identical.

(b) Let p = (n, α) then in the standard quiver its neighbors were fn,α+1, fn−1,α−1
(with arrows from p to them), and fn,α−1, fn−1,α (with arrows pointing to p). In
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Qnαβ an arrow is added from (1, β + 1) to p. We then have ϕn−1,α−1 = fn−1,α−1 ·
f1,β+1 − f→n−1,α−1 · f

←
1,β+1. So using ωϕn−1,α−1,g = ωfn−1,α−1,g + ωf1,β+1,g we get

∑

p←k

ωkq −
∑

p→k

ωkq = ωϕn,α−1,ϕq
+ ωϕn−1,α,ϕq

+ ωϕ1,β+1,ϕq

−ωϕn,α+1,ϕq
− ωϕn−1,α−1,ϕq

= ωfn,α−1,fq + ωfn−1,α,fq + ωf1,β+1,fq

−ωfn,α+1,fq − ωfn−1,α−1,fq − ωf1,β+1,fq

=
∑

p←k

ωk,fq −
∑

p→k

ωk,fq ,

and the last term is the one from the standard case, which equals δij .
(c) p = (n, α+ 1). In the standard quiver there are arrows from p to (n, α) , (n− 1, α+ 1)

and from (n, α+ 2) , (n− 1, α) to p. In Qnαβ there is a new arrow (n, α+ 1) →
(1, β + 1). Again,

∑

p←k

ωkq −
∑

p→k

ωkq = ωfn,α+2
+ ωfn−1,α

+ ωf1,β+1

−ωϕnα
− ωfn−1,α+1

= ωfn,α+2
+ ωfn−1,α

+ ωf1,β+1

−ωfnα
− ωf1,β+1

− ωfn−1,α+1

=
∑

p←k

ωk,fn,α+1
−

∑

p→k

ωk,fn,α+1

which is also equal to the standard. �

Note that an immediate corollary from Theorem 4.2 is that the exchange matrix
B is of maximal rank, since rank

(
B̄Ω̄

)
≤ min

(
rankB, rankΩ

)
, and (4.1) implies

that B̄Ω̄ has maximal rank.

5. Local regularity

We now show that the initial seed Bαβ defined in Section 3.1 is locally regular.
Clearly, all the elements of Bαβ are regular functions, so local regularity is equivalent
to:

Theorem 5.1. For every exchangeable variable ϕ in the initial cluster, the ex-
changed variable ϕ′ is a regular function.

Proof. We can use the similarity of the exchange quivers Qnαβ and Qnstd . The

exchange relation (2.1) involves the cluster variable ϕ and its neighbors in the
exchange quiver.

Consider the following cases:
1. ϕ is in Bαβ ∩ Bstd and all its neighbors are also in Bαβ ∩ Bstd.

This means the exchange rule is the same as in the standard case, and therefore
the exchanged cluster variable is equal to the one in the standard case, which is
regular.

2. ϕ is in Bαβ ∩ Bstd, but at least one of its neighbors is not in Bαβ ∩ Bstd.
(a) Two neighbors of ϕ are not in Bαβ ∩ Bstd.

The exchange rule is now ϕ · ϕ′ = ϕij · p1 + ϕi+1,j+1 · p2 where ϕij and ϕi+1,j+1

are the two non standard neighbors and p1, p2 some monomials. Now recall that in
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n,α

n−1,α n−1,α+1

n,α+1

1,β+1

ϕ ϕ

ϕ ϕ

ϕ

ϕn,α+2

Figure 5.1. The neighbors of fn,α+1

this case ϕij = fijh− f ijh where f ij is either f→ij or f↓ij , and h is either f←1,β+1 or

f↑α+1,1, respectively. The exchange rule is then

ϕ · ϕ′ =
(
fijh− f ijh

)
p1 +

(
fi+1,j+1h− f i+1,j+1h

)
p2

= h (fijp1 + fi+1,j+1p2)− h
(
f ijp1 + f i+1,j+1p2

)

the first part is just the standard exchange rule multiplied by h. The term in the
second parenthesis can be regarded as a Desnanot–Jacobi identity (6.13). It is equal
to the standard one with just one change: the last column (row) that was α (β) in
the standard case is now replaced by α+1 (β + 1). It is not hard to conclude that
the result is a product of ϕ and some regular function, as it was in the standard
case.

(b) Only one neighbor of ϕ is not in Bαβ ∩ Bstd .
There are only two such vertices: ϕn,α+1 and ϕβ+1,n . The vertex ϕn,α+1 = xn,α+1

has neighbors ϕn,α, ϕn−1,α, ϕn−1,α+1, ϕn,α+2 and ϕ1,β+1. Figure 5.1 shows the
relevant subquiver of Qnαβ. Recall that ϕn,α = xn,αf1,β+1 − xn,α+1f

←
1,β+1 , so

ϕn,α+1 · ϕ
′
n,α+1 = ϕn,αϕn−1,α+1 + ϕn−1,αϕn,α+2ϕ1,β+1

= f1,β+1 (xn,αfn−1,α+1 + fn−1,αfn,α+2)− fn,α+1f
β+1←β
1,β+1 fn−1,α+1.

The term in parenthesis is the exchange rule in the standard case, so it is the
product of fn,α+1 and some other regular function, and the second term is clearly
divisible by fn,α+1. Therefore the exchanged variable is regular. Similar arguments
hold for the vertex ϕβ+1,n.

3. ϕ is not in Bαβ ∩ Bstd .
(a) ϕ is either ϕnα or ϕβn.

Assume ϕ = ϕn,α = xn,αf1,β+1 − xn,α+1f
←
1,β+1 . Assume α > 1 because if

α = 1, the variable ϕn1 must be frozen. The adjacent vertices correspond to
ϕn,α−1, ϕn−1,α, ϕn,α+1, ϕn−1,α−1, ϕ1,β+1 where ϕn−1,α−1 = fn−1,α−1f1,β+1−f→n−1,α−1f

←
1,β+1
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n−1,α−1

n,α−1

ϕ ϕ n−1,α

ϕ ϕ n,α ϕ α+1n,

ϕ1,β+1

Figure 5.2. The neighbors of ϕnα

, as shown in Figure 5.2. The exchange rule is

ϕn,α · ϕ
′
n,α = ϕn,α+1ϕn−1,α−1 + ϕn,α−1ϕn−1,αϕ1,β+1

= xn,α+1

(
fn−1,α−1f1,β+1 − f

→
n−1,α−1f

←
1,β+1

)
+ xn,α−1fn−1,αf1,β+1

= f1,β+1 (xn,α+1fn−1,α−1 + xn,α−1fn−1,α)− xn,α+1f
→
n−1,α−1f

←
1,β+1

and the term in parenthesis is just the standard exchange rule, which is xnα ·
f→n−1,α−1. Therefore,

ϕn,α · ϕ
′
n,α =

(
xnαf1,β+1 − xn,α+1f

←
1,β+1

)
f→n−1,α−1 = ϕn,αf

→
n−1,α−1,

and ϕ′nα = f→n−1,α−1 is a regular function.
Symmetric arguments show that ϕ′βn is also regular.

(b) ϕ has two non standard neighbors.
This happens when ϕ = ϕij , and the two non standard neighbors are

ϕi−1,j−1 = fi−1,j−1f1,β+1 − f i−1,j−1f1,β+1

ϕi+1,j+1 = fi+1,j+1f1,β+1 − f i+1,j+1f1,β+1.

The other neighbors are the same neighbors from the standard case. Denote the
corresponding standard exchange rule at fij by efij . This is a Desnanot-Jacobi
identity (6.13) or the modified version of it (6.14). Let efij be the same identity
with column α (or row β ) replaced by column α+ 1 (or row β + 1, respectively).

In other words if efij = fij · g then efij = f ij · g, and the exchange rule is

ϕij · ϕ
′
ij = f1,β+1efij − f1,β+1efij

=
(
f1,β+1fij − f1,β+1f ij

)
g = ϕij · g

and g is the same regular function as in the standard case.
4. ϕ is f1,β+1 or fα+1,1 (which were frozen in the standard case).

Assume ϕ = f1,β+1 with neighbors ϕn,α, ϕn,α+1, ϕ1,β , ϕ2,β+1, ϕ2,β+2 (Figure 5.3).
The exchange rule is then

ϕ · ϕ′ = ϕnαϕ2,β+1 + ϕn,α+1ϕ1,βϕ2,β+2.
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n α
ϕ ϕ

+1n,α

ϕ
1,β

ϕ
1,β+1

ϕ
2,β+1

ϕ
2,β+2

Figure 5.3. The neighbors of ϕ1,β+1

If we put

A =











xnα xn,α+1 0 · · · 0
x1,β x1,β+1 · · · · · · x1n

... x2,β+1 x2,β+2

...
...

. . .











,

then the exchange rule reads

ϕ · ϕ′ = detA · detA1̂n̂
1̂2̂

+ detA1̂
2̂
· detAn̂

1̂

and according to (6.13) ϕ ·ϕ′ = detA1̂
1̂
detAn̂

2̂
. Since ϕ = detA1̂

1̂
, we get ϕ′ = detAn̂

2̂
, which is regular. The case of ϕ = ϕα+1,1 is symmetric.

This competes the proof, since in all cases the exchanged variable ϕ′ is a regular
function. �

6. Technical results and computations

We present here the proofs to some technical results that were used in previous
sections. The bracket {·, ·} will be computed through the operator R+. Lemma 6.1
explains this operator, while the rest of this section gives more information about
the standard bracket and the difference between the αβ bracket and the standard
bracket.

6.1. The operator R+ . Following Lemma 4.1 in [12], we compute the Sklyanin
bracket {f, g} associated with an R-matrix r through

(6.1) {f, g} (X) = 〈R+ (∇f(X)X) ,∇g(X)X〉 − 〈R+ (X∇f(X)) , X∇g(X)〉 ,

where 〈X,Y 〉 = Tr (XY ), ∇ is the gradient with respect to the trace-form, and
R+ ∈ End gln as defined in (3.2). For the computations it will be convenient to
describe R+ in a different way: for an element η ∈ gln, let η>0 and η0 be the
projections of η onto the subalgebra spanned by positive roots, and the Cartan
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subalgebra h, respectively. Let hi = eii − ei+1,i+1 be a basis for h. The dual basis

(defined by
〈

ĥi, hj

〉

= δij) is then

ĥi =
1

n
diag




(n− i) , . . . , (n− i)
︸ ︷︷ ︸

i

,−i, . . . ,−i
︸ ︷︷ ︸

(n−i)




 .

Defining

(6.2) sk (j) =

{

n− j j ≥ k

−j j < k

we can write
(

ĥi

)

kk
= 1

n
sk (i) . Next, define the operator Rdiag on h by

Rdiag (ekk) =
n−1∑

j=1

sk (j)
(

ĥj − ĥj−1
)

+ (sk (β − 1)− sk (β)) ĥα

+(sk (α)− sk (α+ 1)) ĥβ + sk (β) ĥα+1 − sk (α) ĥβ−1,(6.3)

Last, for the Belavin–Drinfeld data {α} 7→ {β} define

RBD (η) = ηα,α+1eβ,β+1 − ηβ+1,βeα+1,α.

Lemma 6.1. The operator R+ acts on η ∈ gln by

(6.4) R+ (η) = η>0 +Rdiag (η) +RBD (η) .

Proof. Recall the construction of the R-matrix rαβ according to (2.6): there is some

freedom in choosing the diagonal part r0. Following [4, Ch. 3], r0 =
∑

i,j aij ĥαi
⊗

ĥαj
is determined by the coefficient matrix (aij), which is subject to the conditions

aij + aji = (αi, αj) if αi, αj ∈ ∆(6.5)

aγ(i),j + aji = 0 if αi ∈ Γ1, αj ∈ ∆.(6.6)

Define two matrices,

Aij =







1 i = j

−1 i = j + 1

0 otherwise,

Bij =







1 (αi, αj) ∈ {(α, β) , (β − 1, α) , (β, α+ 1)}

−1 (αi, αj) ∈ {(β, α) , (α, β − 1) , (α+ 1, β)}

0 otherwise.

It is not hard to see that for the BD triple Tαβ = ({α} , {α+ 1} , γ : α 7→ α+ 1)
(i.e., β = α + 1) the matrix A satisfies conditions (6.5) and (6.6), and can serve
as the coefficient matrix that determines r0. When β > α + 1, we take A + B as
the coefficient matrix, and conditions (6.5) and (6.6) are satisfied again. So for
β = α+ 1 take

(6.7) rαβ0 =

n−1∑

i=1

ĥi ⊗ ĥi −
n−2∑

i=1

ĥi+1 ⊗ ĥi + ĥα ∧ ĥβ + ĥβ−1 ∧ ĥα + ĥβ ∧ ĥα+1,
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and for β 6= α+ 1

(6.8) rαβ0 =

n−1∑

i=1

ĥi ⊗ ĥi −
n−2∑

i=1

ĥi+1 ⊗ ĥi;

Note that in the standard case condition (6.6) is empty, so we can use rαβ0 in the
the standard case as well.
To prove the Lemma, it is enough to show that (6.4) holds for all elements of the

basis {Eδ}δ∈Φ ∪ {hk}
n−1
k=1 . Recall that 〈E−i, Ej〉 = δij :

1. η = Eδ, with δ ∈ Φ+. so

〈r, η ⊗ ζ〉 =

〈

E−δ ⊗ Eδ +
∑

α≺β

E−α ∧ Eβ



 , Eδ ⊗ ζ

〉

=

{

〈Eδ, ζ〉 δ /∈ Γ1

〈Eδ, ζ〉+
∑

δ≺β 〈Eβ , ζ〉 δ ∈ Γ1,

and R+ (Eδ) =

{

Eδ δ /∈ Γ1(

Eδ −
∑

δ≺β Eβ

)

δ ∈ Γ1,
in accordance with (6.4).

2. η = E−δ, with δ ∈ Φ+.

〈r, η ⊗ ζ〉 =

〈


∑

α≺β

E−α ∧ Eβ



 , E−δ ⊗ ζ

〉

=

{

0 δ /∈ Γ2

−
∑

α≺δ 〈E−α, ζ〉 δ ∈ Γ2,

hence R+ (E−δ) =

{

0 δ /∈ Γ2

−
∑

α≺δ 〈E−α, ζ〉 δ ∈ Γ2,
which also fits (6.4).

3. η = hk.

〈r, η ⊗ ζ〉 =

〈
n−2∑

i=1

ĥi ∧ ĥi+1, hk ⊗ ζ

〉

=
〈

ĥk+1, ζ
〉

−
〈

ĥk−1, ζ
〉

(with ĥ0 = ĥn = 0 ). Therefore R+ (hk) =
(

ĥk+1 − ĥk−1
)

. Expressing ekk as a

linear combination of {hi}
n−1
i=1 ∪ {1} implies (6.4).

4. Last, look at η = 1. Here it is clear that

〈r,1⊗ ζ〉 = 0.

This implies R+ (1) = 0, and the proof is complete. �

6.2. Bracket computations .

Lemma 6.2. For any two functions f, g on SLn,

{f, g}αβ − {f, g}std = fα←α+1gβ+1←β − fβ+1←βgα←α+1

+fβ←β+1gα+1←α − fα+1←αgβ←β+1.(6.9)
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Proof. Let rαβ and rstd be the R-matrices associated with BD data {α} → {β} and
∅ → ∅, respectively. Using (6.1), it is easy to see that the difference (6.9) comes

from the difference Rαβ+ −R
std
+ . According to Lemma 6.1, this is

(6.10) Rαβ+ (η)−Rstd+ (η) = ηα,α+1eβ,β+1 − ηβ+1,βeα+1,α.

Write Rd = Rαβ+ −R
std
+ , so now

{f, g}αβ − {f, g}std

= 〈Rd (∇f(X)X) ,∇g(X)X〉 − 〈Rd (X∇f(X)) , X∇g(X)〉

= (∇f(X)X)α,α+1 (∇g(X)X)β+1,β − (∇f(X)X)β+1,β (∇g(X)X)α,α+1

− (X∇f(X))α,α+1 (X∇g(X))β+1,β − (X∇f(X))β+1,β (X∇g(X))α,α+1

= fα←α+1gβ+1←β − fβ+1←βgα←α+1 − fα+1←αgβ←β+1 + fβ←β+1gα+1←α.

�

Corollary 6.3. If f, g ∈ Bαβ ∩ Bstd then {f, g}αβ = {f, g}std.

Proof. All functions in Bstd are determinants of submatrices of X . Let fij be
such a function as defined in (3.5). The term fk←mij is the determinant of a similar

submatrix, with column m replacing column k (i.e., every instance of xpk is replaced

by xpm). Therefore, for fij ∈ Bstd, the function fα←α+1
ij is non zero only if fij is

a determinant of a submatrix that contains column α but not column α + 1. The
only functions with this property in Bstd are determinants of submatrices of the

form X
[j,α]
[n+j−α,n], that is, the functions fn+j−α,j with j ∈ [α]. But these functions

are not in Bαβ , because α ∈ Γ1 (see the construction in Section 3.1). Similarly,
fm←k is the determinant of the matrix obtained by replacing the m-th of X row by
the k-th row. So the function (fij)β←β+1 is non zero only if fij is the determinant

of a submatrix with row β and without row β + 1. The only functions in Bstd
that satisfy this condition are fi,n+i−β , and these functions are not in Bαβ because
β ∈ Γ2 (see Section 3.1 again). �

The next Lemma describes the “building blocks” of the functions in Bαβ \ Bstd
and the Poisson coefficients of these functions with respect to the standard bracket.

Lemma 6.4. 1. The function f→n+k−α,k (with k ∈ [α]) is log canonical with all
functions g ∈ Bαβ ∩ Bstd, provided g 6= fn+m−α,m for some m > k, w.r.t. the
standard bracket {·, ·}std. In this case the Poisson coefficient is

(6.11) ωf→
n+k−α,k

,g = ωfn+k−α,k,g + ωxn,α+1,g − ωxnα,g.

2. The function f←1,β+1 is log canonical with all functions g ∈ Bαβ ∩Bstd, provided

g 6= fm,β+1 for some m ∈ [2, n] w.r.t. the standard bracket {·, ·}std. In this case
the Poisson coefficient is

(6.12) ωf←
1,β+1

,g = ωf1,β+1,g + ωxnβ,g − ωxn,β+1,g.

Proof. The proof will use the Desnanot–Jacobi identity (see [3]): for a square ma-
trix A, denote by “hatted” subscripts and superscripts deleted rows and columns,
respectively. Then

(6.13) detA · detAĉ1,ĉ2r̂1,r̂2
= detAĉ1r̂1 · detA

ĉ2
r̂2
− detAĉ1r̂2 · detA

ĉ2
r̂1
.
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By adding an appropriate row, we get a similar result for a non square matrix B
with number of rows greater by one than the number of columns:

(6.14) detBr̂1 detB
ĉ1
r̂2r̂3

= detBr̂2 detB
ĉ1
r̂1 r̂3
− detBr̂3 detB

ĉ1
r̂1r̂2

,

and naturally, a similar identity can be obtained for a matrix with number of
columns greater by one than the number of rows.

Start with statement 1. of the Lemma. We will show that f→n+k−α,k is a cluster
variable that can be obtained from the initial cluster through the mutation sequence
(fnα, fn−1,α−1, . . . , fn+k−1−α,k−1). Look at the initial quiver described in Section
3.2, and mutate in direction fnα. We can assume α > 1 because if α = 1 then fnα
is frozen. In this case statement 1 holds trivially, with f→nα = fn,α+1 ∈ Bstd. For
α > 1 the exchange rule is

fnα · f
′
nα = fn,α−1fn−1,α + fn−1,α−1fn,α+1

= xn,α−1

∣
∣
∣
∣

xn−1,α xn−1,α+1

xnα xn,α+1

∣
∣
∣
∣
+

∣
∣
∣
∣

xn−1,α−1 xn−1,α
xn,α−1 xnα

∣
∣
∣
∣
xn,α+1(6.15)

= xnα

∣
∣
∣
∣

xn−1,α−1 xn−1,α+1

xn,α−1 xn,α+1

∣
∣
∣
∣
= xnαf

→
n−1,α−1,

which implies f ′nα = f→n−1,α−1. The arrows of the quiver take the following changes:
the arrows (n, α+ 1)→ (n− 1, α) , (n− 1, α− 1)→ (n, α− 1) and (n− 1, α− 1)→
(n− 1, α) are removed, and an arrow (n, α− 1) → (n, α+ 1) is added. All arrows
incident to (n, α) are inverted. Therefore the exchange rule at (n− 1, α− 1) is now

fn−1,α−1 · f
′
n−1,α−1 = f ′nαfn−2,α−2 + fn−2,α−1fn−1,α−2.

Proceed with the mutation sequence (fnα, fn−1,α−1, . . . , fn+k−1−α,k−1). Assume
by induction that for m ∈ [α], mutating at fn+m−α,m yields the exchanged variable

(6.16) f ′n+m−α,m = f→n−m−1,α−m−1,

and that the exchange rule at fn−m−1,α−m−1 is now

fn−m−1,α−m−1 · f
′
n−m−1,α−m−1 = f ′n+m−α,mfn−m−2,α−m−2

+ fn−m−2,α−m−1fn−m−1,α−m−2.

Write A = X
[α−m−2,α+1]
[n−m−2,n] and let ℓ be the last column of A. Using (6.14) we get

fn−m−1,α−m−1 · f
′
n−m−1,α−m−1

= detA1̂,̂ℓ−1

1̂
detAℓ̂ + detAℓ̂−1,ℓ̂

1̂
detA

ˆm−2

= detA1̂,ℓ̂

1̂
detAℓ̂−1

= fn−m−1,α−m−1 · f
→
n−m−2,α−m−2,

and therefore

f ′n−m−1,α−m−1 = f→n+m−2,α−m−2

The quiver mutates as follows: arrows (n−m− 2, α−m− 2)→ (n−m− 2, α−m− 1)and
(n−m− 2, α−m− 2)→ (n−m− 1, α−m− 2) are removed, arrows (n−m− 2, α−m− 1)→
(n+m− α,m) and (n−m− 1, α−m− 2) → (n+m− α,m) added, and all ar-
rows incident to n−m− 1, α−m− 1 are inverted. Therefore the mutation rule at
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the next cluster variable of the sequence will be now

fn−m−2,α−m−2 · f
′
n−m−2,α−m−2 = f ′n−m−1,α−m−1fn−m−3,α−m−3

+fn−m−3,α−m−2fn−m−2,α−m−3.

That proves that after the mutation sequence (fnα, fn−1,α−1, . . . , fn−k+1,α−k+1)
we get f ′n−k+1,α−k+1 = f→n+k−α,k and therefore it is log canonical with all cluster

variables of the initial cluster, except for (fnα, fn−1,α−1, . . . , fn−k+1,α−k+1) that
were mutated.

Now for g 6= fn+m−α,m with m > k + 1, the coefficient ωfn+k−α,k,g can be
computed: from the Leibniz rule for Poisson brackets, any triple of functions f1, f2, g
such that {f1, g} = ω1f1g and {f2, g} = ω2f2g, must satisfy

{f1f2, g} = (ω2 + ω2) f1f2g,

or, in other words ωf1f2,g = ωf1,g +ωf2,g. Applying this together with the linearity
of the bracket to the exchange rule (6.15) we get

ωfnα,g + ωf ′ = ωfn−1,α−1,g + ωxn,α+1,g,

which is

(6.17) ωf→
n−1,α−1

,g = ωfn−1,α−1,g + ωxn,α+1,g − ωfnα,g.

Again, we proceed inductively: assume that

ωf→
n−k+1,α−k+1

,g = ωfn+k−α,k,g + ωxn,α+1,g − ωxnα,g

and the exchange rule at fn+k−α,k is

fn+k−α,k · f
→
n−k−1,α−k−1 = f→n−k+1,α−k+1fn−k−1,α−k−1 + fn+k−α,k−1fn−k−1,α−k.

This means that

ωf→
n−k−1,α−k−1

,g = ωf→
n−k+1,α−k+1

,g + ωfn−k−1,α−k−1,g − ωfn+k−α,k,g,

and recursively this leads to

(6.18) ωf→
n−k−1,α−k−1

,g = ωfn−k−1,α−k−1,g + ωxn,α+1,g − ωxnα,g,

which complete the proof of statement 1.
Next, look at statement 2. Here also, we will show that f←1,β+1 is a cluster

variable that can be obtained through a mutation sequence, which in this case is
(fn,β+1, fn−1,β+1, . . . , f2,β+1). First, mutate at fn,β+1. It is easy to see, just like in
(6.15) that

f ′ =

∣
∣
∣
∣

xn−1,β xn−1,β+2

xn,β xn,β+2

∣
∣
∣
∣
= f←n−1,β+1.

Just like we have already showed above, arrows (n, β + 2)→ (n− 1, β + 1) , (, n− 1, β)→
(n, β) and (n− 1, β) → (n− 1, β + 1) are removed from the quiver, and an arrow
(n, β)→ (n, β + 2) is added to it. In addition, all the arrows adjacent to (n, β + 1)
are inverted. The exchange rule at fn−1,β+1 is now

fn−1,β+1f
′
n−1,β+1 = f ′n,β+1fn−2,β+1 + fn−1,β+2fn−2,β .

Again we use induction onm with the mutation sequence (fn,β+1, fn−1,β+1, . . . , fm,β+1).
Assume that after mutating at fm+1,β+1 we got

f ′ = f←m,β+1
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and that the exchange rule at fm,β+1 is

(6.19) fm,β+1 · f
′
m,β+1 = f ′m+1,β+1fm−1,β+1 + fm,β+2fm−1,β.

If m > β + 1 then we can set µ = µ (β,m− 1) and B = X
[β,µ+1]
[m−1,n]. Then the

exchange rule is

fm,β+1 · f
′
m,β+1 = detBβ̂ detB2̂µ̂+β

ˆm−1
+ detBµ̂+1 detB2̂β̂

ˆm−1

= detB2̂ detBβ̂µ̂+1
ˆm−1

= f←m−1,β+1fm,β+1.

If, on the other hand, m ≤ β+1 we set µ = µ (β,m− 1) and A = X
[β,n]
[m−1,µ] so that

the exchange rule becomes

fm,β+1 · f
′
m,β+1 = detAdetAβ̂β̂+1

m̂−1µ̂
+ detAβ̂µ̂ detA

β̂+1

m̂−1

= detAβ̂
m̂−1

detAβ̂+1
µ̂ = fm,β+1f

←
m−1,β+1,

hence

f ′m,β+1 = f←m−1,β+1.

It is easy to see that the mutation of the quiver also agrees with the induction
hypothesis, and we can conclude that after the mutation sequence

(6.20) f ′2,β+1 = f←1,β+1,

and therefore f←1,β+1 is log canonical with all functions fij ∈ Bstd, excluding the
functions fm,β+1 that were mutated on the way.

We can now compute the coefficients ωf←
m−1,β+1

,g recursively like we did in the

first statement and get for every fm,β+1 6= g ∈ Bstd,

(6.21) ωf←
1,β+1

,g = ωf1,β+1,g + ωxn,β,g − ωxn,β+1,g.

This completes the proof for statement 2. �

The functions f←1,β+1 and f↑α+1,1 need some special attention:

Lemma 6.5. For k ∈ [β], the function f↓k,n+k−β is log canonical with f←1,β+1 and

f↑α+1,1. The Poisson coefficients are

ω
f
↓

k,n+k−β
,f←

1,β+1

= ωfk,n+k−β ,f1,β+1
+ ωfβ+1,n,f1,β+1

− ωfβn,f1,β+1

+ωfk,n+k−β,fnβ
+ ωfβ+1,n,fnβ

− ωfβn,fnβ

−ωfk,n+k−β,fn,β+1
− ωfβ+1,n,fn,β+1

+ ωfβn,fn,β+1
,

ω
f
↓

k,n+k−β
,f
↑

α+1,1
= ωfk,n+k−β ,fα+1,1

+ ωfβ+1,n,fα+1,1
− ωfβn,fα+1,1

+ωfk,n+k−β,fαn
+ ωfβ+1,n,fαn

− ωfβn,fαn

−ωfk,n+k−β,fα+1,n
− ωfβ+1,n,fα+1,n

+ ωfβn,fα+1,n
.

Proof. Naturally, Lemma 6.4 could be helpful, but it may seem that the proof does
not hold: since the path (fβn, fβ−1,n−1, . . .) crosses the paths (fα+1,n, fα+1,n−1, . . .)
and (fn,β+1, fn−1,β+1, . . .), applying the first mutation sequence followed by the sec-

ond (or the third) one, will not yield the function f↑α+1,1 (or f←1,β+1), because one of
the cluster variables had been mutated in the first sequence. However, this can be
easily settled. First, apply the sequence (fβn, fβ−1,n−1, . . . , ). Now shift every mu-
tated vertex (β −m,n−m) of the new quiver to the place (β −m− 1, n−m− 1)
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i.e., move it one row up and one column to the left. The quiver now looks lo-
cally just like the initial one, with two changes at fβn and at f1,n+1−β. Then, set
ℓ = 2β − n+ 1. Note that if ℓ ≤ 1 the paths do not cross each other, and there is
no problem. Now apply the sequence (fn,β+1, fn−1,β+1, . . . , fℓ+1,β+1). The quiver
then reads the exact same exchange rules as the initial quiver. At f ℓ+1,β+1 the ex-
change rule is then almost the same as it was in the proof above, with one change:

the function fℓ,β+1 is now replaced by f↓ℓ−1,β+1. The exchange rule is

fℓ+1,β+1 · f
′
ℓ+1,β+1 = fℓ,βfℓ+2,β+2 + f←ℓ+1,β+1f

↓
ℓ,β+1.

So write A = X
[β,n]
[ℓ,β+1] and then

fℓ+1,β+1 · f
′
ℓ+1,β+1 = detAdetAβ̂β̂+1

ℓ̂̂ℓ+1
+ detAβ̂+1

ℓ̂
detAβ̂

β̂

= detAβ̂
ℓ̂
detAβ̂+1

β̂
= fℓ+1,β+1f

↓←
ℓ,β+1.

The picture is slightly different in the special case of β = n− 1, because now the
column β + 1 is the last one, but it is not hard to see that the result is still

(6.22) f ′ℓ+1,β+1 = f ′nn = xn−2,n−1 = f↓←ℓ,β+1.

Moving to the next step of the sequence, we mutate at (ℓ, β + 1). The correspond-
ing cluster variable is f ′ℓ,β+1 = f←ℓ−1,β+1 (since it was mutated in the sequence

(fβn, fβ−1,n−1, . . . , )). The exchange rule here reads

f ′ℓ,β+1 · f
′′
ℓ,β+1 = f ′ℓ,β+1fℓ,β+2 + f ′ℓ+1,β+1fℓ−1,β+1

= f←ℓ−1,β+1fℓ,β+2 + f↓ℓβfℓ−1,β+1

and (6.13) can be used again, with A = X
[β,n]
[ℓ−1,β−1,β+1]. The result is

f ′′ℓ,β+1 = f←ℓ,β+1,

and again, the same result can be obtained in the case β = n − 1. So just like in
the proof of Lemma 6.4 we still get f←1,β+1 as a cluster variable, and so it is log

canonical with all the functions of the form f↓k,n+k−β .
The Poisson coefficients can now be computed just like in Lemma 6.4 so

ω
f
↓

k,n+k−β
,f←

1,β+1

= ωfk,n+k−β ,f1,β+1
+ ωfβ+1,n,f1,β+1

− ωfβn,f1,β+1

+ ωfk,n+k−β ,fnβ
+ ωfβ+1,n,fnβ

− ωfβn,fnβ

− ωfk,n+k−β ,fn,β+1
− ωfβ+1,n,fn,β+1

+ ωfβn,fn,β+1
.

This can be done in the same way with the sequence (fα+1,n, . . . , fα+1,2) to show

that f↑α+1,1 is also log canonical with all f↓k,n+k−β . The Poisson coefficient will be

ω
f
↓

k,n+k−β
,f
↑

α+1,1
= ωfk,n+k−β ,fα+1,1

+ ωfβ+1,n,fα+1,1
− ωfβn,fα+1,1

+ ωfk,n+k−β ,fαn
+ ωfβ+1,n,fαn

− ωfβn,fαn

− ωfk,n+k−β ,fα+1,n
− ωfβ+1,n,fα+1,n

+ ωfβn,fα+1,n
.

�

The following Lemma computes the brackets of a function f ∈ Bαβ ∩ Bstd with
certain families of functions in Bstd.
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Lemma 6.6. 1. Let g = fk,β+1 with k ∈ [2, n]. Then

(6.23)
{
f←1,β+1, g

}

std
=

(
ωf1,β+1,g + ωxnβ,g − ωxn,β+1,g

)
f←1,β+1g + f1,β+1g

←

2. For k ∈ [α− 1], let g = fn+m−α,m with m ∈ [k + 1, α] . Then
(6.24)
{
g, f→n+k−α,k

}

std
=

(
ωg,fn+k−α,k

− ωg,xnα
+ ωg,xn,α+1

)
gf→n+k−α,k + fn+k−α,kg

→

Proof. 1. Let g = fk,β+1. we compute the bracket
{

f←1,β+1, g
}

std
directly using

(6.1). Recall that

(
∇f←1,β+1 ·X

)

ij
=

n∑

m=1

∂f←1,β+1

∂xmi
xmj =

(
f←1,β+1

)i←j

and since f←1,β+1 = detX
[β,β+2,...,n]
[1,n−β] we have

(
f←1,β+1

)i←j
= 0

for i < β and i = β + 1. Similarly, the term

(∇g ·X)ij =
n∑

m=1

∂g

∂xmi
xmj = gi←j

vanishes for i < β + 1. On the other hand, looking at the second trace form in
(6.1),

(
X · ∇f←1,β+1

)

ij
=

n∑

m=1

∂f←1,β+1

∂xjm
xim =

(
f←1,β+1

)

j←i
,

which vanishes for j > n− β, and also

(X · ∇g)ij =
n∑

m=1

∂g

∂xjm
xim = gj←i

is non zero only for k ≤ j ≤ n+ k − β − 1. Applying R+ to the matrices ∇f̃k ·X
and X ·∇f̃k vanishes all entries below the main diagonal. On the main diagonal we
have only the original function with some coefficients ξi. So we can write (6.1) as:

{
f←1,β+1, g

}
=

〈
R+

(
∇f←1,β+1 ·X

)
,∇g ·X

〉
−
〈
R+

(
X · ∇f←1,β+1

)
, X · ∇g

〉
‘

=
∑

i<j

(
f←1,β+1

)i←j
gj←i +

∑

i

ξif
←
1,β+1g

i←i

−
∑

i<j

(
f←1,β+1

)

j←i
gi←j −

∑

i

ξ′if
←
1,β+1gi←i,

Look at the term
(

f←1,β+1

)i←j

: whenever (i, j) 6= (β, β + 1) it vanishes, because

f←1,β+1 = detX
[β,β+2,...,n]
[1,n−β] and so

(

f←1,β+1

)i←j

is the determinant of a subma-

trix with two identical columns (j > i). The only non zero term here is then
(

f←1,β+1

)β←β+1

= f1,β+1. Similarly, (f1,β+1)j←i must vanish when i < j, because

it is the determinant of a submatrix with two identical rows. Therefore, the only
non zero terms of the trace form aref1,β+1g

← and the diagonal ones. The latter are
just the product of the two functions multiplied by the coefficients ξi and ξ′i. Note

that f i←i1,β+1 vanishes when i < β+1, and f̃ i←ik vanishes for i < β and for i = β+1.
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Comparing these coefficients with the coefficients of the bracket {f1,β+1, g} , we see
that the only difference is the contribution of the elements in entries (β, β) and
(β + 1, β + 1):

(∇f1,β+1 ·X)
β,β

= 0

(∇f1,β+1 ·X)
β+1,β+1 = f1,β+1

(
∇f←1,β+1 ·X

)

β,β
= f←1,β+1

(
∇f←1,β+1 ·X

)

β+1,β+1
= 0

And this is just the same for xn,β and xn,β+1:

(∇xn,β+1 ·X)
β,β

= 0

(∇xn,β+1 ·X)
β+1,β+1 = xn,β+1

(∇xn,β ·X)β,β = x1,β

(∇xn,β ·X)
β+1,β+1 = 0.

Hence, we can conclude

(6.25)
{
f←1,β+1, g

}

std
=

(
ωf1,β+1,g + ωxn,β,g − ωxn,β+1,g

)
f←1,β+1g + f1,β+1g

←.

2. The proof here follows a similar path: from (6.1) we have
{
g, f→n+k−α,k

}

std
=

〈
R+ (∇g ·X) ,∇f→n+k−α,k ·X

〉

−
〈
R+ (X · ∇g) , X · ∇f→n+k−α,k

〉

and since R+ annihilates all the entries below the main diagonal,

{
g, f→n+k−α,k

}

std
=

α∑

i=m

α−1∑

j=i+1

gi←j
(
f→n+k−α,k

)j←i

+

α∑

i=m

gi←α+1
(
f→n+k−α,k

)α+1←i
+

n∑

j=1

ξjgf
→
n+k−α,k

−
n∑

j=n+m−α

∑

i<j

gj←i
(
f→n+k−α,k

)

i←j

−
n∑

j=1

ξ′jgf
→
n+k−α,k

where ξj and ξ′j are some coefficients. But f→n+k−α,k = detX
[n−k,...,α−1,α+1]
[n−k,n] , and

therefore for every i ∈ [m,α− 1] and j ∈ [i+ 1, α− 1] we get
(
f→n+k−α,k

)j←i
= 0,

because it is the determinant of a matrix with two identical columns. For the same

reason,
(

f→n+k−α,k

)α+1←i

vanishes for every i 6= α. Likewise, the term
(

f→n+k−α,k

)

i←j

is zero for every j ∈ [n+m− α, n] and i < j, because this is also a determinant of
a matrix with two identical columns. So we are left with

{
g, f→n+k−α,k

}

std
= ξgf→n+k−α,k +gα←α+1

(
f→n+k−α,k

)α+1←α

= ξgf→n+k−α,k+ g→fn+k−α,k,
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for some coefficient ξ. Now, compare the coefficients ξj and ξ′j in the bracket
{
g, f→n+k−α

}
to those of {g, fn+k−α,k}. The difference is equal to the difference

between these coefficients in {g, xn,α+1} and {g, xnα} . to see that, note that these
functions are determinants of submatrices of X that are distinguished only by the
last column, which is α+1 in the first case and α in the second. The result, like in
(6.23) is

(6.26)
{
g, f→n+k−α,k

}

std
= (ω1 − ω2 + ω3) f

→
n+k−α,kg + fn+k−α,kg

→,

with

ω1 = ωg,fn+k−α,k

ω2 = ωg,xn,α

ω3 = ωg,xn,α+1.

�

The Lemmas 6.4, 6.5 and 6.6 can be rephrased in a symmetric way: transpose
rows and columns of the matrix, so xij ←→ xji (and therefore fij ←→ fji) and
switch α and β. The proofs are identical.

Lemma 6.7. 1. The function f↓k,n+k−β (with k ∈ [β]) is log canonical with all
functions g ∈ Bαβ ∩ Bstd, provided g 6= fm,n+m−β for some m < k, w.r.t. the
standard bracket {·, ·}std. In this case the Poisson coefficient is

(6.27) ω
f
↓

k,n+k−β
,g
= ωfk,n+k−β ,g + ωxβ+1,n,g − ωxβn,g.

2. The function f↑α+1,1 is log canonical with all functions g ∈ Bαβ ∩ Bstd, provided

g 6= fα+1,m for some m ∈ [2, n] w.r.t. the standard bracket {·, ·}std. In this case
the Poisson coefficient is

(6.28) ω
f
↑

α+1,1
,g
= ωfα+1,1,g + ωxαn,g − ωxn,α+1,g.

Proof. See proof of Lemma 6.4. �

Lemma 6.8. For k ∈ [α], the function f→n+k−α,k is log canonical with f←1,β+1 and

f↑α+1,1.

Proof. See Proof of Lemma 6.5. The path ((n, α) , (n− 1, α− 1) , . . .) can not cross
the path ((n, β + 1) , (n− 1, β + 1) , . . .) since we assume α < β. Proving that

f→n+k−α,k and f↑α+1,1 are log canonical is symmetric proving Lemma 6.5. �

Lemma 6.9. 1. Let g = fα+1,k with k ∈ [2, n]. Then

(6.29)
{

f↑α+1,1, g
}

std
=

(
ωfα+1,1,g + ωxαn,g − ωxα+1,n,g

)
f↑α+1,1g + f1,β+1g

↑

2. For k ∈ [β − 1], let g = fm,n+m−β with m ∈ [k + 1, β] . Then
(6.30)

{

g, f↓k,n+k−β

}

std
=

(
ωg,fk,n+k−β

− ωg,xβn
+ ωg,xβ+1,n

)
gf↓k,n+k−β − fk,n+k−βg

↓

Proof. Same as the proof of Lemma 6.6. �
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Lemma 6.10. 1. Let g ∈ Bstd be a function of the initial standard cluster, and let

(6.31) sωαβ (g) = ωfnα,g − ωfn,α+1,g − ωfnβ ,g + ωfn,β+1,g.

Then

(6.32) sωαβ (g) =







1 if g = fn+k−α,k

−1 if g = fi,β+1

0 otherwise.

2. Let g ∈ Bstd be a function of the initial standard cluster and let

s′ωαβ (g) = ωfαn,g − ωfα+1,n,g − ωfβn,g + ωfβ+1,n,g.

Then

s′ωαβ (g) =







1 if g = fk,n+k−β

−1 if g = fα+1,j

0 otherwise.

(6.33)

Proof. 1. We will compute the coefficients through (6.1). Since ∇xnk = ekn we
have

(∇xnkX)ij =

{

xnj i = k

0 i 6= k,
and (X∇xnk)ij =

{

xik j = n

0 j 6= n.

According to Lemma 6.1,

R+ (∇xnkX)ij =

{

xnj i = k, j > k

ξjxnk i = j

with some coefficients ξj , and

R+ (X∇xnk)ij =

{

xik j = n

ξ′jxnk i = j

with other coefficients ξ′j . Plugging this into (6.1) gives

{xnk, g}std =

n∑

j=k+1

xnj

n∑

i=1

∂g

∂xij
xik +

n∑

j=1

ξjxnkg

−
n−1∑

i=1

xik

n∑

j=1

xnj
∂g

∂xij
−

n∑

j=1

ξ′jxnkg.

Split the last term into the “diagonal” part

D =

n∑

j=1

ξjxnkg −
n∑

j=1

ξ′jxnkg

and the “non diagonal” part

N =
n∑

j=k+1

xnj

n∑

i=1

∂g

∂xij
xik −

n−1∑

i=1

xik

n∑

j=1

xnj
∂g

∂xij
.
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Start with the diagonal part D. We need the coefficients ξj and ξ′j for k = α, β, α+

1, β + 1. Recall (6.3):

R+ (eαα) =
1

n

n−1∑

j=1

sα (j)
(

ĥj − ĥj−1
)

+ ĥα

+ĥβ − (n− α) ĥβ−1 + (n− β) ĥα+1

R+ (eββ) =
1

n

n−1∑

j=1

sβ (j)
(

ĥj − ĥj−1
)

+(1− n) ĥα + αĥβ−1 + (n− β) ĥα+1

+ĥβ

{

1 β > α+ 1

(1− n) β = α+ 1

R+ (eα+1,α+1) =
1

n

n−1∑

j=1

sα+1 (j)
(

ĥj − ĥj−1
)

+(1− n) ĥβ + αĥβ−1 + (n− β) ĥα+1

+ĥα

{

1 β > α+ 1

(1− n) β = α+ 1

R+ (eβ+1,β+1) =
1

n

n−1∑

j=1

sβ+1 (j)
(

ĥj − ĥj−1
)

+ ĥα + ĥβ + αĥβ−1 − βĥα+1

R+ (enn) =
1

n

n−1∑

j=1

−j
(

ĥj − ĥj−1
)

+ ĥα + ĥβ + αĥβ−1 − βĥα+1.

Using
(

ĥj − ĥj−1
)

= 1
n
diag (−1, . . . ,−1) + ejj and the fact

sα (j)− sα+1 (j) =

{

n j = α

0 j 6= α

we get

n−1∑

j=1

sα (j)
(

ĥj − ĥj−1
)

−
n−1∑

j=1

sα+1 (j)
(

ĥj − ĥj−1
)

= diag (−1, . . . ,−1) + neαα,

and
n−1∑

j=1

sβ+1 (j)
(

ĥj − ĥj−1
)

−
n−1∑

j=1

sβ (j)
(

ĥj − ĥj−1
)

= diag (1, . . . , 1)− neββ.

Putting everything together gives

R+ (eαα − eββ − eα+1,α+1 + eβ+1,β+1)(6.34)

= n
(

ĥα + ĥβ − ĥα+1 − ĥβ−1
)

+ neαα − neββ,(6.35)

for β > α+ 1, or in the case β = α+ 1:

R+ (eαα − eββ − eα+1,α+1 + eβ+1,β+1) = eαα − eα+1,α+1,



CLUSTER STRUCTURES WITH MINIMAL BD DATA, I 37

and since ĥα−ĥα+1 = 1
n
diag (1, . . . , 1)−eα+1,α+1, and ĥβ−ĥβ−1 = 1

n
diag (−1, . . . ,−1)+

eββ, (6.34) turns to

R+ (eαα − eββ − eα+1,α+1 + eβ+1,β+1) = (eαα − eα+1,α+1) .

Since D is a trace of two matrices, we are only interested in products of the di-
agonal elements in R+ (∇xnk ·X), R+ (X · ∇xnk) with the corresponding diagonal
elements in ∇g · X and X · ∇g. These products vanish for all g ∈ Bstd except
g = fi,α+1 (which is a the determinant of a submatrix that has column α + 1 but
not col. α) or g = fn−α+k,k (a determinant of a submatrix that has column α but

not column α+ 1). Write ωDfnk,g
= D

fnkg
, So the sum of coefficients of the diagonal

part is

ωDfnα,g
− ωDfnβ ,g

− ωDfn,α+1,g
+ ωDfn,β+1,g

=







1 g = fn−α+k,k

−1 g = fi,α+1

0 otherwise.

We now turn to the non diagonal part N : recall

(∇xnkX)ij = (xnk)
i←j

=

{

xnj i = k

0 i 6= k,

(X∇xnk)ij = (xnk)j←i =

{

xik j = n

0 j 6= n,

and we have

R+ (∇xnkX) =













0
. . . xn,k+1 · · · xn,n

. . .

. . .

. . .













,

and

R+ (X∇xnk) =













0 x1k
. . .

...
. . .

...
. . . xn−1,k

. . .













,
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so when computing the bracket with (6.1),

N =

n∑

j=k+1

xnj

n∑

i=1

∂g

∂xij
xik −

n−1∑

i=1

xik

n∑

j=1

xnj
∂g

∂xij

= xnk

n∑

j=k+1

xnj
∂g

∂xnj
−
n−1∑

i=1

xik

k∑

j=1

xnj
∂g

∂xij

= xnk

n∑

j=k+1

xnj
∂g

∂xij
−

n∑

i=1

xik

k∑

j=1

xnj
∂g

∂xij
+ xnk

k∑

j=1

xnj
∂g

∂xnj

= xnk

n∑

j=1

xnj
∂g

∂xnj
−

n∑

i=1

xik

k∑

j=1

xnj
∂g

∂xij

= xnkg −
n∑

i=1

xik

k∑

j=1

xnj
∂g

∂xij
.

Now, since g is a determinant of some submatrix A of X , let gmaxand gmin denote
the maximal (right) and minimal (left) columns of A. Similarly, let gmax be the
last row of A. Then

n∑

i=1

xik

k∑

j=1

xnj
∂g

∂xij
=







0 gmin > k

xnkg gmin ≤ k ≤ gmax

xnkg gmax < k −→ gmax=n

so that

N =

{

xnkg gmin > k

0 gmin ≤ k.

Defining ωNfnk,g
= N

fnkg
, summing over k = α, α + 1, β, β + 1 we get

∑
ωNfnk,g

6= 0

only when g = fi,α+1 or g = fi,β+1, or in the “special” case β = α+1 : we can then
write the sum of these coefficients:

∑

ωNfnk,g
=







0 gmin = α

1 gmin = α+ 1

0 gmin = β and β > α+ 1

−1 gmin = β + 1.

We now add the diagonal part coefficients, for sωαβ(g) =
∑
ωNfnk,g

+
∑
ωDfnk,g

,
so

(1) If g = fi,α+1, then the sum of non diagonal coefficients is 1. We have
seen that in this case the sum of diagonal coefficients is −1, and therefore
sωαβ(g) = 0.

(2) If g = gi,β and β = α+ 1, just like in 1., it is sωαβ(g) = 0.
(3) If g = fi,β+1 then sωαβ(g) = −1.
(4) If g = fn+k−α,k then sωαβ(g) = −1.
(5) For any other g ∈ Bstd, sωαβ(g) = 0.

This completes the proof of part 1. of the Lemma. Part 2. is similar, using the
symmetries xij ←→ xji (and therefore fij ←→ fji), and α←→ β. �
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