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Abstract. Real projective structures on n-orbifolds are useful in un-
derstanding the space of representations of discrete groups into SL(n +
1,R) or PGL(n+1,R). A recent work shows that many hyperbolic man-
ifolds deform to manifolds with such structures not projectively equiva-
lent to the original ones. The purpose of this paper is to understand the
structures of ends of real projective n-dimensional orbifolds. In partic-
ular, these have the radial or totally geodesic ends. In previous papers,
we classified properly convex or complete radial ends under suitable con-
ditions. In this paper, we will study radial ends that are convex but not
properly convex nor complete affine. The main techniques are the the-
ory of Fried and Goldman on affine manifolds, and a generalization of
the work on Riemannian foliations by Molino, Carrière, and so on. We
will show that these are quasi-joins of horospheres and totally geodesic
radial ends. These are deformations of joins of horospheres and totally
geodesic radial ends.
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1. Introduction

1.1. Preliminary definitions. We will briefly review the definitions al-
ready found in previous papers [13] and [14].

1.1.1. Topology of orbifolds and their ends. An orbifold O is a topological
space with charts modeling open sets by quotients of Euclidean open sets
or half-open sets by finite group actions and compatibly patched with one
another. The boundary ∂O of an orbifold is defined as the set of points
with only half-open sets as models. Orbifolds are stratified by manifolds.
Let O denote an n-dimensional orbifold with finitely many ends where end-
neighborhoods are homeomorphic to closed (n − 1)-dimensional orbifolds
times an open interval. We will require that O is strongly tame; that is,
O has a compact suborbifold K so that O − K is a disjoint union of end-
neighborhoods homeomorphic to closed (n − 1)-dimensional orbifolds mul-
tiplied by open intervals. Hence ∂O is a compact suborbifold. (See [11] for
an introduction to the geometric orbifold theory.)
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1.1.2. Real projective structures and ends. We will consider an orbifold O
with a real projective structure: This can be expressed as

• having a pair (dev, h) where dev : Õ → RPn is an immersion equi-
variant with respect to
• the homomorphism h : π1(O) → PGL(n + 1,R) where Õ is the uni-

versal cover and π1(O) is the group of deck transformations acting

on Õ.

(dev, h) is only determined up to an action of PGL(n + 1,R) given by

g ◦ (dev, h(·)) = (g ◦ dev, gh(·)g−1) for g ∈ PGL(n + 1,R).

We will use only one pair where dev is an embedding for this paper and
hence identify Õ with its image. A holonomy is an image of an element
under h. The holonomy group is the image group h(π1(O)).

We will assume that our real projective orbifold O is a strongly tame
orbifold and some of the ends are radial. Each radial end has a neighborhood
U, and each component Ũ of the inverse image p−1

O (U) has a foliation by
properly embedded projective geodesics ending at a common point vŨ ∈
RPn. We call such a point a pseudo-end vertex. Given an end E of O, we can
define a pseudo-end Ẽ corresponding to it. π1(O) acts on the set of pseudo-

ends corresponding to E transitively. The subgroup fixing a pseudo-end Ẽ is
denoted by π1(Ẽ ). See [13] for detail. Heuristically, a pseudo-end is a class
of “equivalent” system of connected open sets covering end neighborhoods
of E .

• The space of directions of oriented projective geodesics through vẼ
forms an (n− 1)-dimensional real projective space. We denote it by
Sn−1

vẼ
, called a linking sphere.

• Two lines in Õ from vẼ are regarded equivalent if they are identical

near vẼ . Let Σ̃Ẽ denote the space of equivalence classes of lines from

vẼ in Ũ. Σ̃Ẽ projects to a convex open domain in an affine space in

Sn−1
vE by the convexity of Õ. Then by Proposition 2.1 of [13], Σ̃Ẽ is

projectively diffeomorphic to
– either a complete affine space An−1,
– a properly convex domain,
– or a convex but not properly convex and not complete affine

domain in An−1.
• We denote by ΣẼ the real projective (n − 1)-orbifold Σ̃E/ΓE . Since

we can find a transversal orbifold ΣẼ to the radial foliation in a

pseudo-end-neighborhood for each pseudo-end Ẽ of O, it lifts to a
transversal surface Σ̃Ẽ in Ũ. We can also simply denote it by ΣE .

• We say that a radial pseudo-end Ẽ is convex (resp. properly convex,

and complete affine) if Σ̃Ẽ is convex (resp. properly convex, and
complete affine).

Thus, a radial end is either
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CA: complete affine,
PC: properly convex, or
NPCC: convex but not properly convex and not complete affine.

In [13], we described an NPCC-end E as a R-end E with ΣE foliated
by complete affine spaces of dimension i0 for 0 < i0 < n − 1. For a p-R-
end Ẽ corresponding to E , Σ̃Ẽ ⊂ Sn−1

Ẽ
is a convex but not properly convex

and not complete affine. Then it is foliated by complete affine spaces of
dimension i0 with common boundary great sphere Si0−1

∞ of dimension i0− 1.
The space of such leaves can be identified with a properly convex open
domain of dimension n − i0 − 1. Here, we will call i0 the fiber-dimension of
the NPCC-end E .

From now on, instead of the term “pseudo-end”, we will use the term
“p-end”.

1.2. Main results. Recall from [13] that the universal cover Σ̃Ẽ of the end
orbifold ΣẼ is foliated by i0-dimensional totally geodesic leaves for i0 > 1.

The end fundamental group π1(Ẽ ) acts on a properly convex domain K that

is the space of i0-dimensional totally geodesic leaves foliating Σ̃Ẽ .
Given a properly convex domain K , Aut(K ) is virtually isomorphic to

Rl−1 × Γ1 × · · · × Γl

for strongly irreducible semisimple groups Γi , i = 1, ... , l if and only if K is
a strict join

K1 ∗ · · · ∗ Kl

where Ki is a properly convex domain of dimension ji where j1 + · · · + jl +
l − 1 = n. (Of course, it can be l = 1.) The virtual center of Aut(K ) is the
diagonalizable group corresponding to Rl−1. (See Section 2.2 of [13]. Here
there is no condition on strict convexity of Ki ).

The main result of this paper is:

Theorem 1.1. Let O be a strongly tame properly convex real projective
orbifold with radial or totally geodesic ends. Assume that the holonomy
group of O is strongly irreducible.

• Let Ẽ be an NPCC p-R-end.
• Let K be the convex n− i0 − 1-dimensional domain that is the space

of i0-dimensional totally geodesic affine spaces foliating the universal
cover Σ̃Ẽ of the end orbifold ΣẼ .

We assume that

• a virtual center of ΓẼ goes to a Zariski dense subgroup of the virtual
center of the group Aut(K ) of projective automorphisms of K and

• the p-end fundamental group π1(Ẽ ) satisfies the weak middle-eigenvalue
condition for NPCC-ends.

Then Ẽ is of quasi-joined type p-R-end.
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See Definition 3.4 for the weak middle-eigenvalue condition for NPCC-
ends. Without this condition, we doubt we can obtain this type of results.
However, it is open to investigations. In this case, Ẽ does not satisfy the
uniform middle-eigenvalue condition as stated in [13] for properly convex
ends.

We will explain the quasi-joined type in Section 4.3. (See Definition 4.15.)
We remark that Cooper and Leitner has classified the properly convex

ends when the end fundamental group is amenable. (See Leitner [27] and
[28].) Also, Ballas [2] and [1] has found some examples of joined ends when
the semisimple part is a trivial group.

Recall the dual orbifoldO∗ given a properly convex real projective orbifold
O. (See [13] and Section 6.2 in [14].) The set of ends of O is in one-to-one
correspondence with the set of ends of O∗. We show that a dual of a quasi-
joined NPCC p-R-end is a quasi-joined NPCC p-R-end.

Corollary 1.2. Let O be a strongly tame properly convex real projective
orbifold with radial or totally geodesic ends. Let Ẽ be a quasi-joined NPCC
p-R-end for an end E of O satisfying the weak middle-eigenvalue condition.
Let O∗ denote the dual real projective orbifold of O. Let Ẽ ∗ be a p-end
corresponding to a dual end of E . Then Ẽ ∗ has a p-end neighborhood of a
quasi-joined type p-R-end.

In short, we are saying that Ẽ ∗ can be considered a quasi-joined type p-R-
end by choosing its p-end vertex well. However, this does involve artificially
introducing a radial foliation structure in an end neighborhood.

1.3. Outline. In Section 2, we will briefly review the real projective geom-
etry and convex sets.

In Section 3, we discuss the R-ends that are NPCC. First, we show that
the end holonomy group for an end E will have an exact sequence

1→ N → h(π1(Ẽ )) −→ NK → 1

where NK is in the projective automorphism group Aut(K ) of a properly
convex compact set K and N is the normal subgroup mapped to the trivial
automorphism of K and K o/NK is compact. We show that ΣẼ is foliated
by complete affine spaces of dimension ≥ 1. We will explain the main
eigenvalue estimates following from the weak middle eigenvalue condition
for NPCC-ends. Then we will explain our plan to prove Theorem 1.1.

In Section 4, we introduce the example of joining of horospherical and
totally geodesic R-ends. We will now study a bit more general situation
introducing a Hypothesis 4.4. By computations involving the normalization
conditions, we show that the above exact sequence is virtually split and we
can surprisingly show that the p-R-ends are of joined or quasi-joined types.
Then we show using the irreducibility of the holonomy group of π1(O) that
they can only be of quasi-joined type using the irreducibility. As a final
part of this section, we discuss the case when NK is a discrete. We prove
Theorem 1.1 for this case.
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In Section 5, we discuss when NK is not discrete. There is a foliation
by complete affine spaces as above. We use some estimates on eigenvalues
to show that each leaf is of polynomial growth. The leaf closures are sub-
orbifolds Vl by the theory of Carrière [8] and Molino [30] on Riemannian
foliations. They form the fibration with compact fibers. π1(Vl) is solvable
using the work of Carrière [8]. One can then take the syndetic closure to
obtain a bigger group that act transitively on each leaf following Fried and
Goldman [23]. We find a standard nilpotent group acting on each leaf tran-
sitively normalized by ΓẼ . Then we show that the end also splits virtually
using the theory of Section 4. This proves Theorem 1.1.

In Section 6, we prove Corollary 1.2.

Remark 1.3. Note that the results are stated in the space Sn or RPn. Often
the result for Sn implies the result for RPn. In this case, we only prove for
Sn. In other cases, we can easily modify the Sn-version proof to one for the
RPn-version proof.

1.4. Acknowledgements. We thank Yves Carrière with the general ap-
proach to study the indiscrete cases for nonproperly convex ends using his
and Molino’s work considering the Riemannian foliation with leaves of poly-
nomial growth. I thank Sam Ballas and Daryl Cooper for explain their
theory as related to our.

2. Preliminaries

In this paper, we will be using the smooth category: that is, we will be
using smooth maps and smooth charts and so on. We explain the material
in the introduction again. We will establish that the universal cover Õ of
our orbifold O is a domain in Sn with a projective automorphism group
Γ ⊂ SL±(n + 1,R) acting on it. In this case, O is projectively diffeomorphic

to Õ/Γ.

2.1. Real projective structures. Let d denote the standard spherical
metric on Sn (resp. RPn). Let O denote the origin of any vector space
here. Given a vector space V , we denote by P(V ) the projective space
(V − {O})/ ∼ where ~v ∼ ~w iff ~v = s~w for s ∈ R − {0} and we denote
by S(V ) the sphere (V − {O})/ ∼ where ~v ∼ ~w for s ∈ R+. We de-
note RPn = P(Rn+1) and Sn = S(Rn+1). A subspace of P(V ) or S(V ) is
the image of a subspace in V with O removed. Given any linear isomor-
phism f : V → W , we denote by P(f ) the induced projective isomorphism
P(V )→ P(W ) and S(f ) the induced map S(V )→ S(W ). These maps are
called projective maps.

The complement of a codimension-one subspace W in RPn can be con-
sidered an affine space An by correspondence

[1, x1, ... , xn]→ (x1, ... , xn)
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for a coordinate system where W is given by x0 = 0. The group Aff(An) of
projective automorphisms acting on An is identical with the group of affine
transformations of form

~x 7→ A~x + ~b

for a linear map A : Rn → Rn and ~b ∈ Rn. The projective geodesics and the
affine geodesics agree up to parametrizations.

A cone C in Rn+1 − {O} is a subset so that given a vector x ∈ C , sx ∈ C
for every s ∈ R+. A convex cone is a cone that is a convex subset of Rn+1

in the usual sense. A proper convex cone is a convex cone not containing a
complete affine line.

Note that we can double-cover RPn by Sn the unit sphere in Rn+1 and
this induces a real projective structure on Sn.

We can think of Sn as S(Rn+1). We call this the real projective sphere.
The antipodal map

A : Sn → Sn given by [~v ]→ [−~v ] for ~v ∈ Rn+1 − {O}

which generates the covering automorphism group of Sn → RPn. The group
Aut(Sn) of projective automorphisms of Sn is isomorphic to SL±(n + 1,R).

A great segment is a geodesic segment with antipodal end vertices, which
is convex but not properly convex. A segment has d-length = π if and only
if it is a great segment.

Given a projective structure where dev : Õ → RPn is an embedding to
a properly convex open subset as in this paper, dev lifts to an embedding
dev′ : Õ → Sn to an open domain D without any pair of antipodal points.
D is determined up to A.

Let Γ denote the group of deck transformations of Õ.

2.2. Convexity and convex domains. A complete real line in RPn is
a 1-dimensional subspace of RPn with one point removed. That is, it is
the intersection of a 1-dimensional subspace by an affine space. An affine
i-dimensional subspace is a submanifold of Sn or RPn projectively diffeomor-
phic to an i-dimensional affine subspace of a complete affine space. A convex
projective geodesic is a projective geodesic in a real projective orbifold which
lifts to a projective geodesic, the image of whose composition with a devel-
oping map does not contain a complete real line. A real projective orbifold
is convex if every path can be homotopied to a convex projective geodesic
with endpoints fixed.

In the double cover Sn of RPn, an affine space An is the interior of a
hemisphere. A domain in RPn or Sn is convex if it lies in some affine subspace
and satisfies the convexity property above. Note that a convex domain in
RPn lifts to ones in Sn up to the antipodal map A. A convex domain in
Sn not containing an antipodal pair maps to one in RPn homeomorphically.
(Actually from now on, we will only be interested in convex domains in Sn.)
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3. The weak middle eigenvalue conditions for NPCC ends

We will now study the ends where the transverse real projective structures
are not properly convex but not projectively diffeomorphic to a complete
affine subspace. Let Ẽ be a p-R-end of O and let U the corresponding
p-end-neighborhood in Õ with the p-end vertex vẼ . Let Σ̃Ẽ denote the

universal cover of the p-end orbifold ΣẼ as a domain in Sn−1
vẼ

.

In Section 3.1, we will discuss the general setting that the NPCC-ends
satisfy. In Section 3.2, we will give a plan to prove Theorem 1.1. This will
be accomplished in Sections 4 and 5.

3.1. General setting. The closure Cl(Σ̃Ẽ ) contains a great (i0−1)-dimensional

sphere and the convex open domain Σ̃Ẽ is foliated by i0-dimensional hemi-
spheres with this boundary. These follow from Section 1.4 of [9]. (See also

[21].) Let Si0−1
∞ denote the great (i0 − 1)-dimensional sphere in Sn−1

vẼ
of Σ̃Ẽ .

The space of i0-dimensional hemispheres in Sn−1
vẼ

with boundary Si0−1
∞ form

a projective sphere Sn−i0−1. The projection

ΠK : Sn−1
vẼ
− Si0−1

∞ −→ Sn−i0−1(1)

↑ ↑

Σ̃Ẽ −→ K o

gives us an image of Σ̃Ẽ that is the interior K o of a properly convex compact
set K .

Let Si0∞ be a great i0-dimensional sphere in Sn containing vẼ correspond-

ing to the directions of Si0−1
∞ from vẼ . The space of (i0 + 1)-dimensional

hemispheres with boundary Si0∞ again has the structure of the projective
sphere Sn−i0−1, identifiable with the above one. We have the projection ΠK

giving us the image K o of a p-end-neighborhood U.
Each i0-dimensional hemisphere H i0 in Sn−1

vẼ
with bdH i0 = Si0−1

∞ corre-

sponds to an (i0 + 1)-dimensional hemisphere H i0+1 in Sn with common
boundary Si0∞ that contains vẼ .

Let SL±(n+ 1,R)Si0∞,vẼ
denote the subgroup of Aut(Sn) acting on Si0∞ and

v∞. The projection ΠK induces a homomorphism

Π∗K : SL±(n + 1,R)Si0∞,vẼ
→ SL±(n − i0 − 1,R).

Suppose that Si0∞ is h(π1(Ẽ ))-invariant. We let N be the subgroup of

h(π1(Ẽ )) of elements inducing trivial actions on Sn−i0−1. The above exact
sequence

(2) 1→ N → h(π1(Ẽ ))
Π∗K−→ NK → 1

is so that the kernel normal subgroup N acts trivially on Sn−i0−1 but acts
on each hemisphere with boundary equal to Si0∞ and NK acts faithfully by
the action induced from Π∗K .
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Since K is a properly convex domain, K o admits a Hilbert metric dK and
Aut(K ) is a subgroup of isometries of K o . Here NK is a subgroup of the
group Aut(K ) of the group of projective automorphisms of K , and NK is

called the semisimple quotient of h(π1(Ẽ )) or ΓẼ .

Theorem 3.1. Let ΣẼ be the end orbifold of an NPCC p-R-end Ẽ of a
strongly tame properly convex n-orbifold O with radial or totally geodesic
ends. Let Õ be the universal cover in Sn. We consider the induced action
of h(π1(Ẽ )) on Aut(Sn−1

vẼ
) for the corresponding end vertex vẼ . Then

• ΣẼ is foliated by complete affine subspaces of dimension i0, i0 > 0.

• h(π1(Ẽ )) fixes the great sphere Si0−1
∞ of dimension i0 − 1 in Sn−1

vẼ
.

• There exists an exact sequence

1→ N → π1(Ẽ )
Π∗K−→ NK → 1

where N acts trivially on quotient great sphere Sn−i0−1 and NK acts
faithfully on a properly convex domain K o in Sn−i0−1 isometrically
with respect to the Hilbert metric dK .

We denote by FẼ the foliation on Σ̃Ẽ or the corresponding one in ΣẼ .

3.1.1. The main eigenvalue estimations. We denote by ΓẼ the p-end fun-
damental group acting on U fixing vẼ . Denote the induced foliations on

ΣẼ and Σ̃Ẽ by FẼ . For each element g ∈ ΓẼ , we define lengthK (g) to be
inf{dK (x , g(x))|x ∈ K o}.

Definition 3.2. Given an eigenvalue λ of an element g ∈ SL±(n + 1,R), a
C-eigenvector ~v is a nonzero vector in

REλ(g) := Rn+1 ∩ (ker(g − λI ) + ker(g − λ̄I )),λ 6= 0, Imλ ≥ 0

Any element of g has a Jordan decomposition. An irreducible Jordan-
block corresponds to a unique subspace in Cn+1, called an elementary Jordan
subspace. We denote by Jµ,i ⊂ Cn+1 for an eigenvalue µ ∈ C for i in an index
set.

• A real elementary Jordan subspace is defined as

Rµ,i := Rn+1 ∩ (Jµ,i + Jµ̄,i ),µ 6= 0, Imµ ≥ 0

of Jordan subspaces with Jµ,i = Jµ̄,i in Cn+1.
• We define the real sum of elementary Jordan-block subspaces is de-

fined to be ⊕
i∈I

Rµ,i

for a finite collection I .
• A point [~v ],~v ∈ Rn+1, is affiliated with a norm µ of an eigenvalue if
~v ∈

⊕
|λ|=µ,i∈Iλ Rλ,i for a sum of all real elementary Jordan subspaces

Rλ,i , µ = |λ|.
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Let V i+1
∞ denote the subspace of Rn+1 corresponding to Si∞. By invariance

of Si∞, if

⊕(µ,i)∈JRµ,i ∩ V i+1
∞ 6= ∅

for some finite collection J, then ⊕(µ,i)∈JRµ,i ∩ V i+1
∞ always contains a C-

eigenvector.

Definition 3.3. Let ΣẼ be the end orbifold of a nonproperly convex and

p-R-end Ẽ of a strongly tame properly convex n-orbifold O with radial or
totally geodesic ends. Let ΓẼ be the p-end fundamental group. We fix a
choice of a Jordan decomposition of g for each g ∈ ΓẼ .

• Let λ1(g) denote the largest norm of the eigenvalue of g ∈ ΓẼ affili-

ated with ~v 6= 0, [~v ] ∈ Sn − Si0∞, i.e.,

~v ∈
⊕

(µ1(g),i)∈J

Rµ1(g),i − V i0+1
∞ , |µ1| = λ1(g)

where J indexes all elementary Jordan subspaces of λ1(g).
• Also, let λn+1(g) denote the smallest one affiliated with a nonzero

vector ~v , [~v ] ∈ Sn − Si0∞, i.e.,

~v ∈
⊕

(µ1(g),i)∈J′
Rµn+1(g),i − V i0+1

∞ , |µn+1| = λn+1(g)

where J ′ indexes all real elementary Jordan subspaces of λn+1(g).
• Let λ(g) be the largest of the norm of the eigenvalue of g with a
C-eigenvector ~v , [~v ] ∈ Si0∞ and λ′(g) the smallest such one.

(The sums of the Jordan subspaces here are of course well-defined.)
Suppose that K has a decomposition into K1 ∗ · · ·∗Kl0 for properly convex

domains Ki , i = 1, ... , l0. Let Ki , i = 1, ... , s, be the ones with dimension
≥ 2. NK is virtually isomorphic to a cocompact subgroup of the product

Zl0−1 × Γ1 × · · · × Γs

where Γi is obtained from NK by restricting to Ki and A is a free abelian
group of finite rank. (Note that Γi are not necessarily discrete.)

The virtual center of ΓẼ is the elements that corresponds to Zl0 .
As in Section 6 of [13], each Ki is a properly convex domain or a point by

Theorem 1.1 of [4].

We will assume that the p-end fundamental group π1(Ẽ ) satisfies the weak
middle eigenvalue condition for NPCC-ends:

Definition 3.4. Let λ̄(g) denote the largest norm of the eigenvalues of
g ∈ ΓẼ . Let λvẼ

(g) denote the eigenvalue of g at vẼ . The weak middle

eigenvalue condition is that for each element g of π1(Ẽ ),

(3) λ̄(g) ≥ λ1(g) ≥ λvẼ
(g)
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Hueristically, this can be considered “transversal middle eigenvalue con-
dition”.

The following proposition is very important in this article and shows that
λ1(g) and λn+1(g) are true largest and smallest norms of the eigenvalues of
g . We will sharpen the following to inequality in the discrete and indiscrete
cases.

Proposition 3.5. Let ΣẼ be the end orbifold of a nonproperly convex p-R-

end Ẽ of a strongly tame properly convex n-orbifold O with radial or totally
geodesic ends. Suppose that Õ in Sn (resp. RPn) covers O as a universal
cover. Let ΓẼ be the p-end fundamental group satisfying the weak middle-
eigenvalue condition. Let g ∈ ΓẼ . Then

λ1(g) ≥ λ(g) ≥ λ′(g) ≥ λn+1(g)

holds.

Proof. We may assume that g is of infinite order. Suppose that λ̄(g) >
λ1(g). We have λ̄(g) ≥ λvẼ

(g) by the weak uniform middle eigenvalue

condition. If λ̄(g) = λvẼ
(g), then λvẼ

(g) > λ1(g) contradicts the weak

uniform middle eigenvalue condition. Thus, λ̄(g) > λvẼ
(g).

Now, λ1(g) < λ̄(g) implies that

Rλ̄(g) :=
⊕

(µ1(g),i)∈J

Rµ,i (g), |µ| = λ̄(g)

is a subspace of V i0+1
∞ and corresponds to a great sphere Sj . Hence, a great

sphere Sj , j ≥ 0, in Si0∞ is disjoint from {vẼ , vẼ−}. Since vẼ ∈ Si0∞ is not

contained in Sj , we obtain j + 1 ≤ i0.
A vector space V1 corresponds the real sum of Jordan-block subspaces

where g has strictly smaller norm eigenvalues and is complementary to Rλ̄(g).

Let C1 = S(V1). The great sphere C1 is disjoint from Sj but C1 contains vẼ .

Moreover, C1 is of complementary dimension to S j , i.e., dimC1 = n − j − 1.
Since C1 is complementary to Sj ⊂ Si0∞, a complementary subspace C ′1 to

Si0∞ of dimension n − i0 − 1 is in C1. Considering the sphere Sn−1
vẼ

at vẼ , it

follows that C ′1 goes to an n− i0−1-dimensional subspace C ′′1 in Sn−1
vẼ

disjoint

from ∂l for any complete affine leaf l . Each complete affine leaf l of Σ̃Ẽ has

the dimension i0 and meets C ′′1 in Sn−1
vẼ

by the dimension consideration.

Hence, a small ball B ′ in U meets C1 in its interior.

For any [v ] ∈ B ′, v ∈ Rn+1, v = v1 + v2 where [v1] ∈ C1 and [v2] ∈ Sj .

We obtain gk([v ]) = [gk(v1) + gk(v2)],(4)

where we used g to represent the linear transformation of determinant ±1
as well. By the real Jordan decomposition consideration, the action of gk

as k →∞ makes the former vectors very small compared to the latter ones,
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Figure 1. The figure for the proof of Proposition 3.5.

i.e.,

||gk(v1)||/||gk(v2)|| → 0 as k →∞.

Hence, gk([v ]) converges to the limit of gk([v2]) if it exists.
Now choose [w ] in C1 ∩B ′ and v , [v ] ∈ Sj . We let w1 = [w + εv ] and w2 =

[w − εv ] in B ′ for small ε > 0. Choose a subsequence {ki} so that gki (w1)
converges to a point of Sn. The above estimation shows that {gki (w1)} and
{gki (w2)} converge to an antipodal pair of points in Cl(U) respectively. This
contradicts the proper convexity of U as gk(B ′′) ⊂ U and the geometric limit
is in Cl(U).

Also the consideration of g−1 completes the inequality.
�

3.2. The plan of the proof of Theorem 1.1. We will show that our
NPCC-ends are quasi-joined type ones; i.e., we prove Theorem 1.1 by prov-
ing Theorems 4.19 in Section 4 and Theorem 4.18 in Section 5. We divide
into two case: we study first the case when NK is discrete and when NK is
indiscrete.

We will discuss some general results. For results in Section 4 except
for Section 4.5 we do not use a discreteness assumption on the semisimple
quotient group NK . We will use Hypotheses 4.4 and 4.12 generalizing our
situation.

• We show that ΓẼ acts as scalar times orthogonal group on N as

realized as an real abelian group Ri0 . See Lemmas 4.6 and 4.8. This
is done by computations and coordinate change arguments and the
distal group theory of Fried [22].
• We refine the matrix forms in Lemma 4.6 when µg = 1. Here the

matrices are in almost desired forms.
• Proposition 4.11 shows the splitting of the representation of ΓẼ . Ba-

sically, one uses the weak middle eigenvalue condition to realize the
compact (n − i0 − 1)-dimensional set where ΓẼ acts on.
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• In Section 4.3, we discuss joins and quasi-joins. The idea is to show
that the join cannot occur by Propositions 5.6 and 5.7 of [14]. This
will settle for the cases of discrete NK by Theorem 4.19 in Section
4.5.

In Section 5, we will settle for the cases of indiscrete NK where we will use
these methods.

4. The general theory and the discrete case

Now, we will be working on projective sphere Sn only for while. Suppose
that the semisimple quotient group NK is a discrete subgroup of Aut(Sn−i0−1),
which is a much simpler case to start. NK virtually equals the cocompact
subgroup of the group

Zl0−1 × Γ1 × · · · × Γl0

since each factor Γi commutes with the other factors and acts trivially on
Kj for j 6= i as was shown in the proof of Theorem 5.5 of [14] and NK acts
cocompactly on K . To begin with we do not assume NK is discrete until the
last subsection.

4.1. Examples. First, we give some examples.

4.1.1. The standard quadric in Ri0+1 and the group acting on it. Let us
consider an affine subspace Ai0+1 of Si0+1 with coordinates x0, x1, ... , xi0+1

given by x0 > 0. The standard quadric in Ai0+1 is given by

xi0+1 = x2
1 + · · ·+ x2

i0 .

Clearly the group of the orthogonal maps O(i0) acting on the planes given
by xi0+1 = const acts on the quadric also. Also, the matrices of the form 1 0 0

~vT Ii0 0
||~v ||2

2 ~v 1


induce and preserve the quadric. They are called the standard cusp group.

The group of affine transformations that acts on the quadric is exactly the
Lie group generated by the cusp group and O(i0). The action is transitive
and each of the stabilizer is a conjugate of O(i0) by elements of the cusp
group.

The proof of this fact is simply that such an affine transformation is
conjugate to an element a parabolic group in the i0 +1-dimensional complete
hyperbolic space H where the ideal fixed point is identified with [0, ... , 0, 1] ∈
Si0+1 and with bdH tangent to bdAi0 .

A cusp group is a group of projective automorphisms of form

(5) N ′(~v) :=

 1 ~0 0

~vT Ii0−1
~0T

||~v ||2
2 ~v 1

 for ~v ∈ Ri0 .
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(see [20] for details.) We can make each translation direction of generators

of N in Σ̃Ẽ to be one of the standard vector. Therefore, we can find a

coordinate system of V i0+2 so that the generators are of (i0 + 2)× (i0 + 2)-
matrix forms

(6) N ′j :=

 1 ~0 0
~eTj Ii0 0

1
2 ~ej 1


where (~ej)k = δjk a row i-vector for j = 1, ... , i0. That is,

N ′(~v) = N ′(v1) · · · N ′(vi0).

4.1.2. Example of joined ends. We first begin with examples. In the follow-
ing, we will explain the joined type end.

Example 4.1. Let us consider two ends E1, a totally geodesic R-end, with the
p-end-neighborhood U1 in the universal cover of a real projective orbifold
O1 in Sn−i0−1 of dimension n − i0 − 1 with the p-end vertex v1, and E2 the
p-end-neighborhood U2 , a horospherical type one, in the universal cover of
a real projective orbifold O2 of dimension i0 + 1 with the p-end vertex v2.

• Let Γ1 denote the projective automorphism group in Aut(Sn−i0−1)
acting on U1 corresponding to E1. We assume that Γ1 acts on a great
sphere Sn−i0−2 ⊂ Sn−i0−1 disjoint from v1. There exists a properly
convex open domain K ′ in Sn−i0−2 where Γ1 acts cocompactly but
not necessarily freely. We change U1 to be the interior of the join of
K ′ and v1.
• Let Γ2 denote the one in Aut(Si0+1) acting on U2 unipotently and

hence it is a cusp action.
• We embed Sn−i0−1 and Si0+1 in Sn meeting transversally at v = v1 =

v2.
• We embed U2 in Si0+1 and Γ2 in Aut(Sn) fixing each point of Sn−i0−1.
• We can embed U1 in Sn−i0−1 and Γ1 in Aut(Sn) acting on the em-

bedded U1 so that Γ1 acts on Si0−1 normalizing Γ2 and acting on U1.
One can find some such embeddings by finding an arbitrary homo-
morphism ρ : Γ1 → N(Γ2) for a normalizer N(Γ2) of Γ2 in Aut(Sn).

We find an element ζ ∈ Aut(Sn) fixing each point of Sn−i0−2 and acting
on Si0+1 as a unipotent element normalizing Γ2 so that the corresponding
matrix has only two norms of eigenvalues. Then ζ centralizes Γ1|Sn−i0−2

and normalizes Γ2. Let U be the strict join of U1 and U2, a properly convex
domain. U/〈Γ1, Γ2, ζ〉 gives us a p-R-end of dimension n diffeomorphic to
ΣE1×ΣE2×S1×R and the transversal real projective manifold is diffeomor-
phic to ΣE1 × ΣE2 × S1. We call the results the joined end and the joined
end-neighborhoods. Those ends with end-neighborhoods finitely covered by
these are also called a joined end. The generated group 〈Γ1, Γ2, ζ〉 is called
a joined group.
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Now we generalize this construction slightly: Suppose that Γ1 and Γ2

are Lie groups and they have compact stabilizers at points of U1 and U2

respectively, and we have a parameter of ζt for t ∈ R centralizing Γ1|Sn−i0−2

and normalizing Γ2 and restricting to a unipotent action on Si0 acting on
U2. The other conditions remain the same. We obtain a joined homogeneous
action of the semisimple and cusp actions. Let U be the properly convex
open subset obtained as above as a join of U1 and U2. Let G denote the
constructed Lie group by taking the embeddings of Γ1 and Γ2 as above. G
also has a compact stabilizer on U. Given a discrete cocompact subgroup
of G , we obtained a p-end-neighborhood of a joined p-end by taking the
quotient of U. An end with an end-neighborhood finitely covered by such a
one are also called a joined end.

Remark 4.2. Later we will show this case cannot occur. We will modify
this construction to a construction of quasi-joined ends to be defined in
Definition 4.15. Here, Γ2 is not required to act on U2.

We continue the above example to a more specific situation.

Example 4.3. Let N be as in equation (13). In fact, we let C1 = 0 to simplify
arguments and let N be a nilpotent group in conjugate to SO(i0 +1, 1) acting
on an i0-dimensional ellipsoid in Si0+1.

We find a closed properly convex real projective orbifold Σ of dimension
n− i0−2 and find a homomorphism from π1(Σ) to a subgroup of Aut(Si0+1)
normalizing N or even N itself. (We will use a trivial one to begin with. )
Using this, we obtain a group Γ so that

1→ N → Γ→ π1(Σ)→ 1.

Actually, we assume that this is “split”, i.e., π1(Σ) acts trivially on N.
We now consider an example where i0 = 1. Let N be 1-dimensional and

be generated by N1 as in Equation (7).

(7) N1 :=


In−i0−1 0 0 0

~0 1 0 0

~0 1 1 0

~0 1
2 1 1


where i0 = 1 and we set C1 = 0.

We take a discrete faithful proximal representation

h̃ : π1(Σ)→ GL(n − i0,R)

acting on a convex cone CΣ in Rn−i0 . We define

h : π1(Σ)→ GL(n + 1,R)
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by matrices

(8) h(g) :=


h̃(g) 0 0

~d1(g) a1(g) 0

~d2(g) c(g) λvẼ
(g)


where ~d1(g) and ~d2(g) are n− i0-vectors and g 7→ λvẼ

(g) is a homomorphism

as defined above for the p-end vertex and det h̃(g)a1(g)λvẼ
(g) = 1.

(9)

h(g−1) :=


h̃(g)−1 0 0

−

 ~d1(g)
a1(g)

−c(g)~d1(g)
a1(g)λv

Ẽ
(g) +

~d2(g)
λv

Ẽ
(g)

 h̃(g)−1

1
a1(g) 0

−c(g)
a1(g)λv

Ẽ
(g)

1
λv

Ẽ
(g)

 .

Then the conjugation of N1 by h(g) gives us

(10)


In−i0 0 0 ~0 a1(g)

~∗ ∗

 h̃(g)−1
1 0

λv
Ẽ

(g)

a1(g) 1

 .

Our condition on the form of N1 shows that (0, 0, ... , 0, 1) has to be a common

eigenvector by h̃(π1(Ẽ )) and we also assume that a1(g) = λvẼ
(g). (Actually,

we will study the case when a1(g) > λvẼ
(g).) The last row of h̃(g) equals

(~0,λvẼ
(g)). Thus, the semisimple part of h(π1(Ẽ )) is reducible.

Some further computations show that we can take any

h : π1(Ẽ )→ SL(n − i0,R)

with matrices of form

(11) h(g) :=


Sn−i0−1(g) 0 0 0

~0 λvẼ
(g) 0 0

~0 0 λvẼ
(g) 0

~0 0 0 λvẼ
(g)


for g ∈ π1(Ẽ )− N by a choice of coordinates by the semisimple property of
the (n − i0) × (n − i0)-upper left part of h(g). (Of course, these are not all
example we wish to consider but we will modify later to quasi-joined ends.)

Since h̃(π1(Ẽ )) has a common eigenvector, Theorem 1.1 of Benoist [4]
shows that the open convex domain K that is the image of ΠK in this case
is decomposable and NK = N ′K × Z for another subgroup N ′1 and the image
of the homomorphism g ∈ N ′K → Sn−i0−1(g) can be assumed to give a
discrete projective automorphism group acting properly discontinuously on
a properly convex subset K ′ in Sn−i0−2 with a compact quotient.
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Let E be the one-dimensional ellipsoid where lower right 3× 3-matrix of
NK acts on. From this, the end is of the join form K ′o/N ′K × S1 × E/Z by

taking a double cover if necessary and π1(Ẽ ) is isomorphic to N ′K × Z × Z
up to taking an index two subgroups. (In this case, NK centralizes Z ⊂ N ′K
and the second Z is in the centralizer of Γ. )

We can think of this as the join of K ′o/N ′K with E/Z as K ′ and E are on
disjoint complementary projective spaces of respective dimensions n−3 and
2 to be denoted S(K ′) and S(E) respectively.

4.2. Hypotheses to derive the splitting result. These hypotheses will
help us to obtain the splitting. Afterwards, we will show the NPCC-ends
with weak middle eigenvalue conditions will satisfy these.

In Section 4.2.1, we will introduce a standard coordinate system to work
on, where we introduce the standard nilpotent group N ∼= Ri0 to work
with. ΓẼ normalizes N by the hypothesis. Similarity Lemma 4.6 shows
that the conjugation in N by an element of ΓẼ acts as a similarity, a simple
consequence of the normalization property. We use this similarity and the
Benoist theory [4] to prove K -is-a-cone Lemma 4.8 that K decomposes into
a cone {k} ∗K ′′ where N has a nice expression for the adopted coordinates.
(If an orthogonal group acts cocompactly on an open manifold, then the
manifold is zero-dimensional.) In Section 4.2.2, Splitting Proposition 4.11
shows that the end fundamental group splits. To do that we find a sequence
of elements of the virtual center expanding neighborhoods of a copy of K ′′.
Here, we explicitly find a part corresponding to K ′′ ⊂ bdÕ explicitly and k
is realized by an (i0 + 1)-dimensional hemisphere where N acts on.

4.2.1. The matrix form of ΓẼ . Let ΓẼ be a p-R-end fundamental group. Let

V i0+1 denote the subspace corresponding to Si0∞ containing vẼ and V i0+2 the

subspace corresponding to Si0+1
l . We choose the coordinate system so that

vẼ = [0, · · · , 0, 1]︸ ︷︷ ︸
n+1

and points of V i0+1 and those of V i0+2 respectively correspond to

n−i0︷ ︸︸ ︷
[0, ... , 0, ∗, · · · , ∗],

n−i0−1︷ ︸︸ ︷
[0, ... , 0, ∗, · · · , ∗].

Since Si0∞ is invariant, g , g ∈ ΓẼ , is of standard form

(12)


S(g) s1(g) 0 0

s2(g) a1(g) 0 0

C1(g) a4(g) A5(g) 0

c2(g) a7(g) a8(g) a9(g)


where S(g) is an (n− i0−1)× (n− i0−1)-matrix and s1(g) is an (n− i0−1)-
column vector, s2(g) and c2(g) are (n − i0 − 1)-row vectors, C1(g) is an
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i0 × (n − i0 − 1)-matrix, a4(g) is an i0-column vectors, A5(g) is an i0 × i0-
matrix, a8(g) is an i0-row vector, and a1(g), a7(g), and a9(g) are scalars.

Denote

Ŝ(g) =

(
S(g) s1(g)

s2(g) a1(g)

)
,

and is called a semisimple part of g .
Let N be a unipotent group acting on Si0∞ and inducing I on Sn−i0−1 also

restricting to a cusp group for at least one great (i0 + 1)-dimensional sphere
Si0+1 containing Si0∞.

We can write each element g ∈ N as an (n + 1)× (n + 1)-matrix

(13)

 In−i0−1 0 0
~0 1 0

Cg ∗ Ug


where Cg > 0 is an (i0+1)×(n−i0−1)-matrix, Ug is a unipotent (i0+1)×(i0+

1)-matrix, 0 indicates various zero row or column vectors, ~0 denotes the zero
row-vector of dimension n− i0−1, and In−i0−1 is the (n− i0−1)× (n− i0−1)
identity-matrix. This follows since g acts trivially on Rn+1/V i0+1 and g acts
as a unipotent matrix on the subspace V i0+2.

For ~v ∈ Ri0 , we define

(14) N (~v) :=



In−i0−1 0 0 0 ... 0

~0 1 0 0 ... 0

~c1(~v) v1 1 0 ... 0

~c2(~v) v2 0 1 ... 0
...

...
...

...
. . .

...

~ci0+1(~v) 1
2 ||~v ||

2 v1 v2 ... 1


where ||v || is the norm of ~v = (v1, · · · , vi ) ∈ Ri0 . We assume that

N := {N (~v)|~v ∈ Ri0}
is a group, which must be nilpotent. The elements of our nilpotent group
N are of this form since N (~v) is the product

∏i0
j=1N (ej)

vj . By the way we

defined this, for each k , k = 1, ... , i0, ~ck : Ri0 → Rn−i0−1 are linear functions
of ~v defined as

~ck(~v) =

i0∑
j=1

~ckjvj for ~v = (v1, v2, ... , vi0)

so that we form a group. (We do not need the property of ~ci0+1 at the
moment.)

We denote by C1(~v) the (n− i0 − 1)× i0-matrix given by the matrix with
rows ~cj(~v) for j = 1, ... , i0 and by c2(~v) the row (n − i0 − 1)-vector ~ci0+1(~v).
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The lower-right (i0 + 2)× (i0 + 2)-matrix is form is called the standard cusp
matrix form.

The assumptions for this subsection are as follows:

Hypothesis 4.4. • Let K be defined as above for a p-R-end Ẽ . Assume
that K o/NK is a compact set.
• ΓẼ satisfies the weak middle eigenvalue condition. And elements

are in the matrix form of equation (12) under a common coordinate
system.
• A group N of form (14) acts on each hemisphere with boundary Si∞,

and fixes vẼ ∈ Si∞.
• The p-end fundamental group ΓẼ normalizes N also in the above

coordinate system.
• N acts on a p-end neighborhood U of Ẽ .
• N acts on the space of i0-dimensional leaves of Σ̃Ẽ by an induced

action.

Let U be a p-end neighborhood of Ẽ . Let l ′ be an i0-dimensional leaf
of Σ̃Ẽ . The consideration of the projection ΠK shows us that the leaf l ′

corresponds to a hemisphere H i0+1
l ′ where

(H i0+1
l ′ − Si0∞) ∩ U 6= ∅

holds.

Lemma 4.5 (Cusp). Assume Hypothesis 4.4. Let l ′ be an i0-dimensional

leaf of Σ̃Ẽ . Let H i0+1
l ′ denote the i0+1-dimensional hemisphere with boundary

Si0∞ corresponding to l ′. Then N acts on the open ball Ul ′ in U bounded by

an ellipsoid in a component of H i0+1
l ′ − Si0∞.

Proof. Since l ′ is an i0 + 1-dimensional leaf of Σ̃Ẽ , we obtain H i0
l ′ ∩ U 6= ∅.

Let Jl ′ := H i0+1
l ′ ∩ U 6= ∅.

l ′ corresponds to an interior point of K . We need to change coordinates of
Sn−i0−1 so that l ′ goes to [0, 0, ... , 1] under ΠK . This involves the coordinate

changes of the first n − i0 coordinates. Now, we can restrict g to H i0+1
l ′ so

that the matrix form is truly what acts on Al ′ .
Using equation (14) and the fact that ~ci , i = 1, ... , i0 are linear on ~v , we

obtain that each g ∈ N then has the form in H i0+1
l ′ as

1 0 0

L(~vT ) Ii0 0

κ(~v) ~v 1


since the Si0∞-part, i.e., the last i0 + 1 coordinates, is not changed from one
for equation (14) where L : Ri0 → Ri0 is a linear map. The linearity of L is
the consequence of the group property. κ : Ri0 → R is some function. We
consider L as an i0 × i0-matrix.
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If there exists a kernel K1 of L, then we use t~v ∈ K1−{O} and as t →∞,
we can show that N (Jl ′) cannot be properly convex.

Also, since N is abelian, the computations of

N (v)N (w) = N (w)N (v)

shows that ~vL~wT = ~wL~vT for every pair of vectors ~v and ~w in Ri0 . Thus, L
is a symmetric matrix.

We may obtain new coordinates xn−i0+1, ... , xn by taking linear combina-
tions of these. Since L hence is nonsingular, we can find new coordinates
xn−i0+1, ... , xn so that N is now of standard form: We conjugate N by

1 0 0

0 A 0

0 0 1


for nonsingular A. We obtain

1 0 0

AL~vT Ii0 0

κ(~v) ~vA−1 1

 .

We thus need to solve for A−1A−1T = L, which can be done.
We can factorize each element of N into forms

1 0 0

0 Ii0 0

κ(~v)− ||~v ||
2

2 0 1




1 0 0

~vT Ii0 0

||~v ||2
2 ~v 1

 .

Again, by the group property, α7(~v) := κ(~v)− ||~v ||
2

2 gives us a linear function

α7 : Ri0 → R. Hence α7(~v) = κα · ~v for κα ∈ Ri0 . Now, we conjugate N by
the matrix 

1 0 0

0 Ii0 0

0 −κα 1


and this will put N into the standard form.

Now it is clear that the orbit of N (x0) for a point x0 of Jl ′ is an ellipsoid
with a point removed. as we can conjugate so that the first column entries
from the second one to the (i0 + 1)-th one equals those of the last row. Since
Cl(U) is N -invariant, we obtain that N (x0) ⊂ Jl ′ .

�

Let a5(g) denote
∣∣det(A5

g )
∣∣ 1
i0 . Define µg := a5(g)

a1(g) = a9(g)
a5(g) for g ∈ ΓẼ from

Lemma 4.6.
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Lemma 4.6 (Similarity). Assume Hypothesis 4.4. Then any element g ∈
ΓẼ induces an (i0 × i0)-matrix Mg given by

gN (~v)g−1 = N (~vMg ) where

Mg =
1

a1(g)
(A5(g))−1 = µgO5(g)−1

for O5(g) in a compact Lie group GẼ , and the following hold.

• (a5(g))2 = a1(g)a9(g) or equivalently a5(g)
a1(g) = a9(g)

a5(g) .

• Finally, a1(g), a5(g), and a9(g) are all nonzero.

Proof. Since the conjugation by g sends elements of N to itself in a one-

to-one manner, the correspondence between the set of ~v for N and ~v ′ is
one-to-one.

Since we have gN (~v) = N (~v ′)g for vectors ~v and ~v ′ in Ri0 by Hypothesis
4.4, we consider
(15)

S(g) s1(g) 0 0

s2(g) a1(g) 0 0

C1(g) a4(g) A5(g) 0

c2(g) a7(g) a8(g) a9(g)




In−i0−1 0 0 0

0 1 0 0

C1(~v) ~vT Ii0 0

c2(~v) ||~v ||2
2 ~v 1


where C1(~v) is an (n− i0−1)× i0-matrix where each row is a linear function
of ~v , c2(~v) is a (n− i0 − 1)-row vector, and ~v is an i0-row vector. This must

equal the following matrix for some ~v ′ ∈ R
(16)

In−i0−1 0 0 0

0 1 0 0

C1(~v ′) ~v ′
T

Ii0 0

c2(~v ′) ||~v ′||2
2

~v ′ 1




S(g) s1(g) 0 0

s2(g) a1(g) 0 0

C1(g) a4(g) A5(g) 0

c2(g) a7(g) a8(g) a9(g)

 .

From equation (15), we compute the (4, 3)-block of the result to be a8(g) +

a9(g)~v . From Equation (16), the (4, 3)-block is ~v ′A5(g) + a8(g). We obtain

the relation a9(g)~v = ~v ′A5(g) for every ~v . Since the correspondence between

~v and ~v ′ is one-to-one, we obtain

(17) ~v ′ = a9(g)~v(A5(g))−1

for the i0 × i0-matrix A5(g) and we also infer a9(g) 6= 0 and det(A5(g)) 6= 0.
The (3, 2)-block of the result of Equation (15) equals

a4(g) + A5(g)~vT

The (3, 2)-block of the result of equation (16) equals

(18) C1(~v ′)s1(g) + a1(g)~v ′T + a4(g).
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Thus,

(19) A5(g)~vT = C1(~v ′)s1(g) + a1(g)~v ′T .

For each g , we can choose a coordinate system so that s1(g) = 0 as

Ŝ(g) is semisimple, which involves the coordinate changes of the first n− i0
coordinate functions only.

Since N acts on Si0+1
l ′ for some leaf l ′ as a cusp group by Lemma 4.5,

there exists a coordinate change involving the last (i0 + 1)-coordinates

xn−i0+1, ... , xn, xn+1

so that the matrix form of the lower-right (i0 + 2)× (i0 + 2)-matrix of each
element N is of the standard cusp form. This will not affect s1(g) = 0 as
we can check from the proof of Lemma 4.5 as the change involves the above
coordinates only. Denote this coordinate system by Φg ,l ′ .

Let us use Φg ,l ′ for a while using primes for new set of coordinates func-
tions. Now A′5(g) is conjugate to A5(g) as we can check in the proof of
Lemma 4.5. Under this coordinate system for given g , we obtain a′1(g) 6= 0

and we can recompute to show that a′9(g)~v = ~v ′A′5(g) for every ~v as in
equation (17). By equation (19) recomputed for this case, we obtain

(20) ~v ′ =
1

a′1(g)
~v(A′5(g))T

as s ′1(g) = 0 here since we are using the coordinate system Φg ,l ′ . Since this

holds for every ~v ∈ Ri0 , we obtain

a′9(g)(A′5(g))−1 =
1

a′1(g)
(A′5(g))T .

Hence 1
| det(A′5(g))|1/i0 A

′
5(g) ∈ O(i0). Also,

a′9(g)

a′5(g)
=

a′5(g)

a′1(g)
.

Here, A′5(g) is a conjugate of the original matrix A5(g) by linear coordinate
changes as we can see from the above processes to obtain the new coordinate
system.

This implies that the original matrix A5(g) is conjugate to an orthogonal
matrix multiplied by a positive scalar for every g . The set of matrices
{A5(g)|g ∈ ΓẼ} forms a group since every g is of a standard matrix form
(see equation (12)). Given such a group of matrices normalized to have
determinant ±1, we obtain a compact group

GẼ :=

{
1

| detA5(g)|
1
i0

A5(g)

∣∣∣∣∣g ∈ ΓẼ

}
by Lemma 4.7. This group has a coordinate system where every element is
orthogonal by a coordinate change of coordinates xn−i0+1, ... , xn.

�
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Lemma 4.7. Suppose that G is a subgroup of a linear group GL(i0,R) where
each element is conjugate to an orthogonal element. Then G is a compact
group.

Proof. Clearly, the norms of eigenvalues of g ∈ G are all 1. G is virtually
an orthopotent group by [19] or [31]. Since the group is linear and for each
element g , {gn|n ∈ Z} is a bounded collection of matrices, G is a subgroup
of an orthogonal group under a coordinate system. �

We denote by (C1(~v),~vT ) the matrix obtained from C1(~v) by adding a
column vector ~vT .

Lemma 4.8 (K is a cone). Assume Hypothesis 4.4. Then the following
hold:

• K is a cone over a totally geodesic (n − i0 − 2)-dimensional domain
K ′′.
• The rows of (C1(~v),~vT ) are proportional to a single vector and we

can find a coordinate system where C1(~v) = 0 not changing any
entries of the lower-right (i0 +2)×(i0 +2)-submatrices for all ~v ∈ Ri0.
• We can find a common coordinate system where

(21) O5(g)−1 = O5(g)T ,O5(g) ∈ O(i0), s1(g) = s2(g) = 0 for all g ∈ ΓẼ .

• In this coordinate system, we have

(22) a9(g)c2(~v) = c2(µg~vO5(g)−1)S(g) + µg~vO5(g)−1C1(g).

Proof. The assumption implies that Mg = µgO5(g)−1 by Lemma 4.6. We
consider the equation

(23) gN (~v)g−1 = N (µg~vO5(g)−1).

We change to

(24) gN (~v) = N (µg~vO5(g)−1)g .

Considering the lower left (n− i0)×(i0 +1)-matrix of the left side of equation
(24), we obtain
(25) C1(g) a4(g)

c2(g) a7(g)

+

 a5(g)O5(g)C1(~v) a5(g)O5(g)~v

a8(g)C1(~v) + a9c2(~v) a8(g)·~vT + a9(g)~v · ~v/2


where the entry sizes are clear. From the right side of equation (24), we
obtain  C1(µg~vO5(g)−1) µgO5(g)−1,T~vT

c2(µg~vO5(g)−1) ~v · ~v/2

 Ŝ(g)+

 C1(g) a4(g)

~v · C1(g) + c2(g) a7(g) + ~v · a4(g)

 .

(26)
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From the top rows of equations (25) and (26), we obtain that(
a5(g)O5(g)C1(~v), a5(g)O5(g)~vT

)
=(

µgC1

(
~vO5(g)−1

)
,µgO5(g)−1,T~vT

)
Ŝ(g).

(27)

We multiplied the both sides by O5(g)−1 from the right and by Ŝ(g)−1 from
the left to obtain(

a5(g)C1(~v), a5(g)~vT
)
Ŝ(g−1) =(

µgO5(g)−1C1(~vO5(g)−1),µgO5(g)−1O5(g)−1,T~vT
)

.

(28)

Let us form the subspace VC in the dual sphere Rn−i0∗ spanned by row vec-
tors of (C1(~v),~vT ). Let S∗C denote the corresponding subspace in Sn−i0−1∗.
Then {

1

det Ŝ(g)
1

n−i0−1

Ŝ(g)|g ∈ ΓẼ

}
acts on VC as a group of bounded linear automorphisms since O5(g) ∈ G

for a compact group G . Therefore, {Ŝ(g)|g ∈ ΓẼ} on S∗C is in a compact
group of projective automorphisms by equation (28).

We recall that the dual group N∗K of NK acts on the properly convex dual
domain K ∗ of K by Theorem 6.2. Then g acts as an element of a compact
group on S∗C . Thus, N∗K is reducible.

We claim that dim(S∗C ) = 0. Let S∗M be the maximal invariant subspace
containing S∗C where each g ∈ N∗K acts orthogonally. Now, we apply the
theory of Benoist [5]. Since N∗K is semisimple, N∗K acts on a complementary
subspace of S∗N . K ∗ has an invariant subspace K ∗1 and K ∗2 so that we have
strict join

K ∗ = K ∗1 ∗ K ∗2 where dimK ∗1 = dimS∗M , dimK ∗2 = dimS∗N
where

K ∗1 = K ∗ ∩ S∗M ,K ∗2 = K ∗ ∩ S∗N .

Also, N∗K is isomorphic to a cocompact subgroup of

NK ,1 × NK ,2 × A,A ⊂ R
and NK ,i acts on a properly convex domain that is the interior of K ∗i properly
and cocompactly for i = 1, 2. But since NK ,1 acts orthogonally on SM , the
only possibility is that dimSM = 0. Hence, dimSC = 0.

Rows of (C1(~v),~vT ) are elements of the 1-dimensional subspace in Rn−i0−1∗

corresponding to S∗C . Therefore this shows that the rows of (C1(~v),~vT ) are
proportional to a single row vector.

Since (C1(~ej),~eTj ) has 0 as the last column element except for the jth one,

only the jth row of C1(~ej) is nonzero. Let C1(1,~e1) be the first row of C1(~e1).
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Thus, each row of (C1(~ej),~eTj ) equals to a scalar multiple of (C1(1,~e1), 1) for

every j . Now we can choose coordinates of Rn−i0∗ so that this row vector
now has a coordinate (0, ... , 0, 1). We can also choose so that K ∗1 is given
by setting the last coordinate be zero. With this change, we need to do
conjugation by matrices with the top left (n− i0−1)× (n− i0−1)-submatrix
being different from I and the rest of the entries staying the same. This
will not affect the expressions of matrices of lower right (i0 + 2) × (i0 + 2)-
matrices involved here. Thus, C1(~v) = 0 in this coordinate for all ~v ∈ Ri0

and g ∈ ΓẼ −N. Also,

n−i0︷ ︸︸ ︷
[0, ... , 0, 1] is an eigenvector of every elements of N∗K .

The hyperspace containing K ∗1 is also N∗K -invariant. Thus,

n−i0︷ ︸︸ ︷
[0, ... , 0, 1]

corresponds to an eigenvector of every elements of NK .
And in this coordinate system, K is a strict join of a point

k =

n−i0︷ ︸︸ ︷
[0, ... , 0, 1]

and a domain K ′′ given by setting xn−i0 = 0 in a totally geodesic sphere of
dimension n − i0 − 2 by duality. We also obtain

s1(g) = 0, s2(g) = 0.

For the final item we have under our coordinate system.

(29) g =


S(g) 0 0 0

0 a1(g) 0 0

C1(g) a4(g) a5(g)O5(g) 0

c2(g) a7(g) a8(g) a9(g)

 ,

(30) N (~v) =


I 0 0 0

0 1 0 0

0 ~vT I 0

c2(~v) 1
2 ||~v ||

2 ~v 1

 .

Here we might need to change the last i0 coordinates as done in the last part
of the proof of Lemma 4.5.

The normalization of N shows as in the proof of Lemma 4.6 that O5(g) is
orthogonal now. (See equations (17) and (19).) By equation (23), we have

gN (~v) = N (~v ′)g , v ′ = µg~vO5(g)−1.
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We consider the lower-right (i0 + 1) × (n − i0)-submatrices of gN (~v) and

N (~v ′)g . For the first one, we obtain

 C1(g) a4(g)

c2(g) a7(g)

+

 a5(g)O5(g) 0

a8(g) a9(g)

 0 ~vT

c2(~v) 1
2 ||~v ||

2


For N (~v ′)g , we obtain

 0 ~v ′
T

c2(~v ′) 1
2 ||~v

′||2

 S(g) 0

0 a1(g)

+

 I 0

~v ′ 1

 C1(g) a4(g)

c2(g) a9(g)

 .

Considering (2, 1)-blocks, we obtain

c2(g) + a9(g)c2(~v) = c2(~v ′)S(g) + ~v ′C1(g) + c2(g).

�

Lemma 4.9. Assume Hypothesis 4.4. Then we can find coordinates so that
the following holds for all g :

a9(g)

a5(g)
O5(g)−1a4(g) = a8(g)T or

a9(g)

a5(g)
a4(g)TO5(g) = a8(g),

(31)

If µg = 1, then a1(g) = a9(g) = λvẼ
(g) and A5(g) = λvẼ

(g)O5(g).(32)

Proof. Again, we use equations (15) and (16). We need to only consider
lower right (i0 + 2)× (i0 + 2)-matrices.


a1(g) 0 0

a4(g) a5(g)O5(g) 0

a7(g) a8(g) a9(g)




1 0 0

~vT I 0

1
2 ||~v ||

2 ~v 1

(33)

=


a1(g) 0 0

a4(g) + a5(g)O5(g)~vT a5(g)O5(g) 0

a7(g) + a8(g)~vT + a9(g)
2 ||~v ||

2 a8(g) + a9(g)~v a9(g)

 .(34)
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This equals
1 0 0

~v ′
T

I 0

1
2 ||~v ′||

2 ~v ′ 1




a1(g) 0 0

a4(g) a5(g)O5
g 0

a7(g) a8(g) a9(g)

(35)

=


a1(g) 0 0

a1(g)~v ′
T

+ a4(g) a5(g)O5(g) 0

a1(g)
2 ||~v ′||

2 + ~v ′a4(g) + a7(g) a5(g)~v ′O5(g) + a8(g) a9(g)

 .(36)

Then by comparing the (3, 2)-blocks, we obtain

a8(g) + a9(g)~v = a8(g) + a5(g)~v ′O5(g).

Thus, ~v = a5(g)
a9(g)

~v ′O5(g).

From the (3, 1)-blocks, we obtain

a1(g)~v ′ · ~v ′/2 + ~v ′a4(g) = a8(g)~vT + a9(g)~v · ~v/2.

Since the quadratic forms have to equal each other, we obtain

a9(g)

a5(g)
~vO5(g)−1 · a4(g) = ~v · a8(g) for all ~v ∈ Ri0 .

Thus, a9(g)
a5(g) (O5(g)Ta4(g))T = a8(g)T .

Since we have µg = 1, we obtain a1(g) = a9(g) = a5(g) = λvẼ
(g) and

A5(g) = λvẼ
(g)O5(g) by Lemma 4.6. Also, a1(g) = a9(g) = a5(g) = λvẼ

(g).
�

Thus, we conclude that each g ∈ ΓẼ has the form

(37)


S(g) 0 0 0

0 a1(g) 0 0

C1(g) a1(g)~vTg a5(g)O5(g) 0

c2(g) a7(g) a5(g)~vgO5(g) a9(g)

 .

Thus, when µg = 1 for all g ∈ ΓẼ , by taking a finite index subgroup of
ΓẼ , we conclude that each g ∈ ΓẼ has the form

(38)


S(g) 0 0 0

0 λvẼ
(g) 0 0

C1(g) λvẼ
(g)~vTg λvẼ

(g)O5(g) 0

c2(g) a7(g) λvẼ
(g)~vgO5(g) λvẼ

(g)

 .
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Corollary 4.10. If g of form of equation (37) centralizes a Zariski dense
subset A′ of N , then µg = 1 and O5(g) = Ii0.

Proof. N is isomorphic to Ri0 . The subset A′′ of Ri0 corresponding to A′ is
also Zariski dense in Ri0 . gN (~v) = N (~v)g shows that ~v = ~vO5(g) for all
~v ∈ A′′. Hence O5(g) = I. �

4.2.2. Splitting the NPCC end.

Proposition 4.11 (Splitting). Assume Hypothesis 4.4. Suppose addition-
ally the following:

• Suppose that a1(g) ≥ a5(g), a9(g) whenever a1(g) is the largest eigen-

value of the semisimple part Ŝ(g) of g .
• K = {k} ∗ K ′′ a strict join, and K o/NK is compact.
• A center of ΓẼ maps to NK going to a Zariski dense group of the

virtual center of Aut(K ).

Then K ′′ embeds projectively in the closure of bdÕ invariant under ΓẼ , and
one can find a coordinate system so that for every N (~v) and each element
g of ΓẼ is written so that

• C1(~v) = 0, c2(~v) = 0, and
• C1(g) = 0 and c2(g) = 0.

Proof. Let Γ′
Ẽ

denote the finite index subgroup of ΓẼ centralizing N and a
product of cyclic and hyperbolic groups.

The cone K is foliated by open lines from a point k ∈ K to points of K ′′.
Call these k-radial lines. Take such a line l and a sequence of points {km}
in K o so that

km → k∞ ∈ K ′′o as m→∞.

By the last condition, Γ′
Ẽ

contains a sequence {γm} in the virtual center so
that

• γm(km)→ x0 ∈ K o ,
• γm(∂1l)→ k∞ ∈ K ′′o for the endpoint ∂1l of l in K ′′.

Since K ′′ is properly convex, {γm|K ′′} is a bounded sequence of transfor-
mations and hence γm is of form:

(39)


δmOm 0 0 0

0 a1(g) 0 0

C1(g) a1(g)~vTg a5(g)O5(g) 0

c2(g) a7(g) a5(g)~vgO5(g) a9(g)


where {Om} is a bounded sequence of matrices in

Aut(K ′′) ⊂ SL±(n − i0 − 1,R)

since the set of projective automorphisms of K ′′ moving interior points uni-
formly bounded distances is bounded.
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We choose m so that the norms of eigenvalues of δmOm are strictly much
smaller than the norm of λm, the unique norm of the eigenvalues of the
lower-right (i0 +2)× (i0 +2)-matrix. We fix one such m0. Let S(K ′′m0

) denote
the γm0-invariant subspace corresponding to subspaces associated with the
real sum of the real Jordan-block subspaces with norms of eigenvalues <
λm0 . We choose a coordinate system of Sn so that γm0 is of form so that
C1,m0 = 0, c2,m0 = 0. Then a compact proper convex domain K ′′m0

in S(K ′′m0
)

maps to K ′′ under under the projection ΠK : Sn − Si0∞ → Sn−i0−1.
Since every element g of Γ′

Ẽ
commutes with γm, g(S(K ′′m0

)) = S(K ′′m0
) by

considering the Jordan blocks associated with eigenvalues < λm. Since K ′′m0

is the unique space mapping to K ′′, we obtain that Γ′
Ẽ

acts on K ′′m0
.

Since ΓẼ/Γ′
Ẽ

is finite, we obtain finitely many sets of form g(K ′′m0
) for g ∈

ΓẼ . If they are not identical, at least one g ′ satisfies g ′(K ′′m0
) 6= K ′′m0

. Then

γ im0
(g ′(K ′′m0

)) then produces infinitely many distinct sets of form g(K ′′m0
),

which is a contradiction. Hence g(K ′′m0
) = K ′′m0

for all g ∈ ΓẼ . This implies
that C1(g) = 0 and c2(g) = 0.

�

4.3. Joins and quasi-joined ends for µ ≡ 1. We will now discuss about
joins and their generalizations in depth in this subsection. That is we will
only consider when µg = 1 for all g ∈ ΓẼ . We will use a hypothesis and
later show that the hypothesis is true in our cases to prove the main results.

Hypothesis 4.12 (µg ≡ 1). Let G be a p-end fundamental group. We continue
to assume as in Hypothesis 4.4 for G .

• Every g ∈ Γ→ Mg is so that Mg is in a fixed compact group O(i0).
Thus, µg = 1 identically.
• G acts on the subspace Si0∞ containing vẼ and the properly con-

vex domain K ′′′ in the subspace Sn−i0−2 disjoint from Si0∞ mapping
homeomorphic to the factor K ′′ = {k} ∗ K under ΠK .
• N acts on these two subspaces fixing every points of Sn−i0−2.

We assume vẼ to have coordinates [0, ... , 0, 1]. Sn−i0−2 contains the stan-

dard points [ei ] for i = 1, ... , n − i0 − 1 and Si0+1 contains [ei ] for i =
n− i0, ... , n+ 1. Let H be the open n-hemisphere defined by xn−i0 > 0. Then
by convexity of U, we can choose H so that K ′′ ⊂ H and Si0∞ ⊂ Cl(H).

By Hypothesis 4.12, elements of N have the form of equation (14) with

C1(~v) = 0, c2(~v) = 0 for all ~v ∈ Ri0

and the group G of form of equation (38) with

s1(g) = 0, s2(g) = 0,C1(g) = 0, and c2(g) = 0.

We assume further that O5(g) = Ii0 .
Again we recall the projection ΠK : Sn−Si0∞ → Sn−i0−1. G has an induced

action on Sn−i0−1 and acts on a properly convex set K ′′ in Sn−i0−1 so that K
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Figure 2. A figure of a quasi-joined p-R-end-neighborhood

equals a strict join k ∗K ′′ for k corresponding to Si0+1. (Recall the projection
Sn − Si0∞ to Sn−i0−1. )

We define invariants from the form of equation (38)

α7(g) :=
a7(g)

λvẼ
(g)
− ||

~vg ||2

2

for every g ∈ G .

α7(gn) = nα7(g) and α7(gh) = α7(g) + α7(h), whenever g , h, gh ∈ G .

Here α7(g) is determined by factoring the matrix of g into commuting
matrices of form

(40)


In−i0−1 0 0 0

0 1 0 0

0 0 Ii0 0

0 α7(g) ~0 1

×


Sg 0 0 0

0 λvẼ
(g) 0 0

0 λvẼ
(g)~vg λvẼ

(g)O5(g) 0

0 λvẼ
(g) ||~v ||

2

2 λvẼ
(g)~vgO5(g) λvẼ

(g)

 .

Remark 4.13. We give a bit more explanations. Recall that the space of
segments in a hemisphere H i0+1 with the vertices vẼ , vẼ− forms an affine

space Ai one-dimension lower, and the group Aut(H i0+1)vẼ
of projective

automorphism of the hemisphere fixing vẼ maps to Aff(Ai0) with kernel K
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equal to transformations of an (i0 + 2)× (i0 + 2)-matrix form

(41)


1 0 0

0 Ii0 0

b ~0 1


where vẼ is given coordinates [0, 0, ... , 1] and a center point of H i0+1

l the
coordinates [1, 0, ... , 0]. In other words the transformations are of form

1

x1

...

xi0

xi0+1


7→



1

x1

...

xi0

xi0+1 + b


(42)

and hence b determines the kernel element. Hence α7(g) indicates the trans-
lation towards vẼ = [0, ... , 1].

We assumed µ ≡ 1. We define λk(g) := λvẼ
(g) for k . We define λK ′′(g)

to be the maximal norm of the eigenvalue occurring for Ŝ(g).
We define G+ to be a subset of G consisting of elements g so that the

largest norm λ1(g) of the eigenvalues occurs at the vertex k , i.e., λ1(g) =
λk(g). Then since µg = 1, we necessarily have λ1(g) = λvẼ

(g) with all other

norms of the eigenvalues occurring at K ′′ is strictly less than λvẼ
(g). The

second largest norm λ2(g) equals λK ′′(g). Thus, G+ is a semigroup. The
condition that α7(g) ≥ 0 for g ∈ G+ is said to be the nonnegative translation
condition.

Again, we define

µ7(g) :=
α7(g)

log
λv

Ẽ
(g)

λ2(g)

where λ2(g) denote the second largest norm of the eigenvalues of g and we
restrict g ∈ G+. The condition

(43) µ7(g) > C0, g ∈ G+ for a uniform constant C0

is called the uniform positive translation condition. (Heuristically, the con-
dition means that we don’t translate in the negative direction by too much

for bounded
λv

Ẽ
(g)

λ2(g) .)

Suppose that G is a p-end fundamental group.
For this proposition, we do not assume NK is discrete. The assumptions

below are just Hypotheses 4.4 and 4.12. We fully state for a change.

Proposition 4.14 (Quasi-joins). Let ΣẼ be the end orbifold of an NPCC

R-end Ẽ of a strongly tame properly convex n-orbifold O. Let G be the p-end
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fundamental group. Let Ẽ be an NPCC p-R-end and G and N acts on a
p-end-neighborhood U fixing vẼ . Let K ,K ′′,Si0∞, and Si0+1 be as above. We

assume that K o/G is compact, K = K ′′ ∗ k in Sn−i0 with k corresponding to
Si0+1 under the projection ΠK . Assume that

• G satisfies the weak middle-eigenvalue condition.
• µg = 1 for all g ∈ G .
• Elements of G and N are of form of equations (29) and (30). with

C1(~v) = 0, c2(~v) = 0,C1(g) = 0, c2(g) = 0

for every ~v ∈ Ri0 and g ∈ G .
• G normalizes N , and N acts on U and each leaf of FẼ of Σ̃Ẽ .

Then

(i) The condition α7 ≥ 0 is a necessary condition that G acts on a
properly convex domain in H.

(ii) The uniform positive translation condition is equivalent to the ex-
istence of a properly convex p-end-neighborhood U ′ whose closure
meets Si0+1

k at vẼ only.
(iii) α7 is identically zero if and only if U is a join and U is properly

convex.

Proof. Let H be a hemisphere containing U where ∂H contains Si0∞. An := Ho

is an affine space. Let Hl denote the hemisphere with boundary Si0∞ and

corresponding to a leaf l of the foliation on Σ̃Ẽ . Let F̃ denote the leaf space.
We first projectively identify⋃

l ∈ F̃

Ho
l = K o × Ri0+1 ⊂ Rn

for a product of a bounded convex set in an affine space equivalent to K o

multiplied by a complete affine space of dimension i0 + 1 in an affine space
given by Ho . Each of El := Hl ∩ U is given by

xn+1 > x2
n−i0+1 + · · ·+ x2

n + Cl

since N acts on each where Cl is a constant depending on l and U. (See
Section 4.1.1.)

Let Πi0 : U → Ri0+1 be the projection to the last i0 + 1 coordinates
xn−i0+1, ... , xn+1. We obtain a commutative diagram and an induced Lg

Hl
g−→ g(Hl)

Πi0 ↓ Πi0 ↓

Ri0
Lg−→ Ri0 .(44)

By Equation (40), Lg preserves the quadric above in the form of the projec-
tion up to translations in the xn+1-axis direction.
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Suppose that G acts with a uniform positive translation condition. Given
a point x = [~v ] ∈ U ′ ⊂ Sn where ~v = ~vs + ~vh where ~vs is in the direction of
K ′′ and ~vh is in one of H i0+1. If g ∈ G+, then we obtain

(45) g [~v ] = [g~vs + g~vh] where [g~vs ] ∈ K ′′ and [g~vh] ∈ Hk .

by equation (40).
(i) Suppose that α7(g) < 0 for some g ∈ G+. Let k ′ ∈ K o . Then the

action by g gives us that {gn(Ek ′)} converges geometrically to an (i0 + 1)-
dimensional hemisphere since α7(gn) → −∞ as n → ∞ implies that g
translates the affine space Ho

k ′ a component to Ho
gn(k ′) toward [−1, 0, ... , 0]

in the above coordinate system by equation (40). Thus, G cannot act on a
properly convex domain.

(ii) Let x ∈ U. By assumption, ΓẼ acts on K = K ′′ ∗ {k}. Choose an
element η ∈ G+ so that λ1(η) > λ2(η) where λ1(η) correspond to a vertex
k and λ2(η) is associated with K ′′, and let F be the fundamental domain
in K o with respect to 〈η〉. This corresponds to a radial subset F from vẼ
bounded away at a distance from K ′′ in U.

Choose x0 ∈ F . Let GF := {g ∈ G |g(x0) ∈ F}. For g ∈ GF ,∣∣∣∣log
λvẼ

(g)

λK ′′(g)

∣∣∣∣ < CF

where CF > 0 is a number depending of F only. Given g ∈ GF , we can
find a number i0 independent of g such that ηi0g ∈ G+. Then α7(ηi0g) is
bounded below by some negative number. Since α7(ηi0g) = i0α7(η) +α7(g),
we obtain

(46) {α7(g)|g ∈ GF} > C > 0

for a constant C by the uniform positive translation condition. In the above
affine coordinates for k ′ ∈ F of equation (44),

xn+1(Ho
k ′ ∩ U) > C

for a uniform constant C ∈ R by equations (46) and (40) since F is covered
by
⋃

g∈GF
g(J) for a compact fundamental domain J of K o by NK .

Let DF be the convex hull of
⋃

g ′∈GF
g(Ho

k ′ ∩ U). Since by above⋃
g ′∈GF

g(Ho
k ′ ∩ U)

is a lower-xn+1-bounded set, DF as a lower-xn+1-bounded subset of K ×
Ri0+1 ⊂ Rn. Therefore, the convex hull DF in Cl(Õ) is a properly convex
set.

Note that K ′′ ∗ {vẼ} − {vẼ} identifies with

K ′′ × [0,∞) ⊂ K × R

in the above identification. Since

α7(ηi ) = iα7(η)→ +∞ as i →∞,
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we obtain that

{ηi (DF )} → {vẼ} for i →∞
geometrically, i.e., under the Hausdorff metric dH . Also, we can show by
equation (45) that

{ηi (DF )} → K ′′ ∗ vẼ for i → −∞
geometrically. Thus, using the above coordinates, the convex hull of⋃

i∈Z
ηi (DF ) ⊂ K o × Ri0+1

is properly convex also since they are uniformly bounded from below in the
xn+1-coordinates. (See Theorem B.1 in [14] also where we used a slightly
different proof for a similar result.)

Let U ′ be a p-end-neighborhood of vẼ that is the interior of the convex
hull of {gi (DF )}. By the boundedness from vẼ of at most distance π−C for
some C > 0, the convex hull is properly convex. The fact that each Hl ∩ U ′

is a horoball implies that Cl(U ′) ∩ Si0+1
k = {vẼ} holds.

Conversely, suppose that G acts on a properly convex p-end-neighborhood
U ′.

Suppose that α7(g) = 0 for some g ∈ G+. Then

g i (Cl(U) ∩ Hl)→ B as i →∞ under dH

for a leaf l and a compact domain B at Hk bounded by an ellipsoid. This
contradicts Lemma 4.17. Therefore, µ7(h) > 0 for every h ∈ G+ by (i).
—(*)

Suppose that µ7(gi ) → 0 for a sequence gi ∈ G+. We can assume that
λ1(gi )/λ2(gi ) > 1 + ε for a positive constant ε > 0 since we can take powers
of gi not changing µ7.

Since µ7(gi )→ 0, we obtain a nondecreasing sequence ni , ni > 0, so that

α7(gni
i ) = niα7(gi )→ 0 and λ1(gni

i )/λ2(gni
i )→∞.

However, from such a sequence, we use equation (40) to shows that

{gni
i (Cl(U) ∩ Hl)} → B

to a ball B with nonempty interior in Hk . By Lemma 4.17, this is a con-
tradiction. Hence µ7(g) > C for all g ∈ G+ and a uniform constant C > 0.
This proves the converse part of (ii).

(i) and (*) in the proof (ii) proves (iii).
�

Definition 4.15. • In case (iii) of Proposition 4.14, Ẽ is said to be
a joined p-R-end ( of a totally geodesic R-end and a horospherical
end) and G now is called a joined end group

• In case (ii) of Proposition 4.14, Ẽ is said to be a quasi-joined p-R-end
( of a totally geodesic R-end and a horospherical end) and G now is
called a quasi-joined end group. An end with an end-neighborhood
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that is covered by a p-end-neighborhood of such a p-R-ends is also
called a quasi-joined p-R-end.

From the matrix equation (40), we define vg for every g ∈ ΓẼ . (We just
need to do this under a single coordinate system. )

Lemma 4.16. Given G satisfying Hypotheses 4.4 and 4.12, let γm be any
sequence of elements of G+ so that λk(γm)/λK ′′(γm) → ∞. Then we can
replace it by another sequence γ′m so that

||~vγ′m || and Π∗K (γ′mγ
−1
m ) ∈ Aut(K )

are uniformly bounded.

Proof. Given g ∈ ΓẼ , let Π∗K (g) : K o → K o denote the induced projective
automorphism of g on K o .

Suppose that NK is discrete. Then ΓẼ ∩ N is a lattice in N . By cocom-

pactness of ΓẼ ∩ N in N , we can multiply γm by h−1
m for an element hm of

ΓẼ ∩N nearest to N (~vm). The result follows.

We assume that NK is indiscrete. Σ̃Ẽ has a compact fundamental domain
F under ΓẼ . Thus, given any ~v , for x ∈ F ,

N (~v)(x) ∈ g(F ) for some g ∈ ΓẼ .

Then g−1N (~v)(x) ∈ F . Since

g(y) = N (~v)(x) ∈ g(F ) for y ∈ F and x ∈ F ,

it follows that

(47) dK

(
ΠK (y), Π∗K (g)(ΠK (y)) = ΠK (x)

)
< CF

for a constant CF depending on F .

(i) g is of form of matrix of equation (49).
(ii) Sg is in a bounded neighbourhood of I by above equation 47 since

the bounded Hilbert dK -length of g implies the boundedness of the
action on K o .

(iii) g is in a bounded neighborhood of N by (ii) since g is of form of
matrix of equation (49).

From the linear block form of g−1N (~v) and the fact that g−1N (~v)(x) ∈ F ,
we obtain that the corresponding ~vg−1N (~v) can be made uniformly bounded
independent of ~v .

For element γm above, we take its vector ~vγm and find our gm for N (~vγm).
We obtain γ′m := g−1

m γm. Then the corresponding ~vg−1
m γm

is uniformly

bounded as we can see from the block multiplications.
Since gm satisfies equation (47), norms of eigenvalues of Π∗K (gm) are uni-

formly bounded. �
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Lemma 4.17. Suppose that the holonomy group of O is strongly irreducible.
Given G satisfying Hypotheses 4.4 and 4.12, let U be the properly convex p-
end neighborhood of vẼ . Cl(U)∩Hk cannot contain an open domain B with
bdB 3 vẼ .

Proof. First of all,

(48) α7(h) = 0 for all h ∈ G

by (i) since otherwise by equation (40)

hi (B)→ Hk as i → ±∞ for h with α7(h) 6= 0.

Since Σ̃Ẽ/ΓẼ is compact, we have a sequence hi ∈ G+ where

λvẼ
(hi )

λ2(hi )
→∞,α7(hi ) = 0, and hi |K ′′ is uniformly bounded.

Now modify hi by Lemma 4.16.
Recall that K is a strict join K ′′ ∗ {k} for a properly convex domain

K ′′ ⊂ bdÕ of dimension n − i0 − 2 and a vertex k . Denote by S(K ′′) and
S(H) the subspaces spanned by K ′ and Hk . S(K ′′) and S(Hk) form a pair
of complementary subspaces in Sn.

From the form of the lower-right (i0 + 2) × (i0 + 2)-matrix of the above
matrix, hi must act on the horosphere H ⊂ S(Hk). N also act transitively
on Hk . Hence, for any such matrix we can find an element of N so that the
product is in the orthogonal group acting on Hk .

Now, this is the final part of the proof: Let Hmax denote S(Hk) ∩ Cl(Õ)
and K ′′max the set S(K ′′) ∩ Cl(Õ). Since {~vγm} is bounded and α7(γm) = 0,
we have the sequence {γm}

• acting on K ′′max is uniformly bounded and
• γm acting on Hmax in a uniformly bounded manner as m→∞.

By Proposition 5.7 of [14] for l = 2 case, Cl(Õ) equals the join of Hmax

and K ′max. This implies that Γ is virtually reducible. Hence the joined ends
cannot occur.

�

4.4. The non-existence of split joined cases for µ ≡ 1.

Theorem 4.18. Let ΣẼ be the end orbifold of an NPCC p-R-end Ẽ of a
strongly tame properly convex n-orbifold O with radial or totally geodesic
ends. Assume that the holonomy group of O is strongly irreducible. Let ΓẼ
be the p-end fundamental group. Assume Hypotheses 4.4 only and µg = 1

for all g ∈ ΓẼ . Then Ẽ is not a joined end.
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Proof. Suppose that Ẽ is a joined end. By premise, µg = 1 for all g ∈ ΓẼ .
By Lemma 4.8 and Proposition 4.11, every g ∈ ΓẼ is of form:

(49)


Sg 0 0 0

0 λg 0 0

0 λg~v
T
g λgO5(g) 0

0 λm

(
α7(gm) +

||~vg ||2
2

)
λg~vg λg


As in the proof of Proposition 4.11, we obtain a sequence γm of form:

(50)


δmOm 0 0 0

0 λm 0 0

0 λm~v
T
m λmO5(γm) 0

0 λm

(
α7(γm) + ||~vm||2

2

)
λm~vm λm


as C1,m = 0 and c2,m = 0 where

• λm →∞,
• δm → 0 and Om is in a set of bounded matrices in SL±(n − i0 − 1),
• µ7(γm) = 0 by Proposition 4.14 (iii).

This implies α7(γm) = 0 also by definition. Moreover, Hypothesis 4.12 now
holds. By Lemma 4.17, we obtain a contradiction.

�

4.5. The proof for discrete Nk . Now, we go to proving Theorem 1.1
when NK is discrete. By taking a finite index subgroup if necessary, we may
assume that NK acts freely on K o . We have a corresponding fibration

l/N → Σ̃Ẽ/ΓẼ

↓
K o/NK(51)

where the fiber and the quotients are compact orbifolds since ΣẼ is compact.
Here the fiber equals l/N for generic l .

Since N acts on each leaf l of FẼ in Σ̃Ẽ , it also acts on a properly convex

domain Õ and vẼ in a subspace Si0+1
l in Sn corresponding to l . l/N × R is

an open real projective orbifold diffeomorphic to (H i0+1
l ∩ Õ)/N for an open

hemisphere H i0+1
l corresponding to l . Since elements of N restricts to I on

K , λ1(g) = λn+1(g): Otherwise, we see easily g acts not trivially on Sn−i0−1.
By Proposition 3.5, the all norms of eigenvalues are 1. Since l is a complete
affine space, Lemma 4.12 of [13] shows that

• l covers a horospherical end of (Si0+1
l ∩ Õ)/N.
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• By Theorem 4.10, N is virtually unipotent and N is virtually a co-
compact subgroup of a unipotent group, conjugate to a parabolic
subgroup of SO(i0 + 1, 1) in Aut(Si0+1

l ) and acting on an ellipsoid of

dimension i0 in H i0+1
l .

Recall these from [13]. By the nilpotent Lie group theory of Malcev, the
Zariski closure Z (N) of N is a virtually nilpotent Lie group with finitely
many components and Z (N)/N is compact. Let N denote the identity
component of the Zariski closure of N so that N/(N ∩N) is compact. N ∩N
acts on the great sphere Si0+1

l containing vẼ and corresponding to l . Since
N/N is compact, we can modify U so that N acts on U: i.e., we take⋂

g∈N g(U) =
⋂

g∈F g(U) for the fundamental domain F of N by N.

We remark that N ∩ N := N (L) for a lattice L in Ri0 . Since N is the
Zariski closure of N and N is normal in ΓẼ , N is normalized by ΓẼ . Thus,
Hypothesis 4.4 holds.

Theorem 4.19. Let ΣẼ be the end orbifold of an NPCC p-R-end Ẽ of a
strongly tame properly convex n-orbifold O with radial or totally geodesic
ends. Assume that the holonomy group of π1(O) is strongly irreducible.
Let ΓẼ be the p-end fundamental group, and it satisfies the weak middle-
eigenvalue condition. The virtual center of ΓẼ goes to the the Zariski dense
subgroup of the virtual center of Aut(K ). Assume also that NK is discrete

and K o/NK is compact. Then Ẽ is a quasi-join of a totally geodesic R-end
and a cusp type R-end.

Proof. We will continue to use the notation developed above in this proof.
By Lemma 4.6, h(g)N (~v)h(g)−1 = N (~vMg ) where Mg is a scalar multiplied
by an element of a copy of an orthogonal group O(i0).

The groupN is isomorphic to Ri0 as a Lie group. Since N ⊂ N is a discrete
cocompact, N is virtually isomorphic to Zi0 . Without loss of generality, we
assume that N is a cocompact subgroup of N . h(g)Nh(g)−1 = N. Since
N corresponds to a lattice L ⊂ Ri0 by the map N , and the conjugation by
h(g) is to a map given by right multiplication Mg : L → L by Lemma 4.6.
Thus, Mg : L→ L is conjugate to an element of SL±(i0,Z) and {Mg |g ∈ ΓẼ}
is a compact group as their determinant is ±1. Hence, the image of the
homomorphism given by g ∈ h(π1(Ẽ )) 7→ Mg ∈ SL±(i0,Z)) is a finite order
group. Moreover, µg = 1 for every g ∈ ΓẼ . Thus, ΓẼ has a finite index
group Γ′

Ẽ
centralizing N .

We take ΣE ′ to be the corresponding cover of ΣẼ . By Propositions 4.8
and 4.11, we have the result needed to apply Proposition 4.14. Finally,
Proposition 4.14(i) and (ii) imply that ΓẼ virtually is either a join or a
quasi-joined group. Theorem 4.18 shows that a joined end cannot occur. �

5. The indiscrete case

Let ΣẼ be the end orbifold of an NPCC R-end Ẽ of a strongly tame
properly convex n-orbifold O with radial or totally geodesic ends. Let ΓẼ
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be the p-end fundamental group. Let U be a p-end-neighborhood in Õ
corresponding to a p-end vertex vẼ .

Recall the exact sequence

1→ N → π1(Ẽ )
Π∗K−→ NK → 1

An element g ∈ ΓẼ is of form:

(52) g =

 K (g) 0

∗ U(g)

 .

Here K (g) is an (n−i0)×(n−i0)-matrix and U(g) is an (i0+1)×(i0+1)-matrix
acting on Si0∞. We note detK (g) detU(g) = 1.

5.1. Taking the leaf closure.

5.1.1. Estimations with KAU. Let U denote a maximal nilpotent subgroup
of SL±(n+1,R)Si0∞,vẼ

given by lower triangular matrices with diagonal entries

equal to 1.

Lemma 5.1. The matrix of g ∈ Aut(Sn) can be written under a coordinate
system orthogonal at V i0+1

∞ as k(g)a(g)n(g) where k(g) is an element of
O(n+1), a(g) is a diagonal element, and n(g) is in the group U of unipotent
lower triangular matrices. Also, diagonal elements of a(g) are the norms of
eigenvalues of g as elements of Aut(Sn).

Proof. Let ~v1, ... ,~vi0+1,~vi0+2, ... ,~vn+1 denote the basis vectors of Rn+1 that
are chosen from the real Jordan-block subspaces of g with the same norms
of eigenvalues where ~vj ∈ V i0+1

∞ for j = 1, ... , i0 + 1. We require [~v1] = vẼ .

Now we fix a Euclidean metric on Rn+1. We obtain vectors

~v ′1, ... ,~v ′i0+1,~v ′i0+2, ... ,~v ′n+1

by the Gram-Schmidt orthogonalization process using the corresponding
Euclidean metric on Rn+1. Then the desired result follows by writing the
matrix of g in terms of coordinates given by letting the basis vectors ~v ′i =
~un+1−i . (See also Proposition 2.1 of Kostant [26].)

�

We define

U′ :=
⋃

k∈O(n+1)

kUk−1.

Corollary 5.2. Suppose that we have for a positive constant C1, and g ∈ ΓẼ ,

1

C1
≤ λn+1(g),λ1(g) ≤ C1.

Then g is in a bounded distance from U′ with the bound depending only on
C1.
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Proof. By Lemma 5.1, we can find an element k ∈ O(n + 1) so that

g = kk(g)k−1ka(g)k−1kn(g)k−1

as above. Then kk(g)k−1 ∈ O(n + 1) and ka(g)k−1 is uniformly bounded
from I by a constant depending only on C1 by Proposition 3.5. Finally, we
obtain kn(g)k−1 ∈ U′. �

A subset of a Lie group is of polynomial growth if the volume of the ball
BR(I) radius R is less than or equal to a polynomial of R. As usual, the
metric is given by the standard positive definite left-invariant bilinear form
that is invariant under the conjugations by the compact group O(n + 1).

Lemma 5.3. U′ is of polynomial growth in terms of the distance from I.

Proof. Let Aut(Sn) have a left-invariant Riemannian metric. Clearly U is of
polynomial growth by Gromov [25] since U is nilpotent. Given g ∈ O(n+1),
the distance between gug−1 and u for u ∈ U′ is proportional to a constant
multiplied by d(u, I): Choose u ∈ U′ which is unipotent. We can write
u(s) = exp(s~u) where ~u is a nilpotent matrix of unit norm. g(t) := exp(t~x)
for ~x in the Lie algebra of O(n + 1) of unit norm. For a family of g(t) ∈
O(n + 1), we define

(53) u(t, s) = g(t)u(s)g(t)−1 = exp(sAdg(t)~u).

We compute

u(t, s)−1 du(t, s)

dt
:= u(t, s)−1(~xu(t, s)− u(t, s)~x) = (Adu(t,s)−1 − I)(~x).

Since ~u is nilpotent, Adu(t,s)−1− I is a polynomial of variables t, s. The norm
of du(t, s)/dt is bounded above by a polynomial in s and t. The conjugation
orbits of O(n+1) in Aut(Sn) are compact. Also, the conjugation by O(n+1)
preserves the distances of elements from I since the left-invariant metric µ is
preserved by conjugation at I and geodesics from I go to geodesics from I of
same µ-lengths under the conjugations by equation (53). Hence, we obtain
a parametrization of U′ by U and O(n + 1) where the volume of each orbit
of O(n + 1) grows polynomially. Since U is of polynomial growth, U′ is of
polynomial growth in terms of the distance from I. �

Lemma 5.4. Each leaf l is of polynomial growth. That is, each ball BR(x)
in l of radius R has an area less than equal to f (R) for a polynomial f where

we are using an arbitrary Riemannian metric on F Σ̃Ẽ induced from one on
FΣẼ .

Proof. Let us choose a fundamental domain F of FΣẼ . Then for each leaf
l there exists an index set Il so that l is a union of gi (Di ) i ∈ Il for the
intersection Di of a leaf with F and gi ∈ ΓẼ . We have that Di ⊂ D ′i where
D ′i is an ε-neighborhood of Di in the leaf. Then

{gi (D ′i )|i ∈ Il}
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cover l in a locally finite manner. The subset G (l) := {gi ∈ Γ|i ∈ Il} is a
discrete subset.

Choose an arbitrary point di ∈ Di for every i ∈ Il . The set {gi (di )|i ∈ Il}
and l is quasi-isometric: a map from G (l) to l is given by f1 : gi 7→ gi (di )
and the multivalued map f2 from l to G (l) given by sending each point x ∈ l
to one of finitely many gi such that gi (D

′
i ) 3 x . Let ΓẼ be given the Cayley

metric and Σ̃Ẽ a metric induced from ΣẼ . Both maps are quasi-isometries

since these maps are restrictions of quasi-isometries ΓẼ → Σ̃Ẽ and Σ̃Ẽ → ΓẼ
defined in an analogous manner.

The action of gi in K is bounded since it sends some points of ΠK (F ) to
ones of ΠK (F ). Thus, Π∗K (gi ) goes to a bounded subset of Aut(K ). Hence
in the form of equation (52),

K (gi ) = det(K (gi ))1/(n−i0)K̂ (gi ) where K̂ (gi ) ∈ SL±(n − i0,R).

Let λ̃1(gi ) and λ̃n(gi ) denote the largest norm and the smallest norm of

eigenvalues of K̂ (gi ). Since Π∗K (gi ) are in a bounded set of Aut(K ), these
are bounded by two positive real numbers. The largest and the smallest
eigenvalues of gi equal

λ1(g) = det(K (gi ))1/(n−i0)λ̃1(gi ) and λn+1(g) = det(K (gi ))1/(n−i0)λ̃n(gi )

Denote by aj(gi ), j = 1, ... , i0 + 1, the norms of eigenvalues associated with

Si0∞. Since
det(K (gi ))a1(gi ) ... ai0+1(gi ) = 1,

if | det(K (gi ))| → 0 or ∞, then the equation in Proposition 3.5 cannot hold.
Therefore, we obtain

1/C < | det(K (gi ))| < C

for a positive constant C . We deduce that the largest norm and the smallest
norm of eigenvalues of gi

det(K (gi ))1/(n−i0)λ̃1(gi ) and det(K (gi ))1/(n−i0)λ̃n(gi )

are bounded above and below by two positive numbers. Hence, λ1(gi ) and
λn(gi ) and the components of a(gi ) are all bounded above and below by a
fixed set of positive numbers.

By Corollary 5.2, {gi} is of bounded distance from U′. Let Nc(U′) be a
c-neighborhood of U′. Then

G (l) ⊂ Nc(U′).

Let d denote the left-invariant metric on Aut(Sn). By the discreteness of
ΓẼ , the set G (l) is discrete and there exists a lower bound to

{d(gi , gj)|gi , gj ∈ G (l), i 6= j}.
Also given any gi ∈ G (l), there exists an element gj ∈ G (l) so that d(gi , gj) <
C for a uniform constant C . (We need to choose gj so that gj(F ) is adjacent
to gi (F ).) Let BR(I) denote the ball in SL(n + 1,R) of radius R with the
center I. Then BR(I) ∩ Nc(U′) is of polynomial growth with respect to R,
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and so is G (l) ∩ BR(I). Since the {gi (D ′i )|gi ∈ G (l)} of uniformly bounded
balls cover l in a locally finite manner, l is of polynomial grow as well. �

5.1.2. Closures of leaves. Given a subgroup G of an algebraic Lie group, the
syndetic hull S(G ) of G is a connected Lie group so that S(G )/G is compact.
(See Fried and Goldman [23] and D. Witte [35].)

The properly convex open set K ,K ⊂ Sn−i0 has a Hilbert metric. Also
the group Aut(K ) of projective automorphisms of K in SL±(n− i0 + 1,R) is
a closed group.

Lemma 5.5. Let D be a properly convex open domain with the closed locally
compact group Aut(D) of smooth automorphisms of D. Given a group G
acting isometrically on an open domain D faithfully so that G → Aut(D) is
an embedding. Suppose that D/G is compact. Then the closure Ḡ of G is a
Lie subgroup acting on D properly, and there exists a smooth Riemannian
metric on D that is Ḡ -invariant.

Proof. Since Ḡ is in SL±(n− i0 +1,R), the closure Ḡ is a Lie subgroup acting
on D properly. Suppose that D ⊂ Sn.

One can construct a Riemannian metric µ with bounded entries. Let φ
be a function supported on a compact set containing a fundamental domain
F of D/G where φ|F > 0. Given a bounded subset of Ḡ , the elements are in
a bounded subset of the projective automorphism group SL±(n + 1,R). A
bounded subset of projective automorphisms have uniformly bounded set of
derivatives on Sn up to the m-th order for any m. We can assume that the
derivatives of the entries of φµ up to the m-th order are uniformly bounded
above. Let dη be the left-invariant measure on Ḡ .

Then {g∗φµ|g ∈ Ḡ} is an equicontinuous family on any compact subset
of Do up to any order. Thus the integral∫

g∈Ḡ
g∗φµdη

of g∗φµ for g ∈ Ḡ is a C∞-Riemannian metric and that is positive definite.
This bestows us a C∞-Riemannian metric µD on D invariant under Ḡ -action.

�

The foliation on Σ̃Ẽ given by fibers of ΠK has leaves that are i0-dimensional
complete affine spaces. Then K o admits a smooth Riemannian metric µ0,1

invariant under NK by Lemma 5.5. Since NK is not discrete, a component
NK ,0 of the closure of NK in Aut(K ) is a Lie group of dimension ≥ 1. By tak-
ing a finite index subgroup of π1(O), we may assume that NK is connected.
We consider the orthogonal frame bundle FK o over K o . A metric on each
fiber of FK o is induces from µK . Since the action of NK is isometric on FK o

with trivial stabilizers, we find that NK acts on a smooth orbit submanifold
of FK o transitively with trivial stabilizers. (See Lemma 3.4.11 in [34].)

There exists a bundle F Σ̃Ẽ from pulling back FK o by the projection map.

Here, F Σ̃Ẽ covers FΣẼ . Since ΓẼ acts isometrically on FK o , the quotient
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space F Σ̃Ẽ/ΓẼ is a bundle FΣẼ over ΣẼ with a subbundle with compact

fibers isomorphic to the orthogonal group of dimension n− i0. Also, F Σ̃Ẽ is
foliated by i0-dimensional affine spaces pulled-back from the i0-dimensional
leaves on the foliation Σ̃Ẽ . One can think of these leaves as being the inverse
images of points of FK o .

5.1.3. π1(Vl) is virtually solvable. Recall the fibration

ΠK : Σ̃Ẽ → K o which induces Π̃K : F Σ̃Ẽ → FK o .

Since NK acts as isometries of Riemannian metric on K o , we can obtain
a metric on ΣẼ so that the foliation is a Riemannian foliation. Let pΣẼ

:

F Σ̃Ẽ → FΣẼ be the covering map induced from Σ̃Ẽ → ΣẼ . The foliation on

Σ̃Ẽ gives us a foliation of F Σ̃Ẽ .

Let l be a leaf of F Σ̃Ẽ , and p be the image of l in FK o . Since l maps
to a polynomial growth leaf in FΣẼ by Lemma 5.4, Carrière [8] shows that
a connected nilpotent Lie group Al in the closure of NK in Aut(K ) acts on
FK o freely. Moreover, we have a submanifold

Π̃−1
K (Al(p)) =: Ṽl ↪→ F Σ̃Ẽ

↓ pΣẼ
↓

Vl ↪→ FΣẼ(54)

for a compact submanifold Vl := pΣẼ
(l) in FΣẼ . Here Al is the component

of the closure of NK the image of ΓẼ in Aut(K ). Clearly Al is an algebraic
group. Hence, by taking a finite cover if necessary, ΓẼ is in a Lie group

Rl × Z (Γ1)× · · · × Z (Γk), l ≥ k − 1

for the Zariski closure Z (Γi ) of Γi by Theorem 1.1 of Benoist [4]. By taking
a finite index subgroup, we assume that ΓẼ is a subgroup.

Note Vl has a dimension independent of l since Al acts freely.
Since Al is in the product group, we can project to each Γi -factor or the

central Rl0−1. Since the image of Al is Z (Γj) is not discrete in Aut(Kj), we
obtain that Aut(Kj) equals a union of components of copies of PO(nj , 1) or
SO(nj , 1) in Z (Γj) by Theorem 1.1 of [4] since Kj is strictly convex. The
nilpotency implies that the image is a cusp group fixing a unique point in
bdKj or an abelian Lie group fixing a unique pair of points in bdKj . Thus,
the image is an abelian group since Al is connected. Thus, Al is an abelian
Lie group.

Let Nl be exactly the subgroup of π1(Vl) fixing a leaf l in FK o , for each
closure Vl of a leaf l , the manifold Vl is compact and we have an exact
sequence

1→ Nl → h(π1(Vl))
Π∗K−→ A′l → 1.

Since the leaf l is dense in Vl , it follows that A′l is dense in Al . Each leaf l ′ of

Σ̃Ẽ has a realization a subset in Õ. Since Nl fixes every points of K o and N
is in π1(Vl), we obtain N = Nl . We have the norms of eigenvalues λi (g) = 1
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for g ∈ Nl . By Proposition 3.5, we have that N = Nl is orthopotent since
the norms of eigenvalues equal 1 identically and Nl is discrete. Then N is
easily seen to be virtually nilpotent since it is of polynomial growth as we
can deduce from the orthopotent flags. (See the proof of Theorem 4.10 of
[13] also. )

Hence, h(π1(Vl)) is solvable being an extension of an abelian group by a
nilpotent group.

We summarize below:

Proposition 5.6. Let l be a generic fiber of F Σ̃Ẽ and p be the corresponding
point p of FK o . Then there exists an algebraic abelian group Al acting on
FK o so that Π̃−1

K (Al(p)) = Ṽl covers a compact suborbifold Vl in FΣẼ , a
conjugate of the image of the holonomy group of Vl is a dense subgroup of
Al , and the holonomy group of Vl is solvable. Moreover, Ṽl is homotopy
equivalent to a point or a torus of dimension ≥ 1.

Proof. We just need to prove the last statement. Since Al is homotopy
equivalent to a point or a torus of dimension ≥ 0, and Π̃K has fibres that
are i0-dimensional open hemispheres, this last statement follows. �

5.1.4. The subgroup π1(Vl) is normalized by ΓẼ . The leaf holonomy acts on

F Σ̃Ẽ/FẼ as an abelian killing field group without any fixed points. Hence,

each leaf l is in Ṽl with a constant dimension. Thus, FẼ is a foliation with
leaf closures of the identical dimensions.

The leaf closures form another foliation F Ẽ with compact leaves by Lemma

5.2 of Molino [30]. We let FΣẼ/F Ẽ denote the space of closures of leaves has

an orbifold structure where the projection FΣẼ → FΣẼ/F Ẽ is an orbifold
morphism by Proposition 5.2 of [30]. Since ΣẼ has a geometric structure
induced from the transverse real projective structure, ΣẼ is a very good
orbifold. We may assume that ΣẼ is an n − 1-manifold and hence FΣẼ is
a manifold since we need our results for finite index subgroups only. By
Lemma 5.2 of [30], each open neighbourhood of FΣẼ/F Ẽ is the quotient

space of Al -invariant open set in FK o = F Σ̃Ẽ/FẼ by the connected abelian
group Al acting properly with trivial stabilizers.

• Let X = (FK o)/Al be a quotient manifold, and
• let G be the group of projective automorphisms of K o acting on
FK o/Al induced from ΓẼ .

Thus, FΣẼ/F Ẽ admits a (G ,X )-geometric structure induced from the real

projective structure of F Σ̃Ẽ/FẼ . There exists a finite regular manifold-cover

M of FΣẼ/F Ẽ as in Chapter 13 of Thurston [33] (see Theorem 2 (due to
Thurston) of [10] also.)

By pulling back the fiber bundle over orbifolds, we consider the funda-
mental groups. We obtain a regular finite cover FΣf

Ẽ
of FΣẼ and a regular
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fibration

Vl −→ FΣf
Ẽ
−→ M

↓ ↓ ↓
Vl −→ FΣẼ → FΣẼ/F̄(55)

where Vl is a generic fiber of FΣf
Ẽ

for the induced foliation F̄ f isomorphic

to a generic fiber of FΣẼ .
We obtain an exact sequence

π1(Vl)→ π1(FΣf
Ẽ

)
π′K−→ π1(M)→ 1

and the image π1(Vl) is a normal subgroup of π1(FΣf
Ẽ

). Since FΣf
Ẽ

is fibered

by fibers diffeomorphic to SO(n − i0) or its cover, we have a fibration

S̃O(n − i0)→ FΣf
Ẽ
→ Σf

Ẽ

where Σf
Ẽ

is a finite cover of ΣẼ and S̃O(n− i0) is a finite cover of SO(n− i0).

Thus, we also have an exact sequence

π1(S̃O(n − i0))→ π1(FΣf
Ẽ

)→ π1(Σf
Ẽ

)→ 1.

Since π1(Σf
Ẽ

) is a quotient group of π1(FΣf
Ẽ

), the image of π1(Vl) is a normal

subgroup of π1(Σf
Ẽ

) for the generic l . We define Γl as the image h(π1(Vl)).

The above sequence tells us that Γl is a normal subgroup of a finite index
subgroup of ΓẼ .

From now on, we will assume that Γl is a normal subgroup of ΓẼ by taking
a finite cover of the end-neighborhood if necessary.

Recall that Γl is virtually solvable, as we showed above. We let Z (ΓẼ )
and Z (Γl) denote the Zariski closures in Aut(Sn) of ΓẼ and Γl respectively.

By Theorem 1.6 of Fried-Goldman [23], there exists a closed virtually
solvable Lie group Sl containing Γl with the following four properties:

• Sl has finitely many components.
• Γl\Sl is compact.
• The Zariski closure Z (Sl) is the same as Z (Γl).
• Finally, we have solvable ranks

(56) rank(Sl) ≤ rank(Γl).

Since ΓẼ normalizes Γl by above, ΓẼ also normalizes Z (Γl) = Z (Sl); How-
ever, it maybe not normalize Sl itself.

Since Γl acts on an algebraic set Ṽl ⊂ F Σ̃Ẽ , a component of the inverse
image of an algebraic set the algebraic orbit Al(p) in FK o . Thus, Z (Γl) =

Z (Sl) also acts on Ṽl and hence so does Sl . Also, since Γl → A′l has a dense
image, Sl → Al is an onto map.

We summarize:
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Lemma 5.7. h(π1(Vl)) is virtually solvable and is contained in a virtually
solvable Lie group Sl := S(h(π1(Vl)) with finitely many components, and

Sl/h(π1(Vl)) is compact. Sl acts on Ṽl . Furthermore, one can modify a
p-end-neighborhood U so that Sl acts on it. Also the Zariski closure of
h(π1(Vl)) is the same as that of Sl .

Proof. By above, Z (Sl) = Z (Γl) acts on Ṽl . We need to prove about the
p-end-neighborhood only. Let F be a compact fundamental domain of Sl
under the Γl . Then we have⋂

g∈Sl

g(U) =
⋂
g∈F

g(U).

Since F is compact, the latter set is still a p-end-neighborhood. �

Since Sl acts on U and hence on Σ̃Ẽ as shown in Lemma 5.7, we have
a homomorphism Sl → Aut(K ). We define by Sl ,0 the kernel of this map.

Then Sl ,0 acts on each leaf of Σ̃Ẽ .

5.1.5. The form of USl ,0. From now on, we will let Sl to denote the only
the identity component of itself for simplicity as Sl has a finitely many
components to begin with. This will be sufficient for our purpose of getting
a cusp group normalized by ΓẼ .

Let USl denote the unipotent radical of the Zariski closure Z (Sl) of Sl in
Aut(Sn), which is a solvable Lie group. Also, USl ,0 denote the unipotent
radical of the Zariski closure of Sl ,0. Since Sl ,0 is normalized by ΓẼ , so is
Z (Sl ,0).

Let Si0+1
l denote the i0 + 1-dimensional great sphere containing Si0∞ corre-

sponding to each i0-dimensional leaf l of FẼ .

Proposition 5.8. Let l be a generic fiber so that Al acts with trivial stabi-
lizers.

• Sl acts on Ṽl and on Σ̃Ẽ and ∂U freely and properly and acts as
isometries on these spaces with respect to Riemannian metrics.
• Sl ,0 acts transitively on each leaf l with a compact stabilizer and acts

on an i0-dimensional ellipsoid ∂U∩Si0+1
l passing vẼ with an invariant

Euclidean metric.
• Sl ,0 is an i0-dimensional cusp group and the unipotent radical USl ,0

equals Sl ,0.
• USl ,0 is normalized by ΓẼ also.

Proof. Since Z (Sl) = Z (Γl) acts on Ṽl as stated above, it follows that Sl and

USl both in the group act on Ṽl .
(i) A stabilizer Sl ,x of each point x ∈ Ṽl for Sl is compact: let F be the

fundamental domain of Sl with Γl action. Let F ′ be the image F (x) :=

{g(x)|g ∈ F} in Ṽl . This is a compact set. Define

Γl ,F ′ := {g ∈ Γl |g(F (x)) ∩ F (x) 6= ∅}.
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Then Γl ,F ′ is finite by the properness of the action of Γl . Since an element
of Sl ,x is a product of an element g ′ of Γl and f ∈ F , and g ′f (x) = x , it
follows that g ′F (x) ∩ F (x) 6= ∅ and g ′ ∈ Γl ,F . Hence Sl ,x ⊂ Γl ,F ′F and

Sl ,x is compact. Similarly, Sl acts properly on Σ̃Ẽ . Since ∂U is in one-to-

one correspondence with Σ̃Ẽ , Sl acts on ∂U properly. Hence, these spaces
have compact stabilizers with respect to Sl . The invariant metric follows by
Lemma 5.5. Hence, the action is proper and the orbit is closed. (Since Ṽl/Γl

is compact, Ṽl/Sl is compact also. )
(ii) We assume that ΓẼ is torsion-free by taking a finite index subgroup

since ΣẼ is a very good orbifold, admitting a geometric structure. Now, we

show that Sl acts freely on Σ̃Ẽ :
The strategy is as follows. We use the last part of Section 1.8 of [23]

where we can replace H there with Sl and Rn with Ṽl and Γ with the solvable
subgroup Γl , we obtain the results for Γl :

First, Γl is solvable and discrete, and hence is virtually polycyclic by
Mostow (see Proposition 3.7 of [32]) and Sl has the same Zariski closure as
Γl . Take a finite index subgroup of ΓẼ so that Γl is now polycyclic. We

work on the projection of Ṽl on Σ̃Ẽ , a convex but not properly convex open

domain in an affine space An−1.
Lemma 1.9 of [23] shows that the unipotent radical USl of Z (Sl) acts freely

on Σ̃Ẽ : Being unipotent, USl is simply connected. The orbit USl(x) for

x ∈ Σ̃Ẽ is simply connected and invariant under Z (Γl) = Z (Sl). Γl\USl(x)
is a K (Γl , 1)-space. Thus, rankΓl = cdΓl ≤ dimUSl . By Lemma 4.36 of [32],
dimUSl ≤ dimSl and by Lemma 1.6 (iv) of [23], we have dimSl ≤ rankΓl .
Thus, rankΓl = dimSl .

We now show Sl acts freely on Σ̃Ẽ . We have a fibration sequence

Γl → Sl → Γl\Sl
and an exact sequence

π1(Sl)→ π1(Γl\Sl)→ Γl ,

and hence rankπ1(Sl) + rankΓl = rankπ1(Γl\Sl) = dimSl since Sl is solvable
and Γl\Sl is a compact manifold following the argument in Section 1.8 of
[23]. (See Proposition 3.7 of [32] also where we need to take the universal
cover of Sl .) Since rankΓl = dimSl , we have rankπ1(Sl) = 0. This means that
π1(Sl) is finite. Being solvable, it is trivial. Thus, Sl is simply connected.
Since Sl is homotopy equivalent to T j1 , Sl is contractible. (We followed
Section 1.8 of [23] faithfully here.)

Since Sl acts transitively on any of its orbits, Sl is homotopy equivalent
to a bundle over the orbit with fiber homeomorphic to a stabilizer. Since Sl
is contractible, the stabilizer is finite. Since Sl acts with finite stabilizers on
Σ̃Ẽ , it acts so on Ṽl . That is Sl finitely covers Ṽl as a universal cover. That

is, π1(Ṽl) is finite. Since Ṽl is homotopy equivalent to a point or a torus,

π1(Ṽl) and the stabilizers are trivial. We showed that Sl acts freely on Ṽl .
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(iii) Now, we show that Sl acts transitively on Ṽl : Choose x ∈ Ṽl . There

is a map f : Γl\Sl → Ṽl/Γl given by sending each g ∈ Sl to g(x) ∈ Ṽl . The
image of the map is also closed since Γl\Sl is compact. Since the map is a

homotopy equivalence, the map is onto and Sl acts transitively on Ṽl .
(iv) Hence, Sl ,0 acts simply transitively on each l ; Sl ,0 is diffeomorphic to

a leaf l and hence is connected and is a solvable Lie group.
Since the subset Ul := U ∩ H i0+1

l of U corresponding to l is a strictly
convex set containing vẼ , we have Sl ,0 acting simply transitively on ∂Ul .
Proposition 3.5 implies that for g ∈ Γl

λ1(g) ≥ λ(g) ≥ λ′(g) ≥ λn+1(g).

Since Sl = FΓl for a compact set F , this inequality

(57) C1λ1(g) ≥ λ(g) ≥ C2λ
′(g) ≥ C3λn+1(g), g ∈ Sl

holds for constants C1 > 1, 1 > C2 > C3 > 0. Since Sl ,0 acts trivially
on K o , we have λ1(g) = λn+1(g) for g ∈ Sl ,0. Since the maximal norm

λ̄(g) of the eigenvalue equals max{λ1(g),λ(g)} and the minimal norm λ̂(g)
of the eigenvalue equals min{λ′(g),λn+1(g)}, equation (57) implies that

| log λ̄(g)|, | log λ̂(g)|, g ∈ Sl ,0 are both uniformly bounded above. Of course
we have

| log λ̄(gn)| = |nlog λ̄(g)|, | log λ̂(gn)| = |n log λ̂(g)|, g ∈ Sl ,0.

Since Sl ,0 is not compact, all the eigenvalues of elements are 1. Since Sl ,0 is a
connected Lie group, Fried [22] shows that Sl ,0 is a nilpotent Lie group. By
Lemma 4.12 of [13], Sl ,0 acts on an i0-dimensional ellipsoid that has to equal
∂Ul . Since one can identify each leaf with an affine space Sl ,0 is isomorphic to
an affine isometry group acting simply transitively on an affine space Ri . Let
HvẼ

denote the cusp group acting on the ellipsoid. An elementary argument
using the cocompact subgroup simultaneously in both groups shows that
Sl ,0 and HvẼ

are identical.
This shows also that Sl ,0 is nilpotent and we have USl ,0 = Sl ,0 also. Fi-

nally, this implies that USl ,0 is an i0-dimensional abelian Lie group.
For g ∈ ΓẼ , S ′l := gSlg

−1 is a syndetic hull of ΓẼ . Then we define S ′l ,0 as

the subgroup acting trivially on the space of leaves. Since S ′l ,0 has to be the

cusp group as above by the same proof, it follows that S ′l ,0 = Sl ,0 = gSl ,0g
−1.

Thus, Sl ,0 is a normal subgroup.
�

5.2. The proof for indiscrete NK . We can parametrize USl ,0 by N (~v) for
~v ∈ Ri0 by Proposition 5.8. Hypothesis 4.4 holds now. As above by Lemmas



ENDS OF REAL PROJECTIVE ORBIFOLDS III 49

4.6 and 4.8, we have that the matrices are of form:

(58) N (~v) =


In−i0−1 0 0 0

0 1 0 0

0 ~vT Ii0 0

c2(~v) ||~v ||2/2 ~v 1

 ,

(59) g =


S(g) 0 0 0

0 a1(g) 0 0

C1(g) a4(g) a5(g)O5(g) 0

c2(g) a7(g) a8(g) a9(g)


where g ∈ ΓẼ . Recall µg = a5(g)/a1(g) = a9(g)/a5(g). Since Sl is in Z (Γl)
and the orthogonality of normalized A5(g) is an algebraic condition, the
above form also holds for g ∈ Sl .

However, we don’t assume Hypothesis 4.12. We continue to assume as in
Hypothesis 4.4 for G .

Proposition 5.9. A center of ΓẼ maps to NK going to a Zariski dense
group of the virtual center of Aut(K ). We assume Hypothesis 4.4 and NK

is indiscrete. Then we have µg = 1 for every g ∈ ΓẼ .

Proof. We write G = ΓẼ . We factorize the matrix of g , g ∈ G ,

(60)


a1(g) 0 0

a1(g)~vTg a5(g)O5(g) 0

a7(g) a5(g)~vgO5(g) a9(g)

 =

(61)


1 0 0

0 1 0

a7(g)
a1(g) −

||~vg ||2
2 0 1




1 0 0

~vTg I 0

||~vg ||2
2 ~vg 1

 a1(g)


1 0 0

0 µg 0

0 0 µ2
g


The weak uniform middle eigenvalue condition here means a1(g) ≥ a9(g)

or µg ≤ 1 for g ∈ G+ for G = ΓẼ .
By Hypothesis 4.4, the conclusion of Proposition 4.11 holds. From the

proof of Proposition 4.11, let K , K ′′, and k be as in the proof. We obtain a
sequence γm in the virtual center with the same properties. We take one as
η where the largest norm λ̂1(η) of the eigenvalues for Ŝ(η) occurs at k .

By Proposition 4.11, η acts on K ′′ ⊂ bdÕ. By the weak middle eigenvalue
condition and the matrix form (60), k corresponds to a1(η) = λ1(g), the
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largest norm eigenvalue. Since λ̂1(η) is of multiplicity one, k corresponds to

a unique fixed point kη. Being a fixed point, kη ∈ bdÕ.
Suppose first that µη < 1. Since vẼ has a different eigenvalue a9(η) from

that a1(η) of kη as µη < 1, we obtain kη 6= vẼ , and kη ∈ Ho
k .

The convex hull K̂ of K ′′ and kη is the join K ′′ ∗ kη ⊂ Cl(Õ). Hence,
there exists a subspace Sn−i0 ⊂ K ′′ ∗ kη complementary to Si0∞. We use the
coordinates now where K ′′ ∗ kη is given by xn−i0+1 = 0, ... , xn+1 = 0. Points
of K ′′ has coordinates

[∗, ... , ∗,︸ ︷︷ ︸
n−i0−1

0, 0, ... , 0︸ ︷︷ ︸
i0+1

](62)

kη = [0, ... , 0,︸ ︷︷ ︸
n−i0−1

1, 0, ... , 0︸ ︷︷ ︸
i0+1

](63)

Since G commute with η and η have eigenvalues at K ′′ and kη distinct from
fixed points outside K ′′ and kη as we can see from equation (59), G acts on
K ′′ ∗ kη. Since G acts on K ′′ ∗ kη by Proposition 4.11, it follows that in this
coordinate system

~vg = 0,
a7(g)

a1(g)
− ||

~vg ||2

2
= 0 for all g ∈ G .

Since vẼ is not contained in K ′′∗kη, and each leaf hemisphere H i0+1
l contains

at least one point of K o = (K ′′ ∗ kη)o , it follows that (K ′′ ∗ kη)o projects to

a submanifold of Σ̃Ẽ transversal to each fiber. Sine ΓẼ acts on this image,

ΓẼ cannot act properly discontinuously on Σ̃Ẽ .
Now suppose that µη = 1 but there exists some g with µg < 1. Then

again there exists a fixed point kg ∈ Ho
k with an eigenvalue of multiplicity

one. By commutativity, η acts on kg and the arguments are now similar.
�

The proof of Theorem 1.1. Suppose that Ẽ is an NPCC R-end. When NK

is discrete, Theorem 4.19 gives us the result.
When NK is indiscrete, Hypothesis 4.4 holds by Propositions 5.8.
By Proposition 5.9, µ ≡ 1 holds. Lemmas 4.6 and 4.8, Propositions 4.11

and 4.14 show that we have a joined or quasi-joined end. Theorem 4.18
implies the result. �

Corollary 5.10. Let O be a properly convex strongly tame real projective
orbifold. Assume that holonomy group is strongly irreducible. Let Ẽ be an
NPCC p-end of the universal cover Õ or O. Then the holonomy group h(ΓẼ )
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is a group whose element under a coordinate system is of form :

(64) g =


S(g) 0 0 0

0 λ(g) 0 0

0 λ(g)v(g)T λ(g)I 0

0 λ(g)
(
α7(g) + ||v(g)||2

2

)
λ(g)v(g) λ(g)


where {S(g)|g ∈ ΓẼ} acts cocompactly on a properly convex domain in bdÕ
of dimension n− i0 − 1, and α7(g) satisfies the uniform positive translation
condition given by equation (43).

And ΓẼ virtually normalizes the group

(65)

{
N (~v) =


In−i0−1 0 0 0

0 1 0 0

0 ~vT Ii0 0

0 ||~v ||2/2 ~v 1


∣∣∣∣∣~v ∈ Ri0

}
.

Proof. The proof is contained in the proof of Theorem 1.1. �

6. The dual of NPCC-ends

6.1. The duality. We repeat some background material from [13] for con-
venience. We recall the projective duality from linear duality. Let Γ be a
group of linear transformations GL(n+1,R). Let Γ∗ be the affine dual group
defined by {g∗−1|g ∈ Γ}. Suppose that Γ acts on a properly convex cone C
in Rn+1 with the vertex O.

An open convex cone C ∗ in Rn+1∗ is dual to an open convex cone C in Rn+1

if C ∗ ⊂ Rn+1∗ is the set of linear transformations taking positive values on
Cl(C )−{O}. C ∗ is a cone with vertex as the origin again. Note (C ∗)∗ = C .

Now Γ∗ will acts on C ∗. A central dilatational extension Γ′ of Γ by Z is
given by adding a dilatation by a scalar s ∈ R+ − {1} for the set R+ of
positive real numbers. The dual Γ′∗ of Γ′ is a central dilatation extension of
Γ∗. Also, Γ′ acts cocompactly on C if and only if Γ′∗ acts so on C ∗. (See [24]
for details.)

Given a subgroup Γ in PGL(n+1,R), a lift in GL(n+1,R) is any subgroup
that maps to Γ injectively. Given a subgroup Γ in PGL(n + 1,R), the dual
group Γ∗ is the image in PGL(n + 1,R) of the dual of any linear lift of Γ.

A properly convex open domain Ω in P(Rn+1) is dual to a properly convex
open domain Ω∗ in P(Rn+1,∗) if Ω corresponds to an open convex cone C
and Ω∗ to its dual C ∗. We say that Ω∗ is dual to Ω. We also have (Ω∗)∗ = Ω
and Ω is properly convex if and only if so is Ω∗.

We call Γ a divisible group if a central dilatational extension acts cocom-
pactly on C . Γ is divisible if and only if so is Γ∗.

Recall Sn := S(Rn+1). We define Sn∗ := S(Rn+1∗).
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For an open properly convex subset Ω in Sn, the dual domain is defined
as the quotient of the dual cone of the cone corresponding to CΩ in Sn∗.
The dual set is also open and properly convex but the dimension may not
change. Again, we have (Ω∗)∗ = Ω.

Given a properly convex domain Ω in Sn (resp. RPn), we define the
augmented boundary of Ω

bdAgΩ := {(x , h)|x ∈ bdΩ, h is a supporting hyperplane of Ω, h 3 x}.

Each x ∈ bdΩ has at least one supporting hyperspace, a hyperspace is an
element of RPn∗ since it is represented as a linear functional, and an element
of RPn represents a hyperspace in RPn∗.

The homeomorphism below will be known as the duality map.

Proposition 6.1 ([13]). Let Ω and Ω∗ be dual domains in Sn∗ (resp. RPn∗).

(i) There is a proper quotient map ΠAg : bdAgΩ→ bdΩ given by sending
(x , h) to x.

(ii) Let a projective automorphism group Γ acts on a properly convex
open domain Ω if and only Γ∗ acts on Ω∗.

(iii) There exists a duality homeomorphism

D : bdAgΩ↔ bdAgΩ∗

given by sending (x , h) to (h, x) for each (x , h) ∈ bdAgΩ.

(iv) Let A ⊂ bdAgΩ be a subspace and A∗ ⊂ bdAgΩ∗ be the corresponding
dual subspace D(A). If a group Γ acts on A so that A/Γ is compact
if and only if Γ∗ acts on A∗ and A∗/Γ∗ is compact.

We have O = Ω/Γ for a properly convex domain Ω, the dual orbifold O∗ =
Ω∗/Γ∗ is a properly convex real projective orbifold homotopy equivalent to
O. The dual orbifold is well-defined up to projective diffeomorphisms. We
call O∗ a projectively dual orbifold to O. Clearly, O is projectively dual to
O∗.

Theorem 6.2 (Vinberg). The dual orbifold O∗ is diffeomorphic to O.

We call the map the Vinberg duality diffeomorphism.

6.2. The proof of Corollary 1.2. By Corollary 5.10, we obtain that the
dual holonomy group g−1T ∈ Γ∗

Ẽ
has form under a coordinate system:

(66)

g−1T =


S(g)−1T 0 0 0

0 λ(g)−1 −λ(g)−1v(g) λ(g)−1
(
−α7(g) + ||v(g)||2

2

)
0 0 λ(g)−1I −λ(g)−1v(g)T

0 0 0 λ(g)−1

 .

Recall that 〈S(g), g ∈ ΓẼ 〉 acts on properly convex set K ∗ {k} in Sn−i0−1,

a strict join, for a properly convex set K ⊂ Sn−i0−2 ⊂ Sn−i0−1 and k from
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the proof of Theorems 4.19 and 4.18. N acts on Si0+1 containing Si0∞ and
corresponding to k under the projection ΠK : Sn − Si0∞ → Sn−i0−1.

We have Rn+1 = V ⊕W for subspaces V and W corresponding to Sn−i0−2

and Si0+1 respectively. We let Sn−i0−2∗ and Si0+1∗ denote the dual subspaces
in Sn∗: Then Rn+1∗ = V ∗ ⊕W ∗ for subspaces V ∗ of 1-forms on V and W ∗

of 1-forms of W . Then V ∗ corresponds to the subspace Sn−i0−2∗ and W ∗

corresponds to Si0+1∗.
Let K ∗ ⊂ Sn−i0−2∗ ⊂ Sn−i0−1∗ be the dual domain of K . The subspace

Sn−i0−2 is dual to a point k∗ of Sn−i0−1∗. Now, K ∗{k} is dual to K ∗ ∗{k∗} in
Sn−i0−1∗. Then 〈S(g)−1T , g ∈ Γ∗

Ẽ
〉 acts on the properly convex set K ∗∗{k∗}.

Recall that ΓẼ and the unipotent group N act on a p-end neighborhood

U of Ẽ and on great spheres Sn−i0−2 and Si0+1. Then Γ∗
Ẽ

and the unipotent

group N act on the dual great spheres Sn−i0−2∗ and Si0+1∗ by the matrix
forms of the elements.

Let P ⊂ Sn be an oriented hyperplane supporting Õ at vẼ . Under ΠK ,

P goes to a hyperplane in Sn−i0−1 disjoint from (K ∗ {k})o . (K ∗ {k})o is
in the orientation direction of the image of P. Hence, the set of supporting
oriented hyperplanes is projectively isomorphic to K ∗∗k∗. Using the map D,
we obtain that there exists a totally geodesic n−i0−1-dimensional domain in
bdÕ∗ projectively isomorphic to K ∗ ∗ k∗. We denote the domain by K ∗1 ∗ k∗1 .
Here, k∗1 is the dual of the supporting hyperplane containing K and Si0∞.

And Γ∗
Ẽ

virtually normalizes:

(67) N (~v)−1T =


In−i0−1 0 0 0

0 1 −~v ||~v ||2/2

0 0 Ii0 −~vT

0 0 0 1

 ,

By using coordinate change of n− i0 +1-th coordinate to n+1-th coordinate,
we can make the lower right matrix of ΓẼ andN into a lower triangular form.

Now, Γ∗
Ẽ

fixes k∗1 . The eigenvalues show that the dual p-end Ẽ ∗ is not

complete by Theorem 4.10 in [13]. Since elements of ΓẼ is of form (67), Σ̃Ẽ
is not properly convex considering the matrices expression of their action on
Sn−1

vẼ
. One can check that the uniform positive translation condition holds.

RecallN acts on a quasi-joined end neighborhood U ⊃ Õ with i0-dimensional
orbits in bdU. We can find a properly convex open set U1 ⊃ Õ by expanding
along radial lines and taking a convex hull and Proposition 4.14. (This step
is similar to ones in Lemma 7.6 in [14] and we skip details.) For the dual

properly convex open set U∗1 we have U∗1 ⊂ Õ∗ by the reversal of inclusion
relations under duality. Γ∗

Ẽ
also fixes k∗1 by the new form of the matrices.

The space of radial lines from k∗1 to Õ∗ is same as that of U∗1 Since N ∗ acts

on U∗1 , Ẽ ∗ is an NPCC-end with complete affine leaves of dimension i0.
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By Theorem 6.2, each end neighborhood of O goes to an end neighbour-
hood of O∗. Hence, the weak uniform middle eigenvalue condition is satisfied
by the form of the matrices. Also the uniform positive translation condition
holds by the matrix forms again. Proposition 4.14 completes the proof.
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