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We study the many-body physics of different quantum systems using a hierarchy of correlations,
which corresponds to a generalization of the 1/Z hierarchy. The decoupling scheme obtained from
this hierarchy is adapted to calculate double-time Green’s functions, and due to its non-perturbative
nature, we describe quantum phase transition and topological features characteristic of strongly
correlated phases. As concrete examples we consider spinless fermions in a dimerized chain and in
a honeycomb lattice. We present analytical results which are valid for any dimension and can be
generalized to different types of interactions (e.g., long range interactions), which allows us to shed
light on the effect of quantum correlations in a very systematic way. Furthermore, we show that this
approach provides an efficient framework for the calculation of topological invariants in interacting
systems.
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I. INTRODUCTION

The study of quantum many-body systems is a very
active research field, mainly due to the large number of
fascinating effects that can be observed. The main rea-
son for the large degree of complexity in these systems
is the presence of non-local correlations between parti-
cles. The development of different methods to extract
the relevant information for their description is then cru-
cial, and an important source of progress and debate in
the field. While many standard techniques such as dia-
gramatic, bosonization1, dynamical mean field theory2,3,
etc, have been applied, it is not always clear how corre-

lations are treated in these approximations, and this can
cause problems in the description of the system.

A very important feature of quantum many-body
systems is the existence of quantum phase transitions
(QPT)4. They describe a change in the many-body
ground state properties of a quantum system when a
physical parameter is tuned. Unlike classical phase tran-
sitions, which are driven by thermal fluctuations, QPT
are driven by quantum fluctuations, and are strictly
speaking, T = 0 phase transitions. The characterization
of phase transitions has notably evolved, starting from
the description of classical phase transitions by Ehren-
fest, to the characterization and classification of order
parameters by Landau5, or the modern dynamical mean
field theories (not to mention the crucial renormalization
group theory developed by Wilson6). Crucially, it has
been shown that the non-analyticity of the transitions is
ubiquitous in all these approaches, meaning that pertur-
bative methods (in the sense of standard perturbation
theory) are not generally enough for their description.

Another important feature of many-body systems, in-
tensively studied in the last decade, is topological phase
transitions(TPT)7,8. In general, the topological phases
cannot be characterized using an order parameter, which
makes them different from the usual QPT, and one needs
to calculate topological invariants. Furthermore, their
bulk spectral properties cannot be differentiated from
those of trivial phases, and only when looking at the
boundary of the system, can one observe the physical dif-
ferences due to the presence of edge modes. Although all
the main properties and possible topological phases are
well understood for the case of non-interacting systems9,
the effect of interactions is still unclear and requires fur-
ther studies. Nevertheless, huge progress has been made
in the last years, and numerous phases with very inter-
esting properties have been predicted10–16.

A very interesting method used to characterize mag-
netic systems -archetypal examples in the theory of quan-
tum phase transition17- is the 1/Z expansion, where Z
is the coordination number of the system18,19. In this
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case, one assumes that contributions from the interac-
tion part of the Hamiltonian scale inversely proportional
to Z, providing a hierarchical expansion of the different
statistical averages. From this very general argument, it
is clear that the hierarchy will be accurate in high dimen-
sional systems (where the coordination number is large),
which is the reason why it has been mainly applied in the
description of 3D materials. Studies of electronic and
bosonic systems with itinerant particles have also been
recently analyzed using this approach20.

In this work we discuss the origin of the coordination
number scaling, and show that it can be derived from
the monogamy property of entanglement. This feature
makes the 1/Z expansion equivalent to an expansion in
terms of spatial correlations, and their scaling allows to
approximate the n-point functions. This connection al-
lows us to generalize the hierarchy to k space, and ob-
tain a different scaling for k space correlations. We show
that for low dimensional systems it is more effective to
study k space correlations, as they provide a faster con-
vergence for the hierarchy. We prove explicitly these re-
sults in a honeycomb lattice21–25 and in a dimerized 1D
chain, both populated by spinless fermions. Finally, we
take advantage of the non-perturbative nature of this ap-
proach to analyze the topological properties of the dimer-
ized chain. We show that the hierarchy of correlations
allows to extract the topological invariants beyond the
non-interacting limit.

II. HIERARCHY OF CORRELATIONS

The conventional assumption of the 1/Z hierarchy is
that the interaction part of the Hamiltonian, propor-
tional to V , scales as 1/Z, where Z is the coordination
number of the system. At first glance, this can be in-
terpreted as an expansion in the interaction part of the
Hamiltonian; however this is not the case, and the expan-
sion is not done in terms of a small parameter, but rather
in terms of decreasing contributions of correlations to the
density matrix. Formally, we can derive the hierarchy as
follows: Let us introduce the density matrix of a system
ρ, and the reduced density matrix ρx = Tr

❆x
{ρ}, where

Tr
❆x
{ρ} means trace over all degrees of freedom but x (x

corresponds to a specific lattice site for the case of the
1/Z hierarchy). If we consider the 2-point reduced den-
sity matrix ρx,y = Tr

❆x,❆y
{ρ}, we can rewrite this quantity

as follows:

ρx,y = ρxρy + ρCx,y (1)

where ρCx,y is just the difference between the 2-point den-
sity matrix, and the product of 1-point density matri-
ces at each point ρxρy (i.e., ρCx,y contains the correla-
tions between the two sites). If we assume the scaling
ρCx,y ∼ 1/Z (this is motivated in terms of the entangle-
ment monogamy in the next paragraph), we find that the
different statistical averages can be separated into their

uncorrelated part and contributions due to correlations,
which decay with different inverse powers of the coordi-
nation number Z. This defines the 1/Z hierarchy.

Clearly one needs to justify the scaling ρCx,y ∼ Z−1,
and prove that the scaling ρCx,y ∼ Z−1 implies V ∼ Z−1

for the interaction term (which also proves the equiv-
alence between the Z−1 hierarchy and a hierarchy of
correlations). To the question: Why is the scaling of
correlations inversely proportional to the coordination
number of the lattice?, one can argue that it must be
related with the monogamy property of entanglement26:
The monogamy of entanglement states that a fully corre-
lated state of particles cannot be entangled with an extra
particle, unless the entanglement between the initial set
is reduced. Let us apply this principle to a simple ex-
ample: Consider Fig.1, where we have a simple square
lattice populated by spinless fermions. For simplicity, we
assume that they can only hop and interact with their
nearest neighbors. Then, a simple Hamiltonian describ-
ing the system would be:

H = −
∑

〈x,y〉

tx,y
(

f †
yfx + f †

xfy
)

+
∑

〈x,y〉

Vx,ynxny (2)

where nx = f †
xfx is the number of particles at site x,

tx,y is the hopping between sites and Vx,y corresponds to
the interaction between particles. In this representation,
operators are defined at different points of the lattice, and
the hopping as well as the interaction create correlations
between sites, because their value depends on the relative
distance between pairs of points. This is what we define
as non-local terms of the Hamiltonian.

Let us calculate the time evolution of the time-ordered
2-point function GT

z,z (t, t
′) = −i〈fz (t) , f †

z (t
′)〉T using

the Heisenberg’s equation of motion, which corresponds
to the propagation of a particle excitation to and from
site z (i.e., is proportional to ρz):

∂tG
T
z,z (t, t

′) = −iδ (t− t′) + 2i
∑

x 6=z

tz,xG
T
x,z (t, t

′)

−2i
∑

x 6=z

Vz,xG
T
xxz,z (t, t

′) (3)

where we have defined GT
xxz,z (t, t

′) =

−i〈nx (t) fz (t) , f
†
z (t

′)〉T . As the Green’s function
is calculated with respect to the density matrix ρ, we
can use the decomposition in terms of correlations
(Eq.1):

∂tG
T
z,z (t, t

′) = −iδ (t− t′) + 2i
∑

x 6=z

tz,xGT
x,z (t, t

′) (4)

−2i
∑

x 6=z

Vz,x

[

〈nx〉GT
z,z (t, t

′) + GT
xxz,z (t, t

′)
]

where G denotes the statistical average with respect to
the correlated part of the density matrix ρCx,z. If the
Hamiltonian only contains local contributions, we would
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Figure 1: Representation of a particle in the central site of
a square lattice. Due to non-local terms of the Hamiltonian
(either nearest neighbor hopping t1 or interaction V1), the
particle becomes correlated with the neighboring sites. The
importance of these correlations is characterized by ρCx,y, be-
ing x,y nearest neighbors. If the state is strongly correlated,
ρCx,y has reached a maximum value, and the entanglement

with an extra site requires that ρCx,y must decrease as 1/Z.

not find terms proportional to G, as correlations would
not propagate between different points of the lattice.
However, the presence of these terms induce correlations
between modes, proportional to the correlated part of
the density matrix ρCz,x, and the possibility of collective
excitations. If we assume that the resulting state be-
tween the particle excitation at site z and its nearest
neighbors is a strongly correlated one, this implies that
ρCz,x has reached a maximum value. Therefore, due to the
monogamy property of entanglement, a change in the lat-
tice including an extra nearest neighbor, would decrease
ρCz,x as Z−1. This analysis shows that the Z−1 scaling
of correlations follows directly from the monogamy of en-
tanglement, if the system is strongly correlated.

Finally, once we have physically motivated the scaling
ρCz,x ∼ Z−1, we just need to relate the scaling of corre-
lations with the physical parameters of the Hamiltonian.
This can be easily done by direct calculation of the equa-
tion of motion for ρCz,x

20. One finds that in general, to
lowest order in correlations, ρCz,x turns out to be pro-
portional to the non-local terms of the Hamiltonian t or
V , times the product of the local density matrices ρxρz.
This implies that the non-local terms of the Hamiltonian
must scale as V, t ∼ Z−1. It is important to differenciate
the meaning of the scaling Z−1 from the actual value of
the interaction/hopping, which is fixed when the model
is defined. The meaning is that contributions to the sta-
tistical averages due to entanglement between modes is
reduced as Z−1, and not that interactions become weaker
as the coordination number increases. To stress this fea-
ture, the Z−1 scaling is not directly incorporated in the
Hamiltonian.

In summary, we have shown that the monogamy prop-
erty of entanglement and the assumption of a strongly
correlated state, naturally lead to the 1/Z scaling of cor-
relations and of non-local terms in the Hamiltonian. Fur-

thermore, as spatial correlations can be extremely differ-
ent from the ones in k space, we will explore these two
different possibilities in the next sections and compare
their scaling properties for different models38.

III. REAL SPACE HIERARCHY

As we discussed in the previous section, the hierarchy
of correlations can be established for different representa-
tions of the Hamiltonian. In position space, correlations
between different points are created due to the non-local
terms of the Hamiltonian. Furthermore, their scaling is
proportional to the inverse of the coordination number
Z. Here we study the position space representation of
the hierarchy, for a system of spinless fermions in a lat-
tice with sub-lattice symmetry. The Hamiltonian can be
written as:

H = −
∑

x,x′

∑

σ,σ′

(

Jσ,σ′

x,x′ f
†
x,σfx′,σ′ + h.c.

)

(5)

−µ
∑

x,σ

nx,σ +
∑

x,x′

∑

σ,σ′

V σ,σ′

x,x′ nx,σnx′,σ′

where f †
x,σ creates a fermion at position x in sub-lattice σ

(the sub-index σ can characterize other internal degrees
of freedom as well), and nx,σ = f †

x,σfx,σ is the number of
particles operator. This Hamiltonian contains a hopping
term Jσ,σ′

x,x′ , a chemical potential µ that fixes the number
of particles in the lattice, and a density-density interac-
tion between the particles V σ,σ′

x,x′ .
The numerical calculations in this work are particular-

ized for a dimerized chain and a honeycomb lattice. For
simplicity of our analysis we restrict the models to near-
est neighbors, although the analytical results are valid
for arbitrary number of neighbors interaction. We com-
ment that the use of short-range interactions for the hon-
eycomb lattice corresponds to a crude approximation of
the real system due to the vanishing density of states at
zero filling. However, it is also a very interesting approx-
imation to understand the nature of phase transitions in
2D models. The hopping and interaction terms are:

• Dimerized chain: Jσ,σ′

x,x′ = δσ′,σ̄ (t1δx,x′ + t′1δx,x′−a)

and V σ,σ′

x,x′ = V1δσ′,σ̄ (δx,x′ + δx,x′−a) +
V2δσ′,σδx,x′−a, where for simplicity we have
assumed that the interaction is symmetric between
the sub-lattices, a is the length of the unit lattice
vector and σ̄ = −σ.

• Honeycomb lattice: Jσ,σ′

x,x′ = t1δσ′,σ̄

∑

i δx,x′+ai
and

V σ,σ′

x,x′ = V1δσ′,σ̄

∑

i δx,x′+ai
+ V2δσ′,σ

∑

i δx,x′+bi
,

where ai=1,2,3 (bi=1,...,6) label the lattice vec-
tors connecting the different nearest (next nearest)
neighbors in the honeycomb lattice.
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For the characterization of the physical properties we de-
fine a set of double time Green’s functions:

Gα,β
y,y′ (t, t

′) = −i〈〈fy,α (t) ; f †
y′,β (t

′)〉〉 (6)

where 〈〈. . . ; . . .〉〉 = Tr {ρ . . .} corresponds to the statisti-
cal average with respect to the density matrix ρ, for the
advanced/retarded/time ordered Green’s function (they
all fulfill the same equation of motion, but with differ-
ent boundary conditions). We assume that the system is
in thermal equilibrium, and then the statistical average
is calculated with respect to the thermal density matrix
ρ = e−βH . If we make use of the Heisenberg’s equation
of motion, and the fact that the system is in thermo-
dynamic equilibrium, we find that the 2-point Green’s
function satisfies:

(ω + µ)Gα,β
y,y′ (ω) =

δy,y′δα,β
2π

− 2
∑

σ,x

Jα,σ
y,xG

σ,β
x,y′ (ω)

+2
∑

σ,x

V α,σ
y,x Gσσα,β

xxy,y′ (ω) (7)

where we have introduced the 4-point function
Gσσα,β

xxy,y′ (ω) ≡ −i〈〈f †
x,σfx,σfy,α; f

†
y′,β〉〉.

Eq.7 corresponds to the general expression for the
equation of motion of the 2-point Green’s function, which
couples to higher n-point Green’s functions and creates
correlations between modes. The different approaches
to find a solution to Eq.7 consist in different decoupling
schemes to separate the higher n-point Green’s functions
into lower ones. As anticipated, in this work we make
use of the hierarchy of correlations.

Before we continue, we comment on the hierarchy of
correlations when couplings beyond nearest neighbors
are included. Although we have derived the hierarchy
for the simple case of nearest neighbors only, we can
generalize the result to arbitrary neighbors: We can
always decompose a general interaction into different
contributions according to the lattice symmetries, e.g.,
V α,σ
δ = V α,σ

N + V α,σ
NN + . . ., where N refers to nearest

neighbors, NN to next nearest neighbors, etc. Each of
these components generates a hierarchy of correlations
with scaling proportional to 1/ZN for nearest neighbors,
1/ZNN for next nearest neighbors, etc. The idea is to find
a lower bound for the scaling, where Vi/Zi < Vj/Zj for
all i 6= j. In this work we assume that the lower bound to
the scaling is given by Z, i.e., is a short range interaction
in the sense VN/ZN < VNN/ZNN < . . .. This directly
applies to the case of a dimerized chain, as the hopping
to nearest neighbors can be separated in two different
contributions. For simplicity we consider t1 ≃ t′1, which
assumes a unique scaling for both bonds, but one could
also define the lower bound for the hierarchy in terms of
the two hoppings.

Finally, we expect that this hierarchy should be
able to predict phases with enlarged unit cells due to
interactions23–25. Although this is not discussed in the
present work, we think that for higher orders of the hi-
erarchy, Green’s functions with different k vectors will

couple in the equation of motion, and could predict the
transition to phases with enlarged unit cells.

A. Uncorrelated solution

As we are dealing with a hierarchy of equations, we
must systematically solve for the different 1/Z orders.
Here we first find the lowest order solutions for the
Green’s functions, i.e., when spatial correlations are ne-
glected. If we expand Eq.7 in correlations, and neglect
terms of order 1/Z or higher, we find:

(ω + µ) gα,βy,y =
δα,β
2π

+ 2
∑

σ,x 6=y

n̄x,σV
α,σ
y,x gα,βy,y (8)

where gα,βy,y denotes the uncorrelated Green’s function
(neglecting 1/Z corrections), the 1/Z factor in V α,σ

y,x is
compensated by the sum over x, and n̄x,σ = 〈f †

x,σfx,σ〉0
corresponds to the uncorrelated local density of particles
at site x (we use the sub-index 0 to indicate that all cor-
relations are neglected in the statistical average). Note
that the equation of motion is similar to what is expected
for a mean field theory in the strong coupling limit. As
one would expect, the off-diagonal Green functions van-
ish, as they are proportional to ρCy,y′ . The solution to
Eq.8 is easily obtained:

gα,βy,y =
δα,β

2π
(

ω + µ− 2
∑

σ,x n̄x,σV
α,σ
y,x

) (9)

where we have included the term n̄y,σV
α,σ
y,y in the sum,

in order to simplify the expression (this term does not
change the result, as it is of order 1/Z). Importantly,
one must deal with the sum in the denominator, and in
general, it could depend on long range interactions or on
complicated local density distributions. One simple ap-
proximation is to assume that the number of particles in
each sub-lattice is spatially homogeneous, i.e., we assume
that 〈f †

x,σfx,σ〉0 = n̄σ =
∑

x n̄x,σ/N is x independent. In
this case, the solution reduces to:

gα,βy,y =
δα,β

2π (ω − ω0,α)
(10)

where V α,σ
q =

∑

δ V
α,σ
δ e−iqδ is the Fourier transform of

the interaction potential and ω0,α = 2
∑

σ n̄σV
α,σ
0 − µ.

This approximation is a reasonable one, as when corre-
lations are neglected, all particles couple to an average
field.

At this level of approximation, the structure of the
Green’s function exhibits a single pole at ω0,α, which is
proportional to the electron-electron interaction and the
density of particles in each sub-lattice. This means that
excitations correspond to adding or removing a particle,
which couples to a charged background. Nevertheless, we
do not know the density of particles in each sub-lattice
nᾱ, and for a complete solution we must determine this
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value self-consistently. This is done in the next subsec-
tion. Finally, we Fourier transform the previous equation
of motion to k space, as we will make use of the Green’s
function in Fourier space in the next sections. The solu-
tion is simply:

gα,βk =
Nδα,βδ (k)

2π (ω − ω0,α)
(11)

where once again, we have assumed that the average
number of particles is spatially homogeneous in each sub-
lattice:〈f †

x,σfx,σ〉q0 = Nn̄σδ (q). Note that we use the
superscript q to indicate the Fourier transformed of the
statistical average.

Self-consistency equations

In order to find the physical properties of the system,
we must determine the different statistical averages by
means of self-consistently equations. This can be done
using the next expression, which relates the double-time
Green’s function with the statistical average27:

〈f †
y,βfy,α〉0 = i

ˆ

gα,βy,y (ω + iǫ)− gα,βy,y (ω − iǫ)

eβω + 1
dω (12)

Then, if we make use of the uncorrelated solutions found
in Eq.11, the average number of particles is:

〈f †
y,βfy,α〉k0 = N

δα,βδ (k)

eβω0,α + 1
(13)

Importantly, this expression depends on the chemical po-
tential µ and we need an extra equation for the solution.
As µ is related with the number of particles in the sys-
tem, the extra equation can be obtained from fixing the
total number of particles:

N
∑

α

n̄α =
∑

x,α

〈f †
x,αfx,α〉 (14)

where n̄α is the average number of particles in each sub-
lattice:

n̄α =
1

eβω0,α + 1
(15)

Now consider the case of a system with Z2 sub-lattice
symmetry (as the honeycomb lattice or the dimerized

chain) at half filling. We obtain a system of three coupled
equations:

n̄± =
1

eβω0,± + 1
, n̄+ + n̄− = 1 (16)

with three unknown quantities (n̄± and µ). We find that
the system of equations has a temperature independent
solution for µ = V +,+

0 + V +,−
0 , and that the number of

particles is:

n̄± =
1

e±βxδV0 + 1
(17)

where δV0 = V +,+
0 − V −,+

0 , and x = n̄+ − n̄− is the
asymmetry factor. As the self-consistency equation for
the asymmetry factor can be determined as well, we find:

x = − tanh

(

βxδV0

2

)

(18)

Clearly the solution x = 0 is always valid, correspond-
ing to a homogeneous charge distribution on the lattice.
In the homogeneous charge phase (HCP) the particles
are equally distributed between the two sub-lattices and
n̄α = 1/2. In addition, when nearest neighbor interac-
tion dominates over next nearest neighbor (δV0 < 0),
x 6= 0 is also a solution with critical temperature given
by Tc = −δV0 (in units of the Boltzmann’s constant kB).
In this case a charge density wave (CDW) phase forms for
temperatures lower than the critical temperature. Note
that when the system is at T = 0 this means that the
CDW phase exists for any V1 > 0. Thus, when corre-
lations are neglected, the statistical averages reveal an
insulating Mott phase with inhomogeneous charge distri-
bution between the two sub-lattices. Interestingly, the
solution neglecting correlations coincides with the strong
coupling limit of a mean field theory.

B. Correlated solution

We now consider the full equation of motion for the
Green’s function (Eq.7), and include correlations up to
1/Z order using the expansion in correlations:

Gσσα,β
xxy,y′ = n̄x,σG

α,β
y,y′ + Gσσα,β

xxy,y′ (19)

We find the next equations of motion:



ω + µ− 2
∑

σ,x 6=y,y′

n̄x,σV
α,σ
y,x



Gα,β
y,y =

δα,β
2π

− 2
∑

σ,x 6=y

Jα,σ
y,x Gσ,β

x,y − 2
∑

σ

Jα,σ
y,y′g

σ,β
y,y

+2
∑

σ,x 6=y

V α,σ
y,x Gσσα,β

xxy,y + 2
∑

σ

V α,σ
y,y gσσα,βyyy,y (20)
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ω + µ− 2
∑

σ,x 6=y,y′

n̄x,σV
α,σ
y,x



Gα,β
y,y′ = −2

∑

σ,x 6=y′

Jα,σ
y,xGσ,β

x,y′ − 2
∑

σ

Jα,σ
y,y′g

σ,β
y′,y′ (21)

where we have separated diagonal (y = y′) and off-
diagonal (y 6= y′) Green’s functions due to their different
scaling properties. We remind the reader that the diago-
nal Green’s function Gα,β

y,y contains terms of order 1 and
1/Z, gσσα,βyyy,y ∼ O (1) corresponds to the uncorrelated part
of the 4-point Green’s function, and G ∼ O (1/Z) corre-
sponds to the correlated part of the Green’s function.

Eq.20 contains contributions from the 4-point Green’s
functions. For their calculation, we obtain the equation
of motion and expand the higher n-point Green’s func-
tions in correlations. Neglecting all correlations we find
that the uncorrelated 4-point function is:

gσσα,βyyy,y = 〈f †
y,σfy,σ〉0gα,βy,y − 〈f †

y,σfy,α〉0gσ,βy,y (22)

which turns out to be equivalent to use Wick’s theorem.
Note that the pole structure is unchanged, as one would
not expect new quasi-particles for the description of the
system in absence of correlations. In addition, we have
found that the expression for the 4-point function can be
written in terms of 2-point functions, and can be used to
simplify Eq.20:

(ω − ω0,α)G
α,β
y,y =

δα,β
2π

+ 2
∑

σ,x 6=y

V α,σ
y,x Gσσα,β

xxy,y (23)

−2
∑

σ



Jα,σ
y,y g

σ,β
y,y +

∑

x 6=y

Jα,σ
y,xGσ,β

x,y





where we have absorbed the first term of Eq.22 into
Gα,β

y,y′

∑

x 6=y,y′ n̄x,σV
α,σ
y,x , and used 〈f †

y,σfy,α〉0 ∝ δσ,α.

The Green’s functions Gσ,β
x,y′ and Gσσα,β

xxy,y , which are pro-
portional to the correlated part of the density matrix, are
calculated from their equation of motion. We find next
pair of equations, which importantly, are decoupled from
Eq.23:

(ω − ω0,α)Gα,β
k,k′ = −2Jα,β

k gβ,βk+k′ − 2Jα,ᾱ
k Gᾱ,β

k,k′ (24)

(ω − ω0,α)Gσσα,β
zzy,y = 2n̄σ (1− n̄σ) g

α,β
y,yV

α,σ
y,z (25)

+2gα,βy,y

∑

σ′,x 6=y,z

V α,σ′

y,x 〈nz,σnx,σ′〉C

being 〈nz,σnx,σ′〉C = 〈nz,σnx,σ′〉 − 〈nz,σ〉〈nx,σ′〉 the cor-
related part of the density-density correlation function.
To obtain these equations we have neglected next near-
est neighbors hopping (details of the calculation in the
Appendix). The solutions after a Fourier transform are
given by:

Gα,β
k,k′ = 2gβ,βk+k′

2δα,β
∣

∣Jα,ᾱ
k

∣

∣

2 − δᾱ,βJ
α,β
k (ω − ω0,β)

(ω − ωk,+) (ω − ωk,−)
(26)

Gσσα,β
k,k′ = δα,β

Nδ (k+ k′) n̄σ (1− n̄σ) V
α,σ
k′

π (ω − ω0,α)
2

+δα,β

∑

σ′ V
α,σ′

k′ 〈nk,σnk′,σ′〉C
π (ω − ω0,α)

2
(27)

where the new poles of the Green’s function Gα,β
k,k′ (ω) are:

ωk,± = ±ω̃k = ±
√

4
∣

∣J−,+
k

∣

∣

2
+ x2δV 2

0 (28)

V0 = V +,+
0 + V −,+

0 , δV0 = V +,+
0 − V −,+

0 and we have
fixed µ = V0. Finally, we can characterize the diagonal
Green’s function including 1/Z corrections (Eq.23):

Gα,β
k = gα,βk − 2

N

∑

q

Jα,ᾱ
q

Gᾱ,β
q,k−q

(ω − ω0,α)
(29)

− 2J1g
ᾱ,β
k

(ω − ω0,α)
+

2

N

∑

σ,q

V α,σ
q

Gσσα,β
q,k−q

(ω − ω0,α)

Note that in general we should extract the value of the
chemical potential from the self-consistency equations,
once we have fixed the total number of particles. Instead
we will prove that our choice is correct by checking with
the self-consistency equation later on. Nevertheless, this
is the expected value when next nearest neighbor hopping
is neglected. The reason is that next nearest neighbor
hopping shifts the conduction and valence band, break-
ing particle-hole symmetry. This implies that for half fill-
ing the chemical potential shifts from the neutral point.
Then if Jα,α

k is neglected, particle-hole symmetry is re-
covered and the chemical potential is located between the
bands.

As one can observe in Eq.29, the Green’s function Gα,β
k

contains several new contributions: The first term corre-
sponds to the uncorrelated solution previously found; the
second term corresponds to the hybridization between
sites due to the hopping and it is characterized by disper-
sive quasi-particle excitations; the third term only con-
tributes for α 6= β, and represents a hopping between two
different sub-lattices, influenced by the density of parti-
cles in each of them; the last term corresponds to the
effect of density-density correlations.

Self-consistency equations

We can use the previous expression for the 2-point
function (Eq.29) to calculate the average number of par-
ticles in each sub-lattice:

〈nx,α〉k = i

ˆ

Gα,β
k (ω + iǫ)−Gα,β

k (ω − iǫ)

eβω + 1
dω (30)
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Figure 2: Phase diagram in absence of density-density cor-
relations for the real space hierarchy. We find a HCP and a
CDW phase as a function of t1/V1. We plot the case of a
honeycomb lattice (dashed green) and a dimerized chain in
the topological (λ = t′1/t1 = 1.25, red) and trivial (λ = 0.75,
blue) phase, for V2 = 0. The addition of density-density corre-
lations in the self-consistency equation shifts the critical point
to t1/V1 → ∞ (Fig.3).

In the Appendix we give details of the explicit calculation
of the statistical average. The general result is:

〈nx,α〉k = Nδ (k)

[

1

2
− 1

N

∑

q

ω0,α

2ω̃q

tanh

(

βω̃q

2

)

]

(31)

−Nδ (k) n̄α (1− n̄α) sinh (βω0,α)

where the last term corresponds to the contribution from
density-density correlations. It is clear from Eq.31 that
our choice of the chemical potential (µ = V0) fulfills the
self consistency equation for the number of particles at
half filling

∑

y,α〈f †
y,αfy,α〉/N = 1. In addition, the self-

consistency equation for the asymmetry factor becomes:

x = − 1

N

∑

q

xδV0

ω̃q

tanh

(

βω̃q

2

)

− 1− x2

2
sinh (βxδV0)

(32)
Eq.32 shows two contributions: On one hand, the first
term gives rise to a phase boundary between a homo-
geneous charge phase (x = 0) and a CDW phase with
broken sub-lattice symmetry (x 6= 0), characteristic of
the RPA approximation (Fig.2); the second term encodes
the effect of density-density correlations, which favor the
CDW phase and dominate at low temperature (Fig.3).
Importantly, the symmetry broken phase only exists for
the case δV0 = V +,+

0 −V +,−
0 < 0, i.e., when nearest neigh-

bors interaction V1 dominates over next nearest neigh-
bors V2. Note that the sum of both contributions give
rise to the critical temperature found in the last section
Tc = ZV1 (for t1 = 0), but the T = 0 phase transition is
lifted by the second term to t1/V1 → ∞.

Therefore, density-density correlations stabilize the
CDW phase, and hybridization only affects the finite

Figure 3: Full phase diagram for the real space hierarchy
including correlations (V2 = 0). At T = 0 the CDW phase
boundary extends to t1/V1 → ∞, meaning that the HCP is
only present in absence of interactions V1 = 0, as previously
found in absence of correlations. Hybridization only affects to
the finite temperature region of the phase diagram, lowering
the critical temperature from TC = ZV1.

temperature phase boundary. However, in contrast with
the uncorrelated case, the system now contains dispersive
particle excitations (Eq.28) and the homogeneous charge
phase is not equivalent to the Mott insulator, previously
found in absence of correlations. For the case of the hon-
eycomb lattice, the homogeneous charge phase describes
a semi-metal with two Dirac cones.

We must comment that the finite temperature phase
transitions in 1D are artifacts coming from the mean-
field-like approach to lowest order, as in general the phase
transitions should strictly exist at T = 0 only. Further-
more, the presence of a CDW phase for infinitesimal in-
teraction goes against the results obtained from bosoniza-
tion in 1D and well established results in the honeycomb
lattice. For these reason we study in the next section an
alternative form of the hierarchy for k space correlations.

Finally, note that in the system with periodic bound-
ary conditions, the case λ > 1 and λ < 1 must be con-
nected by a translation. This can be easily seen from
the self-consistency equation for x, but in Fig.2 one must
perform a re-scaling t1 ↔ t′1 to confirm it.

IV. k SPACE HIERARCHY

In this section we study the hierarchy for k space corre-
lations. Now the ground state is made of k space modes
{

f †
k,σ, fk,σ

}

initially decoupled, and the non-local terms

introduce correlations between them. If we Fourier trans-
form Eq.5, we obtain the k space representation of the
Hamiltonian:

H = −
∑

k, σ, σ′

(

Jσ,σ′

k f †
k,σfk,σ′ + h.c.

)

− µ
∑

k,σ

nk,σ
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+
1

N

∑

q

∑

k,k′

σ, σ′

V σ,σ′

q f †
k,σf

†
k′,σ′fk′−q,σ′fk+q,σ (33)

where we have used:

f †
x,σ =

1√
N

∑

k

f †
k,σe

ik·x (34)

fx,σ =
1√
N

∑

k

fk,σe
−ik·x (35)

As for the real space hierarchy, we need to characterize
the scaling properties of correlations in k space, which in
general will be different from the scaling of spatial cor-
relations. We apply a similar analysis to the one used in
the first section of this manuscript, studying the propa-
gation of correlations for an excitation created with some
initial momentum k. However, let us first discuss some
properties of Eq.33: One important difference with the
real space representation (Eq.5) is that the hopping is
now a local term (the momentum k of an excitation does
not change if we neglect particle interactions). Further-
more, the behavior of Vq as a function of q is completely
different from the one of Vx as a function of x, which
is a crucial change with respect to the real space hier-
archy. The reason is that short range potentials become

long range in k space. Then, we expect correlations to
spread differently, and for some potentials, between a
larger number of modes than in real space.

To define the scaling in a more precise way and study
the system properties, we introduce the next 2-point
function:

Gα,β
k (t, t′) = −i〈〈fk,α (t) ; f †

k,β (t
′)〉〉 (36)

which characterizes the propagation of a particle with
momentum k from sub-lattice β to α. As in the previous
section, we calculate the equation of motion:

(ω + µ)Gα,β
k =

δα,β
2π

− 2
∑

σ

Jα,σ
k Gσ,β

k (37)

+
2

N

∑

k1,q,σ

V α,σ
q Gσ,σ,α;β

k1,k1−q,k+q;k

where we have defined the 4-point Green’s function
Gσ,σ,α;β

k1,k1−q,k+q;k = −i〈〈f †
k1,σ

fk1−q,σfk+q,α; f
†
k,β〉〉. We see

from Eq.37 that due to the q dependence of Vq, the anal-
ysis is more involved than in the real space hierarchy.
Let us first expand to linear order in correlations the
non-local term in Eq.37 (i.e., we include up to two point
correlations):

∑

k1,q

V α,σ
q Gσ,σ,α;β

k1,k1−q,k+q;k ≃
∑

k1

V α,σ
0 n̄k1,σG

α,β
k −

∑

k1

V α,σ
k1−k〈f

†
k1,σ

fk1,α〉Gσ,β
k

+
∑

k1

V α,σ
0 Gσ,σ,α;β

k1,k1,k;k
−
∑

k1

V α,σ
k1−kG

σ,α,σ;β
k1,k1,k;k

(38)

where we have neglected terms involving three or more
points (this is not important as they are expected to be
of higher order in the corresponding scaling parameter).
Note that the two dominant contributions at this order
are q = 0 and q = k1 − k, which correspond to a direct
and exchange channels, respectively. The first line of
Eq.38 contains the uncorrelated contributions, while the
second line the correlated ones.

We discuss the term proportional to V α,σ
0 first: We

assume that the system is in a highly correlated state,
which implies that Gσ,σ,α;β

k1,k1,k;k
has reached a maximum

value as a function of ρCk1,k
. If we include an additional

particle to the lattice (i.e., an extra state in the sum), we
find that due to the entanglement monogamy Gσ,σ,α;β

k1,k1,k;k

must decrease as 1/Np, being Np the number of particles
in the system. Therefore, the scaling of the non-local in-
teraction term V α,σ

q=0 must be proportional to 1/Np. Note
that this only applies to correlations created by V α,σ

0 ,
and in order to find a lower bound for the scaling, we

must analyze V α,σ
q 6=0 as well.

As the case with q 6= 0 is more complicated, let us
assume that the interaction potential Vq dominates for
some q0 = k1 − k 6= 0. Due to the nearest neighbors
approximation used in the real space hierarchy, the inter-
action potential Vq is a periodic function of q, i.e., Vq0

=
Vq0+Q for some Q vector in the Brillouin zone (BZ). The
systems considered in this work are at half-filling and
have sub-lattice symmetry, which implies that every k1

point couples to all other points in the BZ, as they are
all occupied. Then for a large system we can rewrite the
sum as

∑

k1
V α,σ
k1−kG

σ,α,σ;β
k1,k1,k;k

= V α,σ
q0

∑

n G
σ,α,σ;β
k+nQ,k+nQ,k;k

(n ∈ Z), where n runs over a large number of values, that
for simplicity, we approximate as being proportional to
Np (it will be smaller, but still a large number compared
with Z in the real space hierarchy). As previously, if we
add a new state into the sum, the correlations between
all previous particles must decrease as n−1 ∝ N−1

p . As
we assumed that q0 was the dominant contribution, all
other q values should provide a better scaling, and we
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Figure 4: Correlations in k space. An initial state with mo-
mentum k interacts with all other particles in the system via
the exchange of q. If we assume for simplicity that some
q0 dominates the interaction process, we show for a section
of the BZ that different states can couple with the same
Vq0

= Vq0+nQ, as Vq is a periodic function of q. Then for
a large system we find that n ∝ Np, and the scaling of the
interaction term Vq0

must be proportional to N−1
p .

can conclude that the lower bound is given by Vq ∝ N−1
p

for all q. In Fig.4 we illustrate the scaling properties
of the interaction part of the Hamiltonian following the
previous discussion. Note that the number of points con-
nected with the same Vq0

correspond to the analog of
the coordination number in the real space hierarchy, and
strongly depend on the shape of the Brillouin zone and
on the specific interaction potential. However, many typ-
ical interactions considered in many-body systems would
give rise to a periodic Vq, which provides a general im-
provement over the 1/Z scaling. More complicated in-
teractions such as dipolar must be carefully analyzed to
find if the scaling of spatial or k space correlations is
more efficient39.

It is worth mentioning that the scaling of correlations
in k space is, in many cases, more efficient than the real
space one, specially when we are dealing with low co-
ordination numbers, as for the case of low dimensional
systems. Nevertheless, as we will determine the self-
consistency equations in this approach, we can directly
compare the results of both hierarchies.

We stress that the general arguments given in this
manuscript to estimate the scaling of correlations, rely
on the assumption of having a fully correlated state. In
more detailed calculation the precise scaling could be es-
timated in terms of direct calculations of entanglement
between modes. However, the arguments used in this
manuscript allow us to compare different hierarchies in a
very systematic way, which is the purpose of this work.

A. Uncorrelated solution

We first obtain the uncorrelated solutions to Eq.37. If
we make use of the scaling of the interaction term Vq ∝
N−1

p , we find:

(ω − ω0,α) g
α,β
k =

δα,β
2π

− 2
∑

σ

Jα,σ
k gσ,βk (39)

where n̄σ = 1
N

∑

k1
n̄k1,σ is the average number of par-

ticles in each sub-lattice. As the system of equations is
diagonal in k, the solution to the Green’s function is eas-
ily obtained:

gα,αk =
ω + µ− 2

∑

σ n̄σV
ᾱ,σ
0

2π (ω − ωk,+) (ω − ωk,−)
(40)

gα,ᾱk =
−Jα,ᾱ

k

π (ω − ωk,+) (ω − ωk,−)
(41)

where we have defined:

ωk,± = (n̄+ + n̄−)V0 − µ± ω̃k (42)

ω̃k =

√

x2δV 2
0 + 4

∣

∣J−,+
k

∣

∣

2
(43)

and assumed nearest neighbors hopping only. Note that
the Green’s functions are the ones expected from the
RPA approximation, and the quasi-particles are disper-
sive due to hybridization. The calculation of the average
number of particles n̄k,αand average hybridization ∆ᾱ,α

k

gives:

n̄k,α =
1

2
− α

xδV0

2ω̃k

tanh

(

βω̃k

2

)

(44)

〈f †
k,ᾱfk,α〉0 = ∆ᾱ,α

k =
Jα,ᾱ
k

ω̃k

tanh

(

βω̃k

2

)

(45)

Providing the next self-consistency equation for the
asymmetry factor x:

x = − 1

N

∑

k

xδV0

ω̃k

tanh

(

βω̃k

2

)

(46)

where we have assumed half filling, and the chemical po-
tential has been fixed to µ = V0, which allows to fulfill
the self-consistency equation for the total number of par-
ticles, at arbitrary temperature. The phase diagram cor-
responds to the one shown in Fig.2, where the transition
between the CDW and the homogeneous charge phase is
controlled by the ratio δV0/t1. It is interesting that the
self-consistency equation (Eq.46), corresponds to the one
found in the real space hierarchy in absence of density-
density correlations (Eq.32). Therefore in this case, the
homogeneous charge phase is present for finite values of
V1 at T = 0, as shown in Fig.2. In addition, the critical
temperature Tc is half the value that was found in the
real space hierarchy. This result is in better agreement
with the exact diagonalization and functional renormal-
ization group studies24,28 (both on the honeycomb lat-
tice), which confirms that the k space hierarchy is more
effective for the case of short ranged potentials.
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B. Correlated solution

Here we include the effect of k space correlations. We
start from the full equation of motion for the 2-point

Green’s function (Eq.37), and include terms of order
N−1

p . We find:

(ω + µ)Gα,β
k =

δα,β
2π

− 2
∑

σ

Jα,σ
k Gσ,β

k − 2

N

∑

σ,q 6=0

V σ,α
q 〈f †

k−q,σfk−q,α〉0gσ,βk

+
2

N
Gα,β

k

∑

σ,k1

n̄k1,σV
α,σ
0 +

2

N

∑

σ,k1 6=k

V α,σ
0 Gσ,σ,α;β

k1,k1,k;k
(47)

where we have separated the q = 0 and k1 = k + q

terms in the sum, as they are the only ones that con-
tribute to first order. We also neglected the contribu-
tion from V α,σ

0 gσ,σ,α;βk,k,k;k, which scales inversely propor-
tional to the volume of the system. The contribution
from the correlated part of the 4-point function Gσ,σ,α;β

k1,k1,k;k

can be obtained in a similar way to the previous sec-
tion. We have calculated its equation of motion and
found that in general, to first order, the correlated part of
the density-density correlations 〈nk,αnk′,β〉C can be ne-
glected. Therefore the consequence of first order correla-
tions in the equation of motion is the presence of response
functions (convolutions) between the local statistical av-
erages and the interaction potentials: V σ,α

k ∗〈f †
k,σfk,α〉0 =

∑

q V
σ,α
q 〈f †

k−q,σfk−q,α〉0/N .
We rewrite the equation of motion in the next compact

form:

(ω − ω0,α)G
α,β
k =

δα,β
2π

− 2
∑

σ

Jα,σ
k Gσ,β

k − 2Λα,β
k (48)

where Λα,β
k =

∑

σ g
σ,β
k V σ,α

k ∗ 〈f †
k,σfk,α〉0 corresponds to

the response functions. The general solution to the sys-
tem of equations is:

Gα,β
k = gα,βk +

4Jα,ᾱ
k Λᾱ,β

k − 2Λα,β
k (ω − ω0,ᾱ)

(ω − ωk,+) (ω − ωk,−)
(49)

The Green’s functions including correlations show the
next interesting features:

• As Λα,β
k ∝ gσ,βk , the pole structure of the new con-

tributions has order two poles. Naively one could
think that this is the result from simple perturba-
tion theory, however the presence of response func-
tions proves otherwise. Furthermore, the presence
of poles of order two is related to the fact that for
the description of 2-point correlations we need pairs
of excitations.

• The effect of correlations is encoded in the response
functions Λα,β

k and they represent the effect of in-
teractions in the density distribution. As they are

present in the numerator, they modify the polyno-
mial structure of the Green’s functions allowing for
the appearance of zeros. This will be related with
the topological properties in the next section.

Self-consistency equations

In this section we first write explicit expressions for
the response functions, and then we characterize the self-
consistency equations including correlations. We first
assume that the chemical potential is unchanged when
correlations are included (this will be confirmed by di-
rect calculation of the self-consistency equation for the
number of particles), then we have µ = V +,+

0 +V −,+
0 for

Jα,α
k = 0. The expressions for the convolutions show that

in this case, we have the next relation between them:

χ+,+
k = −x

δV0

2N

∑

q

V +,+
q

ω̃k−q

tanh

(

βω̃k−q

2

)

= −χ−,−
k (50)

χ−,+
k =

1

N

∑

q

V −,+
q

J+,−
k−q

ω̃k−q

tanh

(

βω̃k−q

2

)

=
(

χ+,−
k

)∗
(51)

where we have used the expressions for the uncorrelated
statistical averages previously found, and the shorthand
notation for the convolutions χσ,α

k = V σ,α
k ∗ 〈f †

k,σfk,α〉0.
Therefore, there are just two independent response func-
tions. The calculation of the statistical averages is now
straight forward, as the Green’s functions highly simplify
for our choice of the chemical potential:

Gα,β
k = gα,βk +

4Jα,ᾱ
k Γᾱ,β

k − 2Γα,β
k (ω + αxδV0)

(ω − ωk,+)
2
(ω − ωk,−)

2
(52)

where Γα,β
k corresponds to Λα,β

k without the pole contri-
bution. The expectation values including correlations are
given by:
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〈nk,±〉 =
1

2
± 2χ+,+

k − xδV0

2ω̃k

tanh

(

βω̃k

2

)

(53)

±xδV0

J−,+
k χ−,+

k + J+,−
k χ+,−

k − xδV0χ
+,+
k

ω2
k

[

1

ωk

tanh

(

βωk

2

)

− β

2
sech2

(

βωk

2

)]

It is clear from Eq.53 that the self-consistency equation for the number of particles is fulfilled when µ = V +,+
0 +V −,+

0 ,
which confirms our choice for the chemical potential. In addition, the asymmetry factor is obtained from the next
self-consistency equation:

x =
1

N

∑

k

2χ+,+
k − xδV0

ω̃k

tanh

(

βω̃k

2

)

(54)

+2xδV0

1

N

∑

k

xδV0χ
+,+
k − J+,−

k χ+,−
k − J−,+

k χ−,+
k

ω̃2
k

[

β

2
sech2

(

βω̃k

2

)

− 1

ω̃k

tanh

(

βω̃k

2

)]

The solution to Eq.54 provides the phase diagram. In
Fig.5 we show this phase diagram for the case of a dimer-
ized chain. The comparison between the uncorrelated
and correlated phase boundaries show an interesting fea-
ture: For the case λ = t′1/t1 < 1 the homogeneous charge
phase is stabilized by correlations, however for the case
λ > 1 the CDW phase is the one stabilized. Furthermore,
the case λ < 1 shows two inequivalent solutions x 6= 0
with different particle distributions, in contrast with the
case λ > 1 with only one. As we will discuss in the
next section, each choice of λ corresponds to a different
topological phase.

In Fig.6 we compare the phase diagram for the honey-
comb lattice with and without correlations. It shows that
the semi-metallic phase becomes stabilized by 2-point
correlations, shifting the critical point to larger interac-
tions.

It is interesting to notice that the effect of correlations
decreases as the dimensionality of the system increases,
i.e., the correction to the uncorrelated solution is more
pronounced for the case of a dimerized chain than for
the honeycomb lattice. This is in agreement with what
one would expect from the critical behavior of low di-
mensional systems, where quantum corrections should
become more important as the system decreases its di-
mensionality.

V. TOPOLOGICAL PROPERTIES

One of the most interesting aspects of a non-
perturbative approach is to ask whether some effects,
which are genuinely non-perturbative, can be captured.
Here we study topological phases which lie out of the
non-interacting classification using the hierarchy of cor-
relations, and demonstrate that this approach provides
an efficient method to shed light on these elusive states
of matter.

Figure 5: Phase diagram for the dimerized chain with nearest
neighbors hopping and interaction (V2 = 0). We have chosen
λ = 1.25 and 0.75 ( red and blue color, respectively). The
continuous lines correspond to the uncorrelated case, while
the dashed lines correspond to the one including 2-point cor-
relations. It is interesting to see how correlations play an op-
posite role in the stabilization of the different phases. While
the HCP is stabilized for the case λ < 1 (blue), the CDW
phase is stabilized for λ > 1 (red). The T = 0 critical points
shift to different values due to correlations, however the crit-
ical temperature remains unchanged. It is interesting to see
that the correlated phase diagram for the case λ < 1 case
shows a bump near T ≃ 0.4, where the CDW is stable for
larger ratio t1/V1 than at the critical point.

A fundamental object in the characterization of the
topological properties is the 2-point Green’s function
Gα,β

k (t, t′), which classifies mappings from the Brillouin
zone to the space of n-dimensional matrices29. This is
a very natural way of classifying interacting topological
phases, as in contrast with the use of the Hamiltonian,
the Green’s function contains information about symme-
try broken phases and collective excitations. The Green’s
function has been used for the characterization of edge
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Figure 6: Phase diagram for the honeycomb lattice (V2 = 0).
The continuous line corresponds to the phase boundary be-
tween the CDW and the semi-metallic phase, when correla-
tions are neglected. The dashed line corresponds to the case
including correlations. The shift in the critical point towards
a smaller value of t1/V1 means that the semi-metallic phase
is stabilized by interactions.

states as well30, and provides a new point of view on how
interactions can affect the topological properties. One
of the main consequences of this approach has been to
show that interacting systems can exhibit zeros in the
Green’s function, and they play a similar role to poles
(contributing to the topological index)31–33. Therefore,
the interacting topological phase turns out to be defined
in terms of the poles and the zeros.

In this section we consider the full expression for the
Green’s function when 2-point correlations are included
(Eq.49), and analyze the topological properties of the
dimerized chain. We consider a dimerized chain due to
its simplicity, and to the advantage that it has been thor-
oughly analyzed in previous works. It must be men-
tioned that the expression used in this manuscript for
the winding number ν1 could breakdown if the Green’s
function has branch cuts in the complex plane, instead of
poles. Nevertheless, the models discussed in this work do
not seem to exhibit these properties and our description
should be correct.

In absence of interactions, the dimerized chain is char-
acterized by a 1D winding number classifying maps from
the Brillouin zone (S1) to the set of Hamiltonians with
chiral symmetry (S1): k → Ĥk. If we consider just near-
est neighbors, the winding number only depends on the
ratio between the inter-dimer and the intra-dimer hop-
ping λ = t′1/t1. When λ > 1, the winding number ν1 = 1
and the system is in a topological phase that shows lo-
calized edge states for open boundary conditions. On the
other hand, when λ < 1 the winding number vanishes and
the system does not exhibit edge states. Importantly, as

we have considered nearest neighbors only, the winding
number cannot be larger than ν1 = 1.

When interactions are included, the effects of correla-
tions are encoded in the Green’s function. As previous
works have shown, the 1D winding number can be writ-
ten in terms of Gα,β

k , and in absence of interactions, one
recovers the well known expression in terms of the Hamil-
tonian. The maps characterized by the winding number
correspond to k → Ĝk, where Ĝk is the matrix with en-
tries Gα,β

k . Importantly, in the presence of interactions
we will show that Ĝk can lack of chiral symmetry, as
there are contributions to the diagonal elements which
are proportional to the asymmetry factor x when sub-
lattice symmetry is spontaneously broken. This feature
contrasts with the fact that the Hamiltonian of the sys-
tem contains chiral symmetry (given as the product of
time reversal and particle hole symmetry). This means
that the Green’s function is clearly more appropriate for
the topological characterization than the Hamiltonian,
as it contains more information about the system. Con-
cretely, when the system is in the charge homogeneous
phase (x = 0) of Fig.5, the Green’s functions have chiral
symmetry and the topological invariant must be given by
the winding number ν1. In contrast, for the CDW phase
(x 6= 0) we have to classify mappings from the circle to
the sphere: S1 → S2, and as they are always trivial, we
always remain in a non-topological phase. In conclusion,
for the dimerized chain we only need to pay attention to
homogeneous charge phases, as they are the ones which
can have a non-vanishing topological invariant.

Finally, let us mention that we can use Ĝk (ω = 0),
rather than the full Green’s function Ĝk (ω) for the cal-
culation of the winding number, as they both contain
the same topological properties in equilibrium34. This
feature allows us to highly improve the numerical calcu-
lation.

The Green’s functions at ω = 0 required for the char-
acterization are:

Gα,β
k (0) = gα,βk (0)− 4Jα,ᾱ

k Λᾱ,β
k (0)− 2αxδV0Λ

α,β
k (0)

ω̃2
k

(55)
where Λα,β

k (ω) ≡ ∑

σ g
σ,β
k (ω)χσ,α

k . Furthermore, if we
particularize to homogeneous charge phases (x = 0), they
simplify to:

Gα,α
k (0) = 0, Gα,ᾱ

k (0) =
Jα,ᾱ
k

πω̃2
k

(

1− χα,ᾱ
k

J ᾱ,α
k

)

(56)

and the matrix Green’s function Ĝk, whose entries are
the Green’s function with different sub-lattice indices,
has the following general form:
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Ĝk (0) =
1

4π
∣

∣J−,+
k

∣

∣

2





0 J+,−
k

(

1− χ
+,−

k

J
−,+

k

)

J−,+
k

(

1− χ
−,+

k

J
+,−

k

)

0



 (57)

where we know that the two response functions are re-
lated according to χ−,+

k =
(

χ+,−
k

)∗
. This matrix clearly

has chiral symmetry, implemented by C = σz. Further-
more, we can see in Eq.57 that the contributions from the
uncorrelated Green’s function and the corrections due to
correlations are clearly separated. Then, any change with
respect to the winding number of the non-interacting sys-
tem must come from the response functions. Finally, we

just need to apply the general expression for the winding
number in terms of the Green’s function34,35:

ν1 =
1

4πi
Tr
˛

CĜ−1
k ∂kĜkdk (58)

When we make use of Eq.57, we find:

ν1 =
1

4πi

˛

(

∂kJ
−,+
k

J−,+
k − χ+,−

k

− ∂kJ
+,−
k

J+,−
k − χ−,+

k

)

dk (59)

+
1

4πi

˛

(

2χ−,+
k ∂kJ

+,−
k − J+,−

k ∂kχ
−,+
k

J+,−
k

(

J+,−
k − χ−,+

k

) − 2χ+,−
k ∂kJ

−,+
k − J−,+

k ∂kχ
+,−
k

J−,+
k

(

J−,+
k − χ+,−

k

)

)

dk

This equation shows that the winding number in presence
of 2-point correlations has extra contributions encoded
in the response functions. Furthermore, the corrections
are proportional to the convolutions of the hybridization
∆±,∓

k with the interaction potential V ±,∓
k . Therefore,

when the system is in the homogeneous charge phase, the
Green’s function has chiral symmetry and the topologi-
cal invariant is generally given by Eq.59. Furthermore,
as this is a non-perturbative expression, it can be used
for arbitrary values of the interaction potential. We plot
in Fig.7 the change in the topological index ν1, as a func-
tion of the ratio between the hopping and the interaction
strength t1/V1 .

It can be seen that the winding number changes with
respect to the non-interacting case as a function of the
interaction strength, for both the trivial (t′1/t1 < 1) and
the topological phase (t′1/t1 > 1). More importantly,
the winding number can reach values larger than one,
which is not possible for the dimerized chain in absence
of interactions. This is consistent with previous works
where the value of the winding number is expected to
change by unity29.

It is important to note that for the calculation of
the winding number we have assumed the homogeneous
charge phase. Then one must compare the phase di-
agram with the one in Fig.5. This comparison shows
that we would not be able to detect the change in the
topological invariant when t′1 > t1 (the topological phase
in the non-interacting case), as the CDW phase would
dominate. However, it is interesting to see that the op-

posite would happen for the trivial phase: In the ab-
sence of interactions and for t′1 < t1 the system is a
normal insulator. Then, when interactions reach a criti-
cal value t1/V1 ≃ 2.2, the insulator becomes topological
with winding number ν1 = −1. As in the phase diagram
of Fig.5, correlations stabilize the homogeneous phase to
t1/V1 ≃ 0.55, the topological phase would exist for a wide
range of the phase diagram.

We comment on one interesting aspect of the system
behavior. The pole structure of the Green’s function has
not been changed when correlations are included, and
one could think that the “band structure” of the system
did not close the gap during the topological transition
(this is a common feature of non-interacting topologi-
cal insulators, where the only way to change a topolog-
ical index is by closing the gap). Interestingly, in the
presence of interactions the band structure is not enough
to characterize the topological properties. As has been
shown previously, the presence of interactions in the sys-
tem introduces zeros in the Green’s function and they
can compete with the poles. These zeros are signatures
of non-perturbative behavior29,33,36 and can annihilate
the poles contribution, driving a topological phase into a
trivial one. More importantly, the zeros are not linked to
a gap closure, which means that we can have topological
transitions without closing the gap.

Here we prove that the change in the topological in-
variant ν1 is fully controlled by the appearance of zeros
in Ĝk (ω), as has been discussed in previous works. To
track their appearance we calculate the determinant of
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Figure 7: Winding number ν1 of a dimerized chain as a
function of t1/V1 for different ratios of the hopping λ ∈
{0.75, 1.25} (blue and red, respectively). For large t1/V1 we
recover the non-interacting winding number, and as interac-
tions increase, the winding number changes. The topologi-
cal phase (red) changes its winding number to ν1 = 2 when
t1/V1 ≃ 0.1, and the trivial phase (blue) changes to ν1 = −1
at t1/V1 ≃ 2.2, and to ν1 = 0 at t1/V1 ≃ 1.15. The vertical
dashed lines indicate the transition to the CDW phase from
Fig.5. This calculation is performed assuming T = 0.

Ĝk (ω) for the case of the homogeneous charge phase:

det Ĝk (ω) =
ω2 − 4

(

J−,+
k − χ+,−

k

) (

J+,−
k − χ−,+

k

)

4π2

(

ω2 − 4
∣

∣J−,+
k

∣

∣

2
)2

(60)
From this expression one can see that zeros ωz and poles
ωp appear for:

ωz = ±2
√

(

J−,+
k − χ+,−

k

) (

J+,−
k − χ−,+

k

)

(61)

ωp = ±2
∣

∣J−,+
k

∣

∣ (62)

As the only quantity that depends on the interaction
strength is ωz, all topological changes should be linked
to zeros of ωz. In Fig.8 we plot ωz as a function of t1/V1,
and confirm that all changes in the winding number cor-
respond to zeros of the Green’s function.

Furthermore, even the small region around t1/V1 ∼
0.17 in Fig.7, where the winding number changes from
ν1 = −1 to ν1 = 1 for the case t1/t

′
1 = 1.25, is reflected

in the behavior of the zeros (see Fig.9).
These results show that the topological characteriza-

tion of strongly correlated systems can be very different
from the characterization of non-interacting ones. This
is due to the effect of correlations, which can make the
quasi-particle picture to be insufficient due to the pres-
ence of collective excitations (now described by correlated
excitations). Nevertheless, the use of Green’s functions
and of non-perturbative methods can be used to derive
general results and capture the mechanisms driving topo-
logical transitions. Furthermore, the calculation of the
motion of the zeros of the Green’s function can be used

Figure 8: Evolution of zeros of Ĝk (ω) as a function of t1/V1.
The blue(red) line corresponds to the ratio t1/t

′

1 = 0.75 (1.25).
Note that all changes in the topological invariant correspond
to zeros of the Green’s function.

Figure 9: Zoom of Fig.8 to small t1/V1. It shows that even the
fast change in the winding number from ν1 = −1 to ν1 = 1 is
captured by the zeros of the Green’s function.

as a complementary “effective band structure” to keep
track of topological changes.

It must be mentioned that the presence of the ν1 = −1
phase for the dimerized chain at intermediate coupling
(t1 ∼ V1) is surprising, as it has not been predicted pre-
viously. Its appearance corresponds to a regime away
from both strong and weak coupling, and one must be
careful to confirm that higher corrections due to corre-
lations do not destroy this phase. In a future work we
will address the numerical detection of this phase using
alternative methods.

VI. CONCLUSIONS

In this work we have shown that a hierarchy of correla-
tions can be a useful tool in the study of many-body sys-
tems. We have shown its connection with the 1/Z expan-
sion, and generalized it to k space correlations, being the
basic ingredient the entanglement monogamy for strongly
correlated systems. Although this method is very gen-
eral, here we focused on interacting spinless particles in



15

a dimerized chain, and in a honeycomb lattice. In gen-
eral k space correlations scale differently from real space
correlations, and we have proved that the former can be
more efficient, concretely in systems with low coordina-
tion number. The results show that, for the honeycomb
lattice, correlations tend to stabilize the semi-metallic
phase, while correlations in the dimerized chain stabi-
lize different phases depending on the ratio between the
intra-dimer and the inter-dimer hopping (t′1/t1). Finally,
we have studied how this approach can be applied to
the study of topological phases with interactions. One of
the advantages is the simplicity of the expressions when
2-point correlations are included, which provide informa-
tion about the mechanisms that can cause a change in

the topological index when interactions are present. Fur-
thermore, we have shown that the Green’s functions in
presence of correlations can have zeros, and that they are
responsible for these topological changes.

Future extensions of this work will address the role of
higher order correlations, the presence of long range in-
teractions and non-equilibrium systems. Furthermore, it
would be interesting to understand the relation between
this approach and the renormalization group methods.
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Appendix A: Correlated part of the 4-point function

In this appendix we include details of the calculation of the correlated part of the 4-point function in the real space
hierarchy Gσσα;β

xxy;y .
The general equation of motion for the 4-point function is given by (z 6= y):

(ω + µ)Gγ1γ2α,β
zzy,y = 〈f †

z,γ1
fz,γ2

〉δα,β
2π

+ 2
(

V γ1,γ2

z,z − V γ2,γ2

z,z

)

Gγ1γ2α,β
zzy,y

+2
∑

x,σ

(

Jγ1,σ
z,x Gσγ2α,β

xzy,y − Jγ2,σ
z,x Gγ1σα,β

zxy,y − Jα,σ
y,xG

γ1γ2σ,β
zzx,y

)

−2
∑

x,σ

(

V γ1,σ
z,x − V γ2,σ

z,x − V α,σ
y,x

)

Gγ1γ2σσα,β
zzxxy,y (A1)

note that the 4-point function depends on the 6-point function now. This reminds of the BBGKY hierarchy in
statistical mechanics, and a comparison between the Z−1 hierarchy and the BBGKY has been previously dicussed
in20. The correlated part can be obtained by removing the uncorrelated one:

Gγ1γ2α,β
zzy,y = Gγ1γ2α,β

zzy,y − 〈nz,σ〉Gα,β
y,y (A2)

(ω + µ)Gγ1γ2α,β
zzy,y = 2

(

V γ1,γ2

z,z − V γ2,γ2

z,z

)

Gγ1γ2α,β
zzy,y (A3)

+2
∑

x,σ

(

Jγ1,σ
z,x Gσγ2α,β

xzy,y − Jγ2,σ
z,x Gγ1σα,β

zxy,y

)

− 2
∑

x,σ

Jα,σ
y,x

(

Gγ1γ2σ,β
zzx,y − 〈f †

z,γ1
fz,γ2

〉Gσ,β
x,y

)

−2
∑

x,σ

(

V γ1,σ
z,x − V γ2,σ

z,x

)

Gγ1γ2σσα,β
zzxxy,y + 2

∑

x,σ

V α,σ
y,x

(

Gγ1γ2σσα,β
zzxxy,y − 〈f †

z,γ1
fz,γ2

〉Gσσα,β
xxy,y

)

which must be supplemented with the conservation law i∂t〈f †
z,γ1

fz,γ2
〉 = 0. Using the expansion in correlations and

keeping terms to 1/Z order, we find:

(ω − ω0,α)Gσσα,β
zzy,y = 2n̄σ (1− n̄σ) g

α,β
y,yV

α,σ
y,z + 2gα,βy,y

∑

σ′,x 6=y,z

V α,σ′

y,x 〈nz,σnx,σ′〉C (A4)

Using the correlated part of the 4-point function to characterize the density-density correlations, we find after a
Fourier transformation:

〈nk,σnk′,σ′〉C = −Nδ (k+ k′) n̄σ (1− n̄σ)

V σ′,σ
k′ − V

σ′,σ̄′

k′ V
σ̄′,σ

k′

1

β
2

sech2

(

βω
0,σ′

2

)+V
σ′,σ′

k′

1

β

2
sech2

(

βω
0,σ′

2

) + V α,α
k′ −

∣

∣

∣
V

σ′, ¯σ′

k′

∣

∣

∣

2

1

β
2

sech2

(

βω
0,σ′

2

)+V
σ′,σ′

k′

(A5)

= −Nδ (k+ k′) n̄σ (1− n̄σ)λ
σ,σ′

k (A6)

Then, the statistical averages including correlations can be easily found:

〈nx,α〉k = Nδ (k)

[

1

2
− 1

N

∑

q

ω0,α

2ω̃k

tanh

(

βω̃k

2

)

]

(A7)

+δ (k) 4β2csch3 (βω0,α) sinh
4

(

βω0,α

2

)

∑

σ,q

∣

∣V α,σ
q

∣

∣

2
n̄σ (1− n̄σ)

+4β2csch3 (βω0,α) sinh
4

(

βω0,α

2

)

1

N

∑

q,σ,σ′

V α,σ
q V α,σ′

k−q 〈nq,σnk−q,σ′〉C

= Nδ (k)

[

1

2
− 1

N

∑

q

ω0,α

2ω̃k

tanh

(

βω̃k

2

)

]



17

+Nδ (k) 4β2csch3 (βω0,α) sinh
4

(

βω0,α

2

)

∑

σ

n̄σ (1− n̄σ)
1

N

∑

q

∣

∣V α,σ
q

∣

∣

2 (

1− λσ,σ
q

)

−Nδ (k) 4β2csch3 (βω0,α) sinh
4

(

βω0,α

2

)

∑

σ

n̄σ (1− n̄σ)
1

N

∑

q

V α,σ
q V σ̄,α

q λσ,σ̄
k

Interestingly one can calculate the integrals over q in the continuum limit for both, nearest and next nearest neighbors
interaction in the dimerized chain and in the honeycomb lattice. The result is surprisingly simple and does not depend
on the details of the lattice or dimension (only on the coordination number Z):

〈nx,α〉k = Nδ (k)

[

1

2
− 1

N

∑

q

ω0,α

2ω̃q

tanh

(

βω̃q

2

)

]

−Nδ (k) n̄α (1− n̄α) sinh (βω0,α) (A8)


