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ABSTRACT

We reexamine the dynamical evolution of the mass and luntinfusictions of globular star clusters (GCMF
and GCLF). Fall & Zhang (2001, hereafter FZ01) showed thabwes-law MF, as commonly seen among
young cluster systems, would evolve by dynamical procemsmsa Hubble time into a peaked MF with a shape
very similar to the observed GCMF in the Milky Way and othelegées. To simplify the calculations, the semi-
analytical FZ01 model adopted the “classical” theory ofiateescape from clusters, and neglected variations
in theM /L ratios of clusters. Kruijssen & Portegies Zwart (2009, héter KPZ09) modified the FZ01 model
to include “retarded” and mass-dependent stellar eschpéatter causing significaM /L variations. KPZ09
asserted that their model was compatible with observatidreseas the FZ01 model was not. We show here
that this claim is not correct; the FZ01 and KPZ09 models Btabserved Galactic GCLF equally well. We
also show that there is no detectable correlation betwéédnandL for GCs in the Milky Way and Andromeda
galaxies, in contradiction with the KPZ09 model. Our congams of the FZ01 and KPZ09 models with
observations can be explained most simply if stars escajp¢estapproaching the classical limit for high-mass
clusters, as expected on theoretical grounds.
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1. INTRODUCTION or (2) the mass function of clusters evolves by dynamical
One of the most remarkable properties of globular clus- Processes from an initial power law into a bell-shaped dis-
ter (GC) systems is the similarity of their luminosity func- tribution. The second possibility—the one we examine ia thi

tions from one galaxy to another. These have bell-like PaPer—has been explored at various levels of approximation
shapes and are often modeled as log-normal distribution2er the years (Fall & Rees 1977; Gnedin & Ostriker 1997,

of luminosities or, equivalently, Gaussian distributions  Baumgardt1998: Vesperini 1998; Prieto & Gnedin 2008). We

; focus here on the semi-analytical model for the evolution of
magnitudes (see, e.g., Harfis 1991). In contrast, the lu- .
minosity functions of young cluster systems are always the mass function developedlby Fall & Zhang (2001, hereafter

found to be power lawsg(L) = dN/dL o L® with a ~  FZ01).

_ : : . In the FZ01 model, clusters are tidally limited at the peri-
2 gvan den Bergh & Lafonéqlss% t&a IZ%%?E centers of their galactic orbits and are disrupted by thduah
' escape of stars driven by a combination of internal two-body

recent comprehensive study of 20 star-forming galaxies). i o
P y 99 ) relaxation and external gravitational shocks. For most-clu

The mass functions of cluster systems have greater dynam hock lativel K and rel ion is the d
ical significance than their luminosity functions. For syss (€S, Shocks are relatively weak, and relaxation is the dom-

of old, coeval clusters, variations in the mass-to-ligt/() !{Eggtr dg‘;’g&i&g‘ﬁc dhr?/rgﬁn;'telg(r:cgsrgla%% tc;;r}%r:ﬁ:ﬁ;;%aln
ratios are relatively small, and the luminosity functionais 2 z ) 1 ¢ i

good proxy for the mass function. Thus, the mass functionr (1987) and others, the madsof a tidally limited

of globular clusters (GCMF) must have nearly the same bell- clusterzdecreases at a nearly constant reldd;/dt = ;1 with
like shape as the luminosity function (GCLF). However, sys- ji ph/ , wherepp, = 3M/(8r}) is the mean density within
tems of young clusters in the process of formation have widethe half-mass radius, of the cluster. FZ01 showed that, in
spreads ilM /L, and the mass function must be determined this approximation, the evolving GCMF at any timig¢M, t)
separately from the luminosity function, usually by estiimg is related to the initial GCMRo(M) by (M, t) = ¢o(M + ut).

the masses, ages, and reddenings of individual clustengin t This has a characteristic bend or pealeat- 11t and the lim-
sample from multi-band photometry. (See Fall 2006 for the iting forms(M,t) = ¢o(ut), independent oM for M < ut,
mathematical relations between the mass, luminosity, gad a and(M,t) = 1y(M), independent df for M > /t.

distributions of cluster systems.) Studies of this kindvgho FZ01 compared their model to the observed GCLF in the
that the mass functions of young cluster systems are poweMilky Way in the approximation of constaiM /L and found

laws, (M) = dN/dM o M# with 8 ~ -2 (Zhang & Fal[1999; excellent agreement. In particular, they showed both #teor
IFall & Chanda

2012, and references therein). As a conse-ically and observationally, for the first time, that the GCMF
quence, larger systems of young clusters will contain moreand GCLF are approximately constant fdr< 10° M, and
massive clusters, reachiij~ 10° M, or even~ 10’ M, in L < 10° L, in stark contradiction to the then-standard prac-
some caseOlO). The most massive of thesice of fitting log-normal distributions to the data. This-be
clusters are often referred to as “young GCs". havior of the GCMF at smalM and GCLF at smallL is

There are two possible explanations for the radically diffe strong evidence for the late disruption of clusters by in-
ent mass functions of young and old cluster systems: eitherternal two-body relaxation. Furthermot al
(1) the process of cluster formation, and hence the inilidc ~ (2004,12007) showed that the predicted time dependence of
ter mass function, differed in the distant past from the@més  the FZ01 model is consistent with the observed luminosity
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functions of intermediate-age (3—4 Gyr old) cluster system physical principles underlying retarded evaporation khd
and[Chandar et al[_(2007), McLaughlin & FFall (2008), and variations. The results of this paper indicate, howevet, e
[Goudfrooij [201R) showed that the predicted density depen-specific implementation of these effects in the KPZ09 model
dence agrees well with the observed mass function for sub-exaggerates their importance. We find that retarded evapora
samples of clusters defined by different ranges of density.  tion andM /L variations can be neglected for clusters massive
The approximations in the FZ01 model were made for sim- enough to survive for a Hubble time of dynamical evolution.
plicity and to highlight the main physical processes thajgh  Therefore, for most practical purposes, the benefits ofidhcl
the GCMF and GCLF. In particular, the adoption of classical ing these effects are largely offset by the increased coxiiple
evaporation and the neglect Bf/L variations are not essen- of the KPZ09 model relative to the FZ01 model.
tial features of the model. Both approximations were instan  This paper is organized as follows. In Sectidn 2, we com-
dard use at the time (2001) to describe the evolution of indi- pare the FZ01 and KPZ09 models with the observed GCLF
vidual clusters. The novel feature of the FZ01 model was to in the Milky Way, and we determine the best-fitting values of
show how the evolution of the masses of individual clusters their parameters including the characteristic dissofutiime-
could be combined analytically into the evolution of the mas scale. Sectiohl3 presents our searchMgL variations of the
function of a cluster system. kind predicted by the KPZ09 model in a large compilation of
At a higher level of approximation, the stellar escape rate recent dynamical measurements of GC masses. In Sé&étion 4,
is modified by the fact that some of the stars that are scat-we compare the dissolution timescale required by the KPZ09
tered into unbound orbits may be scattered back into boundmodel to match the observed GCLF with the one required by
orbits before they have reached the tidal boundary and esthe absence of observédl/L variations. Sectiofl5 interprets
caped from a cluster. In this case, often called “retarded” the results from Sectiof$ 3 alnd 4 along with the observed stel
evaporation, the escape rate has a weak dependence on tha& mass functions in Galactic GCs in terms of key properties
crossing time,, in addition to the stronger dependence on the and assumptions of the KO9 model. Finally, we summarize
relaxation time. For tidally limited, low-mass clusters (ini-  our conclusions in Sectidn 6.
tial massedy < 10° M), the evolution can be approximated
by dM /dt M/td|s with tgis M7 and~ ~ 0.7, rather than 2. COMPARISONS OF MODELS WITH THE OBSERVED GCLF
~ = 1 for classical evaporatlom_(Equushlg_e_&_H_eQbJ_e_ZOOO In this Section, we compare the FZ01 and KPZ09 models
£2001; no 2003; Lamers ét al. with the observed GCLF in the Milky Way. We first derive
[2010). For high-mass clusters, however, the retarded evapanalytical expressions for the evolving GCMFs assuming tha
oration rate must approach the classical rate (in the limit the clusters are tidally limited and that stellar escapeedri
ter/tix — 0; see Section 5.1). by two-body relaxation is the primary disruption mechanism
Two-body relaxation will also cause low-mass stars within We then convertthese GCMFs at an age of 12 Gyr into GCLFs
acluster to gain energy and escape faster than high-mass sta adoptingV /L = constant for the FZ01 model and thi/L vs.
thus reducing the averadéd/L of the remaining stars over L relation derived by KPZ09 for their model.
and above the fading caused by stellar evolution alone. As a
result of this effect, in a coeval population of clustersc{su 2.1. Derivation of Model GCMFs
as GCs), there should be a positive correlation betvigfn In both models considered here, the mass-loss rate of an
and the mass or luminosity of clusters, because those that ha i, 4ividual cluster takes the form
smaller relaxation times will have lost larger fractiongtuodir
initial mass. Such variation i /L was neglected in the FZ01 dM/dt = —M/tgis = —(1/~) M¥7, Q)
model for two reasons: it is difficult to predict reliably fro
theory, and it appeared from observations at the time to beW

wheretgis is the dissolution timescale andand~ are con-

weak or non-existent (McLaughlin 2000). stants. This integrates to
~ - ’ ~ ~
Kruijssen & Portegies Zwart | (2009, hereafter KPZ09) M) = (M Mt)l/’Y, 2)

modified the FZ01 model to include retarded evaporation and
a variableM/L ratio. In particular, they assumed that the whereMo is the initial cluster mass. These formulae are in-
rate of mass loss from clusters is given diyl /dt o< M /tgis tended to represent smooth averages over the abrupt changes
with tgis o« M7 and~ = 0.7 for clusters of all masses. Further- in mass caused by the escape of individual stars and over
more, to calculate the escape rates of stars of differené@sas at least one full orbit of the cluster around its host galaxy.
and hence the variation iNl /L of clusters, they employed For v = 1, equation[{{l) describes the classical mass-loss
a semi-analytical model developed by Kruijs 009, here rate 1. for stellar escape driven by internal two-body relax-
after KO9) that includes several questionable assumptinds ~ ation from a tidally limited cluster (Spitzer 1987 and ref-
parameter choices. KPZ09 argued that their model is a sig-erences therein). This is the formula adopted in the FZ01
nificant improvement on the FZ01 model, both in terms of model. Forvy < 1, equation[(l) approximates the corre-
its theoretical validity and in terms of its ability to fit ttod- sponding mass-loss rate for retarded evaporation in rela-
served GCLF in the Milky Way and other galaxies. tively low-mass clusters for which crossing times are digni
Our main purpose in this paper is to demonstrate that thecant fractions of relaxation times (Fukushige & Hedgie 2000
KPZ09 criticisms of the FZ01 model are not correct. Thus [Baumgardt & Making 2003). The KPZ09 model assumes
motivated, we also show that the variationMiyL with M or ~ = 0.7 for clusters of all masses.
L predicted by the KPZ09 model is much stronger thanthatal- FZ01 showed that the evolution of the mass function
lowed by observations. Furthermore, we show that the param-+/ (M, t) of a cluster system could be derived from the evolu-
eter values required for the KPZ09 model to fit the observedtion of the masseBI(t) of individual clusters through a conti-
GCLF and the observed /L vs. L relation are mutually ex-  nuity equation. This approach yields

clusive. We emphasize that we do not dispute the general -1
Y (M, t) = (OMo/OM), ¢o(Mo) = (M/Mo) "~ o (Mo), (3)
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wherey (Mp) =1 (Mg, 0) is the initial mass function (at= 0). cluster before escaping from it. During that time, some ef th
In this expression, the initial masd, must be regarded as a unbound stars will be scattered back into bound orbits withi
function of the current magd and current time as given b the cluster, thus retarding its evaporation. From equatf@h
inverting equatior({2). Following FZ01, we adohte and [1), we obtain

(1976) initial mass function

o M7 /tgis o 1/2, 3
o (Mo) = AMS exp Mo/Me), (4) 1% [tais o< py; (8)
with adjustable parameters 3, andM.. This function has  independentof for both classical and retarded evaporafion.
a power-law shape with exponeftelow the bend al. to The evaporation rate of a cluster can also be expressed in

mimic the observed mass functions of young cluster systemsterms of its mean density; within the tidal radius. This
and it has an exponential decline abd¥eas suggested by the ~ density is determined largely by the tidal field at the peri-
observed tail of the GCMF a1 > 10f M.,. Inserting equa- centerR, of the orbit of the cluster within its host galaxy:
tion (4) into equatior[{]3) then yields the evolving GCMF: prox G1 (Vc,,p/Rp)Z, whereG is the gravitational constant,
=AML (MY (B—+1)/y andV, , is the galactic circular velocit (King [1962;
Y(M, )=AM2(M? +pt) Innanen et &, 1983). McLaughlin & F 08) showed that,
X exp —(M7+ut)1/7/|\/lc}- (5) while the densitieg, and p; of GCs in the Milky Way span
four or five orders of magnitude, the quantity(pn)*/? varies
This function has a bend 8 ~ (ut)/7; for lower M, it be- by less than a factor of two. Thus, to a good approximation,

haves as (M, t) « M7~1, characteristic of dissolution by two- W€ ¢an rewrite equatiofi(8) in the form
body relaxation, while for highé¥l, it behaves ag (M, t) «

i 2 o Ve p/ )
M# exp(M/M,), independent ofy. Thus, we expect only pr o< p’” o< Ve p/Ro.

minor differences in the shapes of the GCMF betwgenl In an idealized static and spherical galactic potential pri-

(FZ01 model) and, = 0.7 (KPZ09 model). : oo )
The GCMF derived above is strictly valid only in the ide- gte;r;ctesri;)Ina:)lltinglts remain fixed, apland hence: are con

alized case that all clusters in the GC system dissolve at the Both FZ01 and KPZ09 computed the evaporation rates

same rateu. In reality, clusters with different internal den- ; : ;
ites, determined malny by the gaiactc l fid wibd 21, clers on dferent ovls rom a5 s e
solve at different rateg;. In that case, equatiohl(5) can be re- mass functions(M. t) of a GC system from equatiof (6) or its

interpreted as the probability density that an individuaster : . . =
: . integral equivalent. However, as McLaughlin & Fall (2008)
with evaporation ratg has a masl at an age. The GCMF pointed out, the only role of the orbits in this calculatien i

\c/)ifd?.lglyszgg]agﬁ\i{ c(;)ee:]/:liltic(:alls{sters is then the sum of the indi- to determine the cluster densitigs,or pt, a step that can be
P y ) eliminated by computing: directly from the observed val-

N ues ofpy, or p;. Because tidal radii are notoriously uncertain,
(M, )= Z A MY (MY + 1) B D/ evaporation rates are much more robust when computed from
-y pn than frompe. This is the approach we take in this paper.

v Another simplification noted by McLaughlin & Fall (2008) is
x exp|=(M7+pit)”7/Mc|. (6)  thatthe mass function(M, t) of a GC system computed from

equation[(b) with the median value pfis very similar to that
Here 5 and M. are assumed to be the same for all clusters computed from equatioftl(6) with a realistic distribution.of
in the GC system, and the normalization factérsnust be  (see also KPZ09). We refer to the former as singleodels
chosen such that the integral overMlis unity for each term  and the latter as multiple-models. In this paper, we present

in the sum. i results for both types of models, confirming their similarit
~ We now relate the evaporation rate of a cluster to The model GCMFs described above assume that evapora-
its mean densityy, within the half-mass radius, as fol-  tjon by two-body relaxation is the dominant disruption mech

lows. The N-body simulations of Baumgardt (2001) and anjsm. As such, they neglect the effects of stellar evatutio
[Baumgardt & Makino [(2003, hereafter BMO3) showed that anq gravitational shocks. Mass loss by stellar evolution is
the dissolution timey;s of a tidally limited cluster can be ap-  dominated by supernovae and strong winds of massive stars
proximated by in the first few 16 years. This material is assumed to es-
1- -1/2 cape from clusters of all masses, thus leaving the shape of
tais O trix (tor/tx) ™" o< M7, (™ the GCMF unchanged. Meanwhile, for surviving GCs in
wherety o« Ml/zrﬁ/2 is the half-mass relaxation time and the Milky Way, FZ01 showed that mass loss due to gravita-
/2,32 o tional shocks is generally much weaker than that due to two-
ter o M7V 7" is the half-mass crossing time. The parameter hody relaxation for clusters with masses below the peak of
7 < 1in equation[{V) is the same as that in equatibhs (@) - (6)the GCMF (see also Gnedin & Ostriker 1997; Dinescu &t al.
and measures the deviation of the dissolution time from the[1999). Moreover, the rate of mass loss by gravitationallshoc
formulatgis o tix for classical evaporatidh The extra factor  depends only on the densitigsof clusters, not their masses,
of (ter/tax)*™ for retarded evaporation comes about becausewhich preserves the shape of the GCMF in the sense that both
unbound stars take a finite time, proportionaldoto crossa ¢ andM are simply rescaled by time-dependent factors (see
FZ01).

1 BM03 used the notation instead ofy in equation[[¥). The difference
between the two is negligiblex and v were derived by evaluating;s as ) ) ) )
functions of N (number of particles) and the cluster mads respectively 2 To avoid confusion, we note thatey in (2008) is
(se€ Lamers et Al. 2010). related to oup by pey = (1/7) M.



2.2. Fits of Model GCLFsto Observations

Fitting equation[(b) to the observed Galactic GCLF requires
a conversion from luminosity to mass. For the FZ01 model
(v=1), we simply adopt a mass-independeiiy ratio. For
the KPZ09 model+ = 0.7), we use their relation between
M/Ly andLy at an age of 12 Gy. The corresponding pa-
rameters of the KPZ09 model afe: King (1966) concentration
parameteW\p = 7 the median value ofg for the Milky Way
GC systen, Harfis 1996), metallicig/= 0.0004, ando = 1.3
Myr. The last of these parameters is defined in the KPZ09
model asty = tgis (M/Mg)77, i.e., the dissolution timescale
for a cluster withM = 1 M. The conversion to our notation
isto =~/ (see equationl 1).

We derive the observed GCLF of the Milky Way from the
2010 version of the_Harfis (1996) catalog of GC data. To
avoid uncertain luminosities, we exclude 17 GCs Vighy >
1.5, resulting in a catalog with 140 GCg-band luminosities
are derived by assuming the standard Galactic reddening la
(with Ay = 3.1 Eg-y) and a solar absoluté-band magnitude

of MY = 4.83 (Binney & Merrifield 1998).

For the singlex case, we perform least-squares fits of

the model GCLFs to the observed Galactic GCLF using the

non-linear Marquardt-Levenberg algorithm (Levenhergdt 94
Marquardi 1963). This is done for= 1 to represent the FZ01
model and fory = 0.7 to represent the KPZ09 model. We
adopts = -2, as found in several studies of young star cluster .
systemsL(MMlZ and references therein). Ta-
ble[ lists the reduceg? values of the two model fits along
with the resulting values of the evaporation ratend the cut-

off and peak Ium|nosmest,c ande, of the GCLF. Values for

L, were derived using equation (7)[of Goudfrboij (2012).

Table 1
Fits of Singlex. Models to Galactic GCLF.

Model loglp/Lv.s logLe/Lv.e (ut)V~ ms  x24
(1) (2) (3) 4 (5) ()
FZ01 5.24+0.04 7.15+0.05 (180+0.03)1F x Ty 0.25 0.68

K09 5.254+0.03 7.21+ 0.04 (4944 0.05) 1¢ 0.21 0.60
Gaussian  5.24-0.04 N/A N/A 0.80 5.14

Note. — Column (1): model being fit to GCLF. (2): log of turnover lu-
minosity in solar units. (3): log of Schechter cutoff lumsity in solar units.

(4): value of )Y in Mg (Yv = M/Ly). (5): rms of residuals of fit to
GCLF. (6): reduced? value of fit to GCLF. See the discussion ifl§ 2.

We also made fits to the observed GCLF derived from the

2003 version of the Harris catalog as a check for consistencya

with KPZ09 and to estimate the magnitude of systematic er-

rors in the fitted parameter values. We find that the values for

both,t andL, agree to within 0.5% between the two versions
of the Harris catalog, while the values floy come out~ 30%
lower for the 2003 version. These differences do not affect
any of our conclusions.

For M/Ly = 1.8, which is the overall mean value found
from dynamical data in Sefl 3 below, the evaporation rdtes o
the best-fitting single: FZ01 and KPZ09 models match each
other within only 6% atu ~ 2.6 x 10* M, Gyr. As dis-
cussed in detail in McLaughlin & Fall (2008), the correspond
ing value oftgis/tix ~ 10 (-3—-1)"* ~ 10 wheres is the power-

3 This relation was shown in Fig. 4 of KPZ09, and with more tjarin

Kruijssen & Portegies Zwarf (2010).
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law slope in equatior{4).This value oftgis/tix is at the low
end of the range typically found in theoretical calculatafi
single-mass clusterkg/tix ~ 10—40). However, simulations

of multi-mass clusters have shown evaporation rates tleat ar
significantly larger than those of single-mass clusterg. (e.

Lee & Goodmar 1995). Furthermore, evaporation rates de-

pend on the specific techniques, assumptions, and approxima

[1997] Vesperini & He

tions used for each simulation (see, €.g., Gnedin & Ostriker
b.LQQIZ..&aumgaLdl_&_MaH

Prieto & Gnedin 2008;

ino 2003;
ie 2014).

For the multipleg case we proceed as follows. We com-
pute FZ01 and KPZ09 models from equatigh (6), adopting
the values of\l; listed in TabléL along witls = -2 as before.

To compute the evaporation ratgsof individual clusters, we
again assume an age 12 Gyr, and we use the values jof

in Table[1 for a cluster with the median density We then
use the current half-mass density of each Galactic GC to esti

ate its evaporation rate from = (pn,i/pn 1/2 (see equation
. Again, we adopt the 2010 version of 996) cat-
aog,M/LV =1.8 forv=1.0 (i.e., the FZ01 model), and the

KPZ09 relation betweeN! /Ly andLy for -y =0.7.

The resulting FZ01 and KPZ09 models are compared
with the observed GCLF in Fid.J1. Panels (a) and (c)
show the GCLF in the formdN/dlogL = (L In10)dN/dL vs.
logL, analogous to the familiar observed GCLFs in mag-
nitude space, whereas panels (b) and (d) show the GCLF
in the form log@N/dL) vs. logL. For comparison with
the more traditional log-normal representation of the GCLF
we also overplot a best-fit Gaussian whose parameters are
(log(Lv/Lve)) = 5.24=+0.04 andoieg. = 0.64+0.05 in pan-
els (a) and (b).

As Fig.[d shows, the differences between the FZ01 and
KPZ09 models in their ability to fit the observed GCLF are
very small relative to the uncertainties. This holds fortbot
the singlex and multiplex models. Statistically, the KPZ09
model fits the data slightly better at Idg{/Lv,¢) < 3.5,
while the FZ01 model fits better &t > L,. However, we
emphasize that these differences are negligible not ortly wi
respect to the poisson errors, but also when compared to the
improvement that the FZ01 and KPZ09 models provide over
the traditional Gaussian representation of the GCLF. T&is i
due to the asymmetry in the observed GCLF in that there
are more GCs ab < L, than atL > L,. This asymme-
try is especially clear |n panels (b) and (d) of Higg. 1 which
show thaty) (L) = dN/dL is approximately flat for GCs with
Lv < 10*Ly. . This behavior is clearly not consistent with a
Gaussian LF, while it is matched very well by both the FZ01
nd the KPZ09 models.

Fig.[ also shows that there is no significant difference be-
tween the single: and multiplex, models in terms of fitting
the observed GCLFs, confirming the findings of FZ01 and
KPZ09. Quantitatively, the reduced values of the multiple-

u fits are 0.61 and 0.59 for the FZ01 and KPZ09 models, re-
spectively. In the remainder of this paper, we adopt thelsing
1 models for simplicity.

It is worth noting that the GCLFs of the FZ01 and KPZ09
models are more similar than are their GCMFs (see Fig. 1
of KPZ09). The reason for this is that the different rela-
tions betweerM /Ly andLy largely compensate for the dif-
ferences in the GCMFs. We conclude that the shape of the
Galactic GCLF does not provide any evidence for a GC mass-

4 Note thatg in this paper is equal te in[McLaughlin & Fall (2008).
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Single—pu fits Multiple—pu fits

(@ |f

dN/d(log Ly)

10 @

log (dN/dLy)

3 4 5 6 7 3 4 5 6 7
log (LV/LVO) log (LV/LVO)

Figurel. Pand (a): Fits of the singlex FZ01 model (red solid curve), the singleKPZ09 model (blue dashed curve), and a Gaussian (blackddctitere) to
the Galactic GCLF, expressed as the number of GCs per ugititbgn ofV-band luminosity.Panel (b): Similar to panel (a), but now in terms of lodi{/dLv)
vs. logLy. Panel (c): Similar to panel (a), but now for the multipje-models described in the text. The light red solid curve regmés the FZ01 model while the
light blue dashed curve represents the KPZ09 mdeaiel (d): Similar to panel (c), but now in terms of lod\/dLy) vs. logLy. All models are drawn for an
age of 12 Gyr.

dependenM/Ly ratio. Thus, the claim by KPZ09 that “the large sample of 178 old GCs in the Andromeda galaxy by
match between the models and the observations [of the GaladStrader et 21/ (2011).

tic GCLF] exists only for values of ~ 0.7” is not correct. o o
3.1. Limitson M /Ly Variationsin Milky Way GCs

3. SEARCHES FOR DYNAMICALM/L VARIATIONS The dynamicaM /Ly measurements of the five samples of

The most reliable estimates of GC masses are those deGalactic GCs are shown as a function of Ibg in panels
rived from stellar kinematics, often referred to as “dynami (a)—(e) of Fig[R2. For each cluster sample, the overall av-
cal masses”. KPZ09 argued that the dependendé /&f on erage value oM/Ly is shown by a horizontal dashed line.
L predicted by their model was supported by the dynamical For comparison with the predictions of the KPZ09 model, we
masses compiled by Mandusheyv et al. (1991) who found aalso overplot their relation betwedf/Ly andLy at an age of
weak correlation betwedvl /L andM due to a few highM /L 12 Gyr.
values at log1/My) 2 5.5. However, no such correlation Systematic differences among dynamibblLy values de-
appears in the more homogeneous and larger compilation ofived by the five studies mentioned above are described in de-
M/L nO), which superseded most tail in the Appendix. Panel (f) of Figl2 shows our correc-
of thelMandushev et al. results. With this in mind, we review tion for these systematic differences, which are mainly due
recent measurements of dynamilBiL ratios of ancient GCs  to the different ways to convert observityLy to “global”
in the literature to search for any dependence on GC luminos-values that apply to each cluster as a whole. We adopt the
ity similar to that predicted by the KPZ09 model. We test normalization of Lutz%endorf etal, (2013). Thus, we multi-
for a dependence d¥/L on GC luminosity rather than GC  ply theM/Ly values of McLaughlin & van der Malld_@IOS)
mass because the uncertainties in GC luminosities are typilZaritsky et al.[(2012, 2018, 2014), Kimmig el al. (2015), and
cally relatively small and similar among clusters. In castr ~ Watkins et al.[(2015) by factors of 1.20, 1.75, 1.26, and 1.07
the uncertainties in GC masses vary significantly among clus respectively (see Appendix A).
ters, depending on measurement specifics (e.g., numbers of As Fig.[2 clearly shows, there is no evidence favoring the
stars measured, radial coverage). Thus, the correlation berelation betweeM /Ly andLy in the KPZ09 model over the
tween measurement errorsidf/L and logL is much smaller  constantM /Ly ratio in the FZ01 model. This is quantified
than between those M /L and logM. in Table[2, which lists the¢? values of the fits for the two

We include measurements from five independent stud-models to the five data samples shown in Ei§. Specif-
ies of Galactic GCs:l_McLaughlin & van der Marel (2005, jcally, the mass-independeht/Ly model yields somewhat
37 GCs), Litzgendorfethl (2013, 14 GCSs), Zaritsky ét al.

(20122018 2014, 14 GCs), Kimmig ef al. (2015, 25 GCs),  ° The fits of the KPZ09 model to the data were performed by afigwior
and[Watkins et al[ (2015, 15 GCs). In addition, we use the aLv-independent scale factor M/Ly .
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(a) McL & vdM | (b) Zaritsky et al. | (c) Luetzgendorf et al.: |

M/Ly (Me/Lye)

Watkins et al. | (f) All, scaled to mean of
Luetzgendorf et al.

M/Ly (Me/Lye)

4 5 6 4 5 6 4 5 6
log (Ly/Ly,e) log (Ly/Ly,e) log (Ly/Ly,)

Figure2. Panel (a): observed dynamicaVl/Ly ratios of Galactic GCs from_McLaughlin & van der Marel (Z0@#ack circles) as a function of thet-band
luminosities. The large filled circles depict average valirefive bins of equal size in lod-(/Lv, ). For comparison, we overplot the overall average value
of M/Ly (dashed line) and the relation betwelLy and log Lv/Lv.») at an age of 12 Gyr predicted by the KPZ09 model (blue sofid)li Panel (b):
similar to panel (a), but now showing data from Zaritsky é{2012 2013, 2014, purple circlesPanel (c): similar to panel (a), but now showing data from
[CGtzaendorf et d1[(201.3, red circledanel (d): similar to panel (a), but now showing data frbm Kimmig €t(@015%, orange circlesPanel (€): similar to panel
(a), but now showing data from Watkins et al. (2015, lightebtircles). Panel (f): a combination of alM/Ly ratios from the five studies depicted in panels
(@)—(e), after correcting for systematic differences leetvthe meaM /Ly values of the individual studies (see text in SEctl 3.1.by.dfrity, the data for the
individual GCs in panel (f) are shown without errorbars.

Table 2
Fits of Models to Observed Dynamidsl /Ly Values.

McL & vdM  Lutzgendorf Zaritsky Kimmig Watkins Strader
Parameter Fz01 K09 Fz01 K09 Fz01 K09 Fz0O1 K09 Fz01 K09 Fz01 K09
(1) 2 @O @ 6 ® @ ® (9 @0 @11 (@120 13
cr/\/ﬁ 0.73 0.81 0.57 0.61 0.27 0.49 0.56 0.72 0.41 0.71 0.70 0.79
szed 0.38 0.49 0.29 0.32 0.04 0.10 0.21 0.33 0.15 041 0.40 0.50
(A2 ] 0.12 0.04 0.06 0.11 0.11 0.08
(| Axfeql) 0.08 0.05 0.05 0.06 0.03 0.04

Note. — Column (1): parameter name (standard error, reducedibsolute mean value aﬁxrze , and standard deviation ¢f\x2,,|). See the discussion
in 8[3.1 for the meaning of the latter two parameters. Colu(@psnd (3): values for FZ01 and K09 model fits fo_MclLaughlin @nder Marél[(2005) data,
respectively. Columns (4) and (5): same as columns (2) andg§pectively, but now for Llfzgendorf el 4. (2D13) daalumns (6) and (7): same as columns
(2) and (3), respectively, but now for Zaritsky el al. (202813,/2014) data. Columns (8) and (9): same as columns (2]3ndespectively, but now for
Kimmig et al. [2015) data. Columns (10) and (11): same asncotu(2) and (3), respectively, but now for Watkins ét[al. )0data. Columns (12) and (13):
v for Streicl. (20111) data.

same as columns (2) and (3), respectively, but no

better fits to the data of McLaughlin & van der Marel (2005), the distribution of such errors in the dataset in questidme T
Zaritsky et al.|(2012, 2013, 2014), Kimmi al. (2015), and syntheticM; /L; data that are intrinsically distributed like the
more clearly, to the data 15). FZ01 model are then fitted by the KPZ09 model, and vice

To put thex? values in Tabl€l2 in context, we performed versa. We definé\xZ,= xZq kpzoo~ Xéed o1 I-€-» the differ-
a series of Monte Carlo simulations as follows. For each ence iny2,, between the KPZ09 and FZ01 model fits. These
of the fiveM/L datasets with individual luminositids, we  gjmylations were performed 1000 times for each of the five
calculate massdd; under the assumptions of both the FZ01

) o >
model (using a constad /Ly = 1.8) and the KPZ09 model datasets. The resulting distributionsAZ, , thus reflect the

red
(using theirM /Ly vs. Ly relation). To each of thé; and expected probabilities to find a given differenceyifyy be-

M; values we then add random measurement errors based owveen the two model fits for the dataset in question.
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Fig.[3 shows the distributions afx2, while Table2 lists  systems|_Shanahan & Giélés (2015) showed that the lack of
the corresponding absolute mean valiigsx%)| and stan-  correlation betweeM /Ly and [Fe/H] among GCs can be ex-
dard deviations(|Ay2). Comparing the values foAszed> plained by mass segregation, which causes the brighteg mor

. ) ) massive stars in the central regions, where the kinematie me
with the measured differences iff,q between the KPZ09 g, ements are typically made, to move with lower velocities
and FZ01 fits to the fivé//L datasets (which are shown in a1 the fainter, less massive stars in the outskirts, anmsevh
Fig.[3 _aszvertlcal arrows), we find that the measured differ- ofte is stronger at higher metallicities due to the insheg.
ences iny;,q are all consistent with the hypothesis that a con- ,n-off mass with higher metallicity.
stantM /L fits the data better than the KPZ09 model. Quan-
titatively, the KPZ09 model is excluded by the data at confi-

_I T T I T T T T I T T T T I I_
dence levels of 2.8, 1.40, 2.40, 3.80, and 12.3, for the M/Ly values scaled to mean
datasets of McLaughlin & van der Marel, Litzgendorf et al., - of Luetzgendorf et al. ]
Zaritsky et al., Kimmig et &l., arid Watkins et al., respesltjv 4 - ,
3 N i
T T T | T T T | T T T | T T T .3“
0.1 (a) S O f .
- McL & vdM . 2 -
I Zaritsky E F o2k _
| Luetzgendorf | AN
2 L 4
b i . I ]
n 0.05 |
i O 1 1 1 | 1 1 1 1 | 1 1 1 1 | 1
I -2 -1 0
I [Fe/H]
_ Figure 4. MeasuredV /Ly values of Galactic GCs shown in panel (f) of Fig.
[Aversus [Fe/H]. Symbol colors are the same as infig. 2. Fopeoison, the
0.1 + solid line represents the SSP model predictiors_of Bruzu@h&rlat (2003)
for alChabrier[(2003) IMF.
I Kimmig 7
I ‘gg;lflns f‘\ 1 The effect of stellar mass segregation on dynamical mass
i /”k’ \ ] measurements is also mass-dependent, since presentaday lo
= I S 1 mass clusters have survived many more relaxation times on
A 0.05 / | L . average than high-mass clusters. This means that the turren
L AR i level of mass segregation increases with decreasing GG mass
[ \ grega g
| T \\ ] which causes dynamical masses of GCs tsyseematically
] A underestimated for low-mass GCs[] This reinforces our con-
i // | L i clusion that the dynamicél /Ly data show no evidence for
" R \ ] theM/Ly variations predicted by the KPZ09 model.
0 I S W IR f [NV, b
-0.2 0 0.2 3.2. Limitson M /Ly Variationsin Andromeda GCs

2

Ax We can also compare the modi¢fL ratios to the observed
Figure3. Pane (a): probability densities ofAxZ, values (see Sect. ~ ONES for GCs in the Androm(?da galaxy (M3met al.
B for its definition) for theM/Ly datasets shown in Figkl 2 afd 5 (2011, hereafter SCS11) derived dynamieglL ratios for a
[McLaughlin & van der Marel[(2005, black lin€), Zaritsky ef 0122013, large sampleN = 178) of old GCs in M31, covering a wide

[2014, purple line), and Liitzgendorf ef al. (2013, red lingdr all datasets, : - < <
the solid and dashed curves represent sets of Monte-Camolations in range of luminosities ('4’ ~ |Og (LV/LV,G) ~ 6-5)- We adopt

which theM/Ly values of GCs are intrinsically distributed according te th the GC masses that they derived using the virial theorem, as

FZ01 and KPZ09 models, respectively. For comparison, thasored dif- well as theirV-band luminosities. We also follow SCS11 in
ferences iny2,, between the KPZ09 and FZ01 model fits to #gLy val- discarding GCs whose relative erroraviyLy are larger than
ues of those 3atasets are shown by vertical solid arrowseircdkor of the

. . ow 25%.
el 20D e e e ot oy g @ To evaluate the luminosity dependence of MLy ratio
SCS11 (black line; see SECLB.2)). ' ' from the M31 data, we first consider a subselection in metal-
licity. As reported by SCS11, thil /L ratios of their metal-
We also note the lack of a correlation between dynamical rich GCs ([Fe/H]> —0.5) are systematically and significantly
M/Ly and metallicity [Fe/H] at any GC luminosity in Fig- lower than that of SSP model predictions. This contrasts wit
ure[4. This is not consistent with the relation predicted by the lower-metallicity GCs whoskl /Ly ratios scatter around
simple stellar population (SSP) models, as illustratedngy t the SSP model predictions (cf. Fig. 1 of SCS11). As men-
solid line in Fig[4. This suggests that the/Ly values of an-  tioned in the previous subsection, this behavior is coestst
cient GCs are more affected by their dynamical histories tha with mass segregation, whose effect is especially strong at
by their metallicitie§ For multi-mass King models of stellar  [Fe/H] > -0.5 (Shanahan & Gieles 2015). To minimize the

6 This also explains why one can safely neglect the metailidpendence 7 This trend might not extend to the lowest-mass clusters(iiotMe ) <
of M/L when fitting the GCLF by cluster evolution models as in Je¢se2 4.5) which have only< 10% of their lifetimes remaining and may already
also FZ01 and KPZ09). have undergone core collapse (see, e.g., BM03).



8 PauL GOUDFROOIJ& S. MICHAEL FALL

bias introduced by mass segregation (i.e., causing urtderes els (i.e., constari¥l /L and the KPZ09 model) to the SCS11
mates oM /L whose amplitude is mass-dependent), we there-data. These values are listed in Tdlle 2. Similar to our tesul
fore subselect GCs with [Fe/H] -0.5. from the Galactic GC samples, we find that the condéyit
model provides a better fit to the M31 data than the KPZ09

I L L IR B I model. We also performed Monte Carlo simulations like those
(a) M31 (SCS11) | described in Sedi._3.1 for the SCS11 dataset. The results are
listed in Tabld®. We find that the KPZ09 model is excluded
by the SCS11 data at a confidence level of#4.5

We conclude that the available data on dynami¢aly ra-
tios for ancient GCs in the Milky Way and M31 provide no
evidence for a dependence on GC luminosity of the kind pre-
dicted by the KPZ09 model. Specifically, the decliné/bfLy
with decreasind.y below log(y /Ly, ¢) ~ 5.2 predicted by
the KPZ09 model is not seen in the data.

M/Ly Mo/Ly )

4. CONSTRAINTS FROM SIMULTANEOUS FITS TO THE GCLF AND
THEM/Lv VERSUSLy RELATION

In this Section, we check whether the discrepancy between
7 the observed /Ly data at low GC luminosities and the pre-
dictions of the KPZ09 model discussed in S&ct] 3.1 may be
resolved by increasing the characteristic dissolutiorsioale
to, taking the fit to the GCLF into account as well. To do
this, we turn to the full set of KO9 models that are available
onlinel In the following, we will refer to the KPZ09 model
with to = 1.3 Myr andW = 7 discussed above as the “refer-
ence” KO9 model.

The impact of higher values &f on theM/Ly ratios pre-
dicted by the KO9 models as a functionlgfis shown in panel
(b) of Fig.[8, which is a copy of panel (f) of Fif] 2 to which
we have added the KO9 model predictionstipr 3 and 10
T Myr as dashed and dash-dotted lines, respectively. Note tha

5 55 6 65 the KO9 models with higher values tfare closer to the ob-

) ) served nearly flat distribution of dynamidsll/Ly data than
log (Ly/1ye) the reference model witly = 1.3 Myr.

Figure5. Panel (a): dynamicalM /Ly versus log.y for the sample of GCs We then calculate the corresponding GCLFs for an age
in the Andromeda galaxy (M31) from SCS11. For comparisonpwesplot of 12 Gyr predicted by the K09 models fdag = 3 and

linear and cubic fits to the data (long-dashed and shortedbbhes, respec- ; i
tively) and the relation betweeM /Ly and logLy predicted by the KPZ09 10 Myr, respectlvely. To do so, we adopt the same ini

model for an age of 12 Gyr (solid linePandl (b): similar to panel (), but ~ tial GCMF as before, i.e., a Schechter function witkr -2
now for logM versus log.y. See the discussion in SEcE13.2. and M, = 9 x 10° M, (cf. Sect.[2 and TablEl1). The ini-
tial GC masses are then converted into massesvahend
Panel (a) of Figld5 shows!/Ly versus lod.y for the re-  luminosities at an age of 12 Gyr by means of the K09
sulting sample of 109 GCs in M31. Linear and cubic fits model tables, using spline interpolation. Finally, presday
to the data (using inverse variance weighting) are shown asGCLFs are calculated from the GCMFs usiy /dlogLy =
black and red dashed lines, respectively, while the priedict  (dN/dlogM) (dlogM/dlogLy) wheredlogM/dlogLy rep-
of the KPZ09 model is shown as a blue solid line. Over- resents the local slope of the relation betweenLipgnd
all, the picture is very similar to that for the Galactic GCs logM at an age of 12 Gyr in the KO9 models. The result-
in panel (c) of Fig[R in thaM/Ly is again independent ing GCLFs are depicted in panel (a) of Fig. 6. Note that the
of Ly. Quantitatively, the linear fit to the data has a slope GCLFs predicted for the KO9 models with= 3 and 10 Myr
d(M/Ly)/d(logLy) = 0.06+ 0.13, while the cubic fit actu- do not fit the GCLF well at all in that they peak at signifi-
ally shows a marginal upturn & /Ly atlog Ly /Lvo) < 5.2, cantly lower luminosities than do the data and the reference
where the KPZ09 model predicts a downturn. K09 model (withty = 1.3 Myr), due to the lower evaporation
This result may seem surprising, since SCS11 reported dates. We have verified that the K09 model GCLFstfor
correlation betweeM/Ly and logM for the same dataset, 3 and 10 Myr are not sensitive to the adopted cutoff nass
similar to that predicted by the KPZ09 model. We find that for log(Lv/Lv,c) < 6, even wherM, is increased by factors
their apparent correlation results from a strong covagasfc  up to 16.
M/Ly and logM, due to correlated errors, rather than a true  We conclude that there is no value tf for the K09
physical relationshifi. To illustrate this, we also perform lin- model that is able to fit the GCLF and thw/Ly data at log
ear and cubic fits between ttedependent variables lod.y (Lv/Lv, @) < 5 simultaneously. In contrast, the lack of a lu-
and logM for the SCS11 dataset. A glance at panel (b) of minosity dependence &fl/Ly seen in panel (b) of Fid.l 6 is
Fig. [  confirms the trends seen M/Ly vs. Ly discussed fitted naturally by the FZ01 model with a constamtL.

above. Finally, we calculatg? values of fits of the two mod- To check the robustness of this conclusion, we compare the
distributions of relative evaporation ratgsof the GCs with

log (M/Mg)

H_

N

8 A similar situation is found for the dataset[of Kimmig et &I005) dis-
cussed in Sedt_3.1. 9 The KO9sPACE models are available @t tp: //bit.1ly/1Pbttigl
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GCs at some level, it seems unlikely that a single value of
applies to GCs across the full range of initial masses. Bazau
of the scalinde/tux o« M™%, stars that reach escape velocities
in high-mass GCs leave the cluster quicker relative to ttoe si
ation in lower-mass GCs, implying thashould increase with
GC mass. In fact, if a fixeg < 1 applied for all GC masses,
one would obtain an unphysicgls < tx at some high GC
mass (see aldo Baumgal 01). We therefore expéat
approach unity for GCs with sulfficiently high initial masses
The expected increase of with initial cluster massVig
is relevant because Lamers et al. (2010) derived the value
~ = 0.7 from N-body simulations by BM03 with 4 10° <
Mo /M., <7 x 10* (corresponding to 8192 Ny < 131072 for
a [(2001) IMF). However, the great majority of GCs
that survive for a Hubble time were initially much more mas-
sive than that. This is illustrated in Figl 8 which shows the
relation between the massestat 0 and 12 Gyr computed
from equation[(R) fory = 1.0 and 0.7 with the best-fit val-
ues ofu from Table[d. For comparison, we also show the
same models with evaporation rates that are factors 0.5 and
2.0 times those of the respective best-fit values. Note that
the simulated clusters used to derive 0.7 by[Lamers et al.
(2010), which haveM, < 10*8 M, do not even survive 12
Gyr of dynamical evolution according to these models. For
a moderately low-mass GC with current maés: 105 M,

(es]
(@]

(o]
o

dN/d(log Ly)
S

[aY]
o

. (b)

wW
[rrrrprrrr 1
.

M/Ly Mo/Lyo)
N

—_
LI B I I B

0 bl b L L for which the K09 models predid#l /Ly to be about half of
3 4 5 6 v that of high-mass GCs (see Sédt. 3), the initial mass inelicat
log (Ly/Ly,0) by these models is in the range®?@- 10° M, depending on
Figure 6. Pand (a): observed Galactic GCLF compared with the K09 model the model. It is thus clear thdhe GCs that currently make
at an age of 12 Gyr for three values of the dissolution timest¢ga= 1.3, 3, up the bulk of the Galactic GC system were initially at least
and 10 Myr (blue solid, dashed, and dashed-dotted linegectsely). Panel oneorder of magnitude more massive than the simulated clus-

(b): dynamicalM/Ly ratios of Galactic GCs as a function of th&rband

luminosities. This is a copy of panel (f) of Figl 2, to which wave added ~ tersusedto derivey=0.7 bylmlmo)- Sinegis )
K09 model predictions fop = 3 and 10 Myr in blue dashed and dash-dotted expected to increase with increasing GC mass (cf. above), it
lines, respectively. See the discussion in Segfion 4. seems prudent to regard the vatye 0.7 adopted by K09 as

log (Lv/Lv.») < 5 that have dynamicall /Ly measurements ~ a lower limit.

with those of all Milky Way GCs in the same luminosity range  In summary;y is expected to increase from 0.7 for low-
(cf. panel (b) of Fig[B). Once again, we use the 2010 versionmass clusters tev 1.0 for high-mass clusters. Futufé-
of the[Harris[(1996) catalog, using,/L = 1.8 fory = 1.0, and body simulations with substantially more particlésif the
the KPZO9M /Ly vs. Ly relation fory = 0.7 (cf. Sectioh 2R).  approximate range 26 -10°° according to Fig[18) will be
This comparison is shown in Figl. 7. Note that the distringio  needed to determine the actual dependeng®afinitial clus-
of relativep values of the two samples are very similar to each ter mass.

other, with the median value actually being slightly larfyer o

the sample with dynamicall /Ly measurements. This holds 5.2. Other Assumptionsin the KO9 Model

for both classical and retarded evaporatigr=(1.0 and 0.7). The semi-analytical model of K09 involves a large number

The inability of the KO9 model to fit both the GCLF and the of other parameters, assumptions, and approximationsi{in a

M /Ly data at low luminosities simultaneously is therefaoe dition to v = 0.7 andW, = 7 for the reference K09 model).

due to a mismatch between dissolution timescales of the IOW'Some of these ingredients are p|ausib|e, but some others are

luminosity Galactic GCs with availabM /Ly data and those  ad hoc and/or not tested against observations, more rigorou

of the full sample of Galactic GCs in the same luminosity theory, or realistid\-body simulations. Given these uncertain

range. inputs to the model, it seems likely that the outputs from it

will also be uncertain. Examples of assumptions in the K09
5. ASSESSING KEY INGREDIENTS OF THE K09 MODEL models whose quantitative eﬁ%cts are hard t% estimatadiec!

In this Section, we assess our findings from the preced-the following.
ing Sections in the context of effects that were neglected in

the FZ01 model but included in the KO9 model, and which e The initial-final mass relations for dark remnants (white
KPZ09 claim are significant improvements. dwarfs, neutron stars, and stellar-mass black holes).

e The distributions of kick velocities of the various types

51 Mass Dependence of Retarded Evaporation Rates of dark remnants, and the dependence of the retention

We recall that the reference K09 model assume$.7 and fractions of such remnants on (initial) cluster escape ve-
Wp = 7 for clusters of all masses. This choice was based on locity.
approximations by Lamers etlal. (2010), which in turn were
based on theN-body simulations by BM03 (cf. Sedi. 2.1). e The stellar mass dependence of the escape rate, for

While retarded evaporation can be expected to occur in all which the KO9 models adopt the Héndn (1969) rate
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Figure 7. Probability densities of relative evaporation rates pﬁ/ 2 of Galactic GCsPand (a): “classical” evaporation rates (for=1.0). Panel (b): “retarded”
evaporation rates (foy = 0.7). In both panels, the black solid line represents all Gal&Cs with 40 < log (Lv /Lv, ») < 5.0, while the red dashed line represents
GCs with 40 < log (Lv/Lv, ») < 5.0 that have dynamica¥l/L measurements shown in Fig$. 2 &ihd 6. Vertical black and ritdcttines indicate the median
values of the respective distributions. See the discussiGectior#.

e The approximation of a cluster potential by a Plunimer
(1911) model, all the way out to the tidal radius (which
does not exist for a Plummer model).

7

e An assumed relation between half-mass radius and ini-
tial cluster mass, specifically, « M. Observed pro-
toclusters, however, have a different relationgx M%4

(Fall et all 2010).

e The assumption that the half-mass radig®f a clus-
ter remains constant throughout its lifetime. Redgnt
body simulations show this to be an oversimplification.
For exampler, changes by a factor of 6 during the

o A A B lifetime of the N-body model for the globular cluster

. s s . M4 by[Heggie(2014).

log (M/M) at 12 Gyr We refer the reader to the K09 paper for a full description and
Figure 8. Relation between initial GC masklf) and GC mass at an age of JUStmcat'Qn of th_ese and other '_ng_red,'ems of the KO9 model
12 Gyr (M) for different dynamical evolution models. The solid lingsow As an illustration of uncertainties in the KO9 model, we
the singlex models that fit the Galactic GCLF fgr= 1.0 (FZ01 model; black compare its predicted/I/L evolution with that of a corre-

line) and~ = 0.7 (KPZ09 model; blue line). The dashed and dotted lines in ; : i P ; ; _
a given color represent the same models but with evaporadites that are spondlng BMO3 SImUIatIO We choose this partlcular com

o
(02} (o)}
LI L I L B B

log (My/Mo)

o
o

scaled up and down by a factor 2 relative to the best-fit vakespectively. pari_SOn because th? K09 _mOde| predictions were normalized
See the discussion in Sections.1. against the BM03 simulations. As shown in Higj. 9, the KO9
for close stellar encounters in aisolated cluster (i.e., model predictions follow the BM0O3 simulation quite well un-

not residing in a tidal field) without mass segregation. til an age of a few Gyr, after which thd /L decreases sig-

However, real GCsre located in a (time-dependent) nificantly in the KO9 model whereas it continuesitorease

tidal field and stars escape mainly through repeatedin the BM03 simulation, especially during the last few Gyr

weak encounters (i.e., two-body relaxation), for which of its lifetime of ~ 14 Gyr. The latter increase, which im-

the dependence of the escape rate on stellar mass maplies anincreasing M /L with decreasing luminosity at ages

be different. 210 Gyr, is thought to be due to the accumulation of massive
_ o white dwarfs in the cluster (see BM03).

e The assumption of perfect energy equipartition dur- The K09 model predictions were normalized against the
ing the mass-segregation phase of dynamical evolu-BM03 simulations by using the same initial conditions (see
tion. This assumption, which has an impact on the Sect. 4 in K09). However, the initial conditions in the BM03
stellar mass dependence of evaporation, has recentlysimulations differ from those in the published K09 models in
been called into question since energy equipartition is one important aspect, namely the upper mass limit of the stel
not attained inN-body simulations except perhaps in |ar IMF: BM0O3 used 15M,, (thus excluding progenitors of
their inner cores (BMO3; Trenti & van der Marel 2013;  stellar-mass black holes), whereas the K09 model uses 100
Sollima et al. 2015; Bianchini etgl. 2016; Spera et al.

2016). 10 The properties of this BM03 simulation, shown in their Fig, 1
. are: Wp = 5 and dissolution timescalg = 10.7 Myr (see equation 7 in
e The functional dependence of the stellar escape rate orKruijssen & Mieske 2009). The properties of the correspogd09 model

the energy required for escape. are:Wp = 5 andto = 10 Myr.
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Figure 9. Black line: evolution ofM/Ly in theN-body simulation of BM03
for aWp = 5 cluster with initial mas#ly = 7 x 10* M, andtg = 10.7 Myr
discussed in Sectidn 5.Pashed lines: KO9 model for &\ = 5 cluster with
Mp = 10° M@, to = 10 Myr, and three factors by which the “standard” kick
velocities of dark remnants can be multiplied (0.5, 1.0, arilin purple,
blue, and red, respectivelypotted lines: same as dashed lines, but now for
a cluster withMg = 6 x 10* M.

Mg, and includes prescriptions for retention fractions ofj an
kick velocities applied by, neutron stars and stellar-nidessk
holes. Fig[® illustrates the significant effect of thosekkie-
locities toM /Ly in the KO9 model.

Note that the significant disagreement betwiskfiby in the
BMO3 simulation and that in the KO9 model predictions at
ages> 6 Gyr exists for all choices of kick velocities. While
the analyticalimplementation of kicks by dark remnant$im t

K09 model seems plausible at some level, there is significant

uncertainty in the retention fractions and kick velocitees
erted by white dwarfs, neutron stars, and black holes. Aaroth
related simplification in the KO9 model is that it applies a
given retention fraction of dark remnants throughout tfee li
time of a cluster, whileN-body simulations have shown that
the retention fraction of stellar-mass black holes canehesz
significantly during the lifetime of the cluster due to muilti
ple encounters (Kulkarni et'al. 1993; Si uis
1993; Portegies Zwart & McMillan 2000; Merritt etlal. 2004;
ﬁO). Furthermore, the evolution of the rétem
fraction of black holes varies widely among repeated simula
tions with the same initial conditions_(Merritt etl al. 2004)
thus seems fair to conclude that MLy decrease during the
second half of the lifetime of a cluster in the KO9 models is
not well constrained by observations or simulations.

We emphasize that this comparison between the KO9 mod
els and the BM03 simulation tests only a few of the many
assumptions listed above. Most of the others remain unteste
however, it seems likely that they would also have some im-
pact on the resultinlyl /L vs. time andM /L vs.M andL rela-
tions.

5.3. Ambiguous Evidence from Sellar Mass Functions

One argument in favor of variations in clustdr/L ratios
is that observed stellar MF slopestend to be relatively flat
for low-luminosity GCs when compared with those for high-
luminosity GCsl(Kruijssen & Mieske 2009; KPZ09). We re-
examine this argument in this Section by comparing avalabl
high-quality data onx in Galactic GCs with the KO9 model

11

predictions.

Fig.[I0 showsx for a mass functiomln/dmoc m* versus
log Ly from(de Marchi et al[(2007), who compiled global MF
slopes of 20 GCs in the stellar mass range of 0.3-M);&e-
rived from Hubble Space Telescope (HST) data. We assume
measurement uncertainties of 0.3 dex fo(G. de Marchi,
private communication). The observed valuesvaire com-
pared with predictions of the reference KO9 model in Eig. 10.

log (Ly/Lyo)

Figure 10. Stellar mass function slopeversus lod-y for GCs in the sample

of [de Marchi et al.[(2007). Filled squares and open squamgsent GCs
with King concentration indices> 1.4 andc < 1.4 (corresponding té\p > 6
andWp < 6), respectively. GCs with current half-mass relaxationet < 1
Gyr are shown in red while the others are shown in black. Thid &tue
curve represents the predictions of the reference K09 mathel dashed line
indicatesa = —1.7, the mean slope of the Kroupa IMF in the stellar mass
range 0.3-0.8/1. See the discussion in Sect15.3.

As mentioned by KPZ09, GCs in the fainter half of the sam-
ple studied by de Marchi etlal. (2007) are on average more
depleted in low-mass stars than those in the brighter half
(see Fig[ID). This trend is, in principle, roughly consis-
tent with the predictions of the reference KO9 model. How-
ever, it should also be noted thall GCs that are signifi-
cantly depleted in low-mass stars relative to the most lumi-
nous GCs feature relatively low King concentration parame-
ters € = log(re/rc) < 1.4, corresponding tip < 6)[H Con-
versely, all GCs with\p = 6 showa values consistent with
a [(2001) IMF, and thus do not show any significant
trend ofM/Ly with Ly. The latter does not seem consistent
with the predictions of the reference KO9 model for the Galac
tic GC system as a whole, which adoptaigl= 7.

However, the strong depletions of low-mass stars seen in
GCs with low concentration indices can also be explained

in a different way: Baumgardt etlal. (2008) argued that this
observation may be caused by low-concentration GCs hav-

ing started out as tidally limited clusters with relativéiigh
levels of primordial mass segregation. The low-mass stars i
such clusters would initially be located relatively closdtie
tidal radius, allowing their evaporation from the clustestart
well before the cluster experiences core collapse, thukriga

to present-day mass functions that are relatively strodgly
pleted in low-mass stars. In this context, we also note tieat t
N-body simulations by Trenti et al. (2010) showed that GCs

11 This tendency was already note fal_(2007}ingram
of a versusc (their Fig. 1). Our FigID illustrates the luminosity defdence
of the difference inx between GCs with high and low values®f
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with low initial concentration indexW, = 5 or 3) gradually istic dissolution timescal& of the KO9 model, since
evolve to higher concentration indicesf(~ 7) within 40— such an increase would yield an unacceptable fit to the
70% of their dissolution time. As such, low-luminosity GCs GCLF. In other words, there is no valuetgthat allows
with current low concentration indices likely had even lower the KO9 model to fit simultaneously the GCLF and the
concentration indices initially, which might have caushkd t observedV /Ly data at loglty /Ly, o) < 5.

strong depletion of low-mass stars in such GCs to start even .
earlier than predicted by tHe Baumgardt ét al. (2008) study. 4. The parametety = 0.7 adopted by KPZ09 is based

This effect is not incorporated in the KO9 models, rendering on results ofN-body simulations of GCs with initial

it hard to determine the reason for the significant diffeeenc massedMo < 7 x 10* M, whereas the initial masses

in « between GCs with low and high concentration indices of GCs that survive 12 Gyr of dynamical evolution are

without additional information. at least one order of magnitude higher than that. The-
In conclusion, the observed depletion of low-mass stars in ory indicates that the value of will increase toward

low-luminosity GCs can be explained in more than one way unity at higher masses. Thus, the appropriate value of

and therefore is a weak or inconclusive test of the stellasma ~ for models of the GCMF and GCLF evolution may

dependence of the escape rate in the KO9 models. Hence our be closer to 1.0 than to 0.7.

conclusions from the previous sections remain valid. ) ) . _
We emphasize again that we do not dispute the physi-

6. SUMMARY AND CONCLUSIONS cal principles of retarded evaporation aMyL variations.

The most promising exp|anation for the peaked shape ofRather, yve claim tha}t these effects add substantially to the
the observed luminosity function (LF) of old GCs is that it complexity of dynamical GCMF and GCLF models and are
is a relic of dynamical processes—primarily stellar escape Not needed in practice to match observed GCLFs.
driven by internal two-body relaxation—operating on an ini

tial power-law or Schechter MF of young clusters over aHub-  \va thank Laura Watkins and the anonymous referee for

ble time. The semi-analytical models of FZ01 showed quan- i : ;
titative agreement with the present-day observed GCLF for augf%rg%g%erg%_ﬂgg 1prvc\)ljr(]ai(éthwvz\j\;sp?)rrt(lj?llil(3j/e3u%E)/oﬁeA%Ry

wide range of initial MF shapes. For the sake of Simplicity, yhq,qh a grant from the Space Telescope Science Institute,
and based on theoretical and observational standard ggacti hich'is operated by the Association of Universities for Re-
at the time, FZ01 adopted an evaporation rate independent 0k, 'in Astronomy, Inc., under NASA contract NAS5—
clustr nase and a mass Lo Igh e independentofwlus. 26555, We acknowldge fhe use of @ anguage for Sta
claimed that the predicted GCLF was only consistent withmsucal Computing, seBttp: //www.R-project.orq
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APPENDIX
SYSTEMATIC DIFFERENCES BETWEEN DYNAMICAIM/L STUDIES

In this Appendix, we analyze and quantify systematic défferes between the five sources of dynami¢Aly measurements
used in Sectioh 3l1 so that they can be combined in a useful WayM /Ly values fromi McLaughlin & van der Mar€l (2005)
were derived from central velocity dispersions frwmchvveée then extrapolated to “global” \esu
(for the cluster as a whole) using surface brightness p Laughlin & van der Marel (2005) used single-mass Kingigis
in this extrapolation, so that any radial gradients\bfLy are neglected. Since ancient GCs commonly display radiasma
segregation (e. d.. Meylan & Hegiie 1997), which causes thieemassive stars to be more centrally concentrated thdegshe
massive stars (which have highéy'L), we treatM /Ly values fromi McLaughlin & van der Mat€l (2005) as lower limits

[Zaritsky et al.[(2012, 2013, 2014) measured velocity disipes using a drift-scan technique that moved the speepbgslit
across the target cluster during the exposures, coveringhtp the region within the half-light radius. Thé/Ly ratios of
Zaritsky et al. were determined using an empirical relabetween the half-light radius, the average surface breggnvithin
that radius, and the mass-to-light ratio within that radilisis scaling relation was found to apply to all stellar sys$ from star
clusters to massive elliptical galaxies. However, as dised in_Zaritsky et all (2012), their method produlgg'ty values that
are on average 40-50% lower than those riel (2005). STisi consistent with the observat|on that
ancient star clusters lie systematically somewhat abavenhpirical relation used by Zaritsky et al. (see Fig. 2 intgRy et al
2011).

The kinematic data analyzed by Kimmig et al. (2015) condisteradial velocities of individual cluster stars, bothrrmew
observations and from the literature. GC masses were digtetnby fitting single-mass King models to the observed tadia
velocity dispersion profiles. Similar to the case of McLaligk van der Marel {(2005), we thus treat thé/Ly values from
[Kimmig et al. (2015) as lower limits.

Watkins et al.[(2015) derivel /Ly ratios by fitting dynamical models to a combination of prepeation velocity dispersions
(from multi-epochHST imaging data) and spectroscopic line-of-sight velocispeirsions. Their fitting involved Jeans models
that assume a constalt/L ratio, which we therefore formally treat as lower limits. Wever, the dispersion data used by
Watkins et al. [(2015) covered a large range of radii, and moraptions were made regarding the radial luminosity dgnsit
profile, since they used a Multi-Gaussian Expansion fit tol#itier. Hence, their resultinlyl /L values can be expected to
represent the cluster as a whole relatively well.

Finally, the integrated-light kinematics li (2013) were derived from integral-field spectroscopthvgpa-
tial coverage typically out to the half-light radii of theuslters. Along with surface brightness profiles derived fié8T data,
the M/Ly values inI 13) were determined usirangemodeling. Their method incorporates a correc-
tion for radially varyingM /Ly and as such seems likely to produce results that are morestruﬂatlve to mass segregation
than the other studies mentioned above. From the 11 GCs imoonbetween the studies lof Lutzgendorf et 013) and
[McLaughlin & van der Marél[(2005), the ratio of thé/Ly values is 1.2G+ 0.10 where the quoted uncertainty is the standard
error of the mean. Similarly, the mean ratio of gLy values of Liitzgendorf et al. (2013) and thosé of Kimmig e{20.15)
is 1.26+ 0.25 for the 4 GCs in common between the two studies, wheheasatio is 1.07- 0.10 for the 7 GCs in common
betwee 13) and Watkins et al. (P0E8) the purposes of this paper, we suggest that these ratioseful
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estimates of the factor by whidfl/Ly values may be systematically underestimated in the sttldéesissumed a constaviy/L
throughout the clustéd

Panel (f) of Fig[2 depicts our corrections for the systemdifferences between thd /Ly estimates of the five studies de-
scribed above. We adopt the normalization_of Litzgendaaflef2018). For consistency with this normalization, we tiaul
plied theM/Ly values of McLaughlin & van der Matel (2005), Zaritsky et @002,/ 2013 2014}, Kimmig etal. (2015), and
Watkins et al.[(2015) by factors of 1.20, 1.75, 1.26, and lr€3pectively.

12 As mentioned in SecE—3.1, the level of mass segregation jeced ’ P . .
to depend on cluster mass to some extent. We neglect thist,efiich is :\'}Tgll_élrp ?]s“tnsgcglﬁéér;trf’\(jlgrstmudles;)hat use central velpdtspersions (e.g.,




