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Abstract

For arbitrarily small values of ε > 0, we formulate and analyse the Maxwell system of equa-
tions of electromagnetism on ε-periodic sets Sε ⊂ R3. Assuming that a family of Borel measures
µε, such that supp(µε) = Sε, is obtained by ε-contraction of a fixed 1-periodic measure µ, and for
right-hand sides f ε ∈ L2(R3, dµε), we prove order-sharp norm-resolvent convergence estimates
for the solutions of the system. Our analysis includes the case of periodic “singular structures”,
when µ is supported by lower-dimensional manifolds. The estimates are obtained by combining
several new tools we develop for analysing the Floquet decomposition of an elliptic differential
operator on functions from Sobolev spaces with respect to a periodic Borel measure. These tools
include a generalisation of the classical Helmholtz decomposition for L2 functions, an associated
Poincaré-type inequality, uniform with respect to the parameter of the Floquet decomposition,
and an appropriate asymptotic expansion inspired by the classical power series. Our technique
does not involve any spectral analysis and does not rely on the existing approaches, such as
Bloch wave homogenisation or the spectral germ method.

Keywords Homogenisation · Norm-resolvent estimates · Periodic measures · Singular struc-
tures · Helmholtz decomposition

1 Introduction

The operator-theoretic perspective on partial differential equations (PDE) with multiple scales has
proved effective for obtaining sharp convergence results for problems of periodic homogenisation,
see e.g. [54, 66, 13, 14, 70, 23, 63] for related developments in the “whole-space” setting, i.e. when
the spatial domain is periodic is invariant with respect to shifts by the elements of a periodic lattice
in R

d, d ≥ 2.
The techniques developed in the above works have highlighted a variety of different new ways

to interpret the process homogenisation, e.g. via the singular-value decomposition of operator re-
solvents or by extending the classical perturbation series to PDE families that involve an additional
length-scale parameter. However, a common strand in all of them is the idea that homogenisation
corresponds is a “long-wave” asymptotic regime [11, Chapter 4], governed by the behaviour of the
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related differential operators near the bottom of its spectrum. It seems natural to enquire whether
this rationale can be extended to arbitrary periodic (Borel) measures, providing useful order-sharp
approximations for periodic “structures”.

In our earlier work [24] we addressed the above question for the case of a scalar elliptic problem

−∇ · A(·/ε)∇u + u = f, f ∈ L2(Rd, dµε), ε > 0, (1.1)

where the ε-periodic measure µε is obtained by ε-scaling from a fixed periodic measure in R
d,

and the matrix-function A is uniformly positive definite. As a starting point of our approach, we
considered the PDE family obtained from (1.1) by the Floquet transform (see [23], [71]), in some
sense replacing the macroscopic variable by an additional parameter θ (“quasimomentum”), akin
to the Fourier dual variable for PDE with constant coefficients. The strategy for the analysis of
the family thus obtained was to use an asymptotic approximation for the solution in powers of ε,
carefully analyse the homogenisation corrector as a function of ε and θ, and obtain an estimate for
the remainder that is uniform with respect to θ. The key technical tool for the proof of remainder
estimates was a Poincaré-type inequality in an appropriate Sobolev space of quasiperiodic functions,
conditioned by the fact that we deal with an arbitrary measure. Equipped with this new machinery,
in the present paper we set out to tackle a vector problem, in particular the system of Maxwell
equations, which is of interest in applications to electromagnetism. In the case when µε is the
Lebesgue measure, operator-norm estimates for the Maxwell system have been obtained, using the
spectral approach, in [13] (for the “non-magnetic” case with no currents, as an application of the
spectral germ technique introduced in the paper), [56] (for magnetic field and induction in the
presence of currents), [15] (for the full system in the non-magnetic case), and [57] (for the general
Lebesgue measure case).

A research programme similar to the above, although outside the context of thin structures
and using a different analytical approach, has been pursued by Birman, Suslina, and subsequently
by Suslina and her students, starting with [13, 14]. At the heart of their technique is the notion
of a spectral germ for a class of operator pencils, which quantifies the leading order of frequency
dispersion of waves in a heterogeneous medium near the bottom of the spectrum of the associated
differential operator with periodic coefficients. Complemented with the study of a Cauchy integral
for a suitable operator-valued function of the spectral parameter, the analysis of the spectral germ
allows one to obtain sharp operator-norm estimates for the resolvents in the direct integral repre-
senting the original operator via the standard Floquet-Bloch-Gelfand decomposition (parametrised
by the quasimomentum χ, as we mention above), see e.g. [45] for the background on Floquet
theory.

Before proceeding to an extended summary of our results, we give an overview of existing
literature on homogenisation methods that uses a version of the Floquet transform as a starting
point. We should emphasise that this is the only crossover point of the approach of the present
paper with this existing work: we do not use the spectral method, and the centrepieces of our
analysis are a Helmholtz-type decomposition for vector fields, see Section 4 and a related Poincaré-
type inequality (Assumption 4.2 below), which we postulate and show to hold for some specific
classes of singular measures, see Appendix B. Of course, the Poincaré inequality by itself provides
information on the spectra of the operators involved, however we do not pursue this link and do not
require it for the proof of the operator-norm convergence estimates. Instead, we develop a new tool
for proving the estimates, namely asymptotic expansions that are uniform in the quasimomentum,
see Section 6. These are particularly effective in addressing the currently open problem of obtaining
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operator-norm estimates for the full system of Maxwell equations, the subject of our forthcoming
paper [25].

The existing works based on the applying the Floquet transform (equivalently, Bloch transform,
Gelfand transform) to the original PDE are focussed around two cognate approaches to homogeni-
sation, namely the so-called Bloch-wave homogenisation method and the operator germ technique
mentioned above. Both stem from the idea that the macroscopic behaviour of PDE with periodic
rapidly oscillating coefficients is related to the behaviour of the associated operator near the bottom
of its spectrum — an idea that goes back to [11] in the mathematical literature and some 30 years
earlier [21] in physics — complemented with an appropriate perturbation analysis aimed at obtain-
ing convergence estimates. The Bloch wave method has been more popular in the applied analysis
community, aiming at the derivation of asymptotic models for heterogeneous media, however yield-
ing weaker convergence statements than the analysis of the spectral projections of the operators
entering the direct fibre decomposition and the study of an associated “spectral germ” at the left
edge of the spectrum. It can be argued, however, that from the point of view of quantitative error
control in applications, the operator-norm analysis is preferable. This is especially important for
the development of new tools for tackling problems in the currently intensive area of metamateri-
als, where resonant behaviour on the microscale necessitates operator-norm analysis, while formal
approaches yield results for which only strong (and in some cases only weak) convergence can be
established rigorously, see e.g. [64, 65, 55].

Among papers on Bloch-wave homogenisation, we should mention several works that have set a
foundation for the method and established strong resolvent convergence in the classical setting of a
scalar elliptic second-order PDE [2, 1, 5, 31, 32, 34, 38], leading to the analysis of the high-frequency
spectrum, still in the framework of strong convergence [9]. Subsequently, the approach was applied
to address the Stokes equation [3, 6], the heat equation [20, 52] and the above-cited earlier work
[66], the system of equations of elasticity [39], and fluid-solid interactions [30, 8, 4]. In the context
of hyperbolic problems, the Bloch wave method naturally leads to dispersive effective equations
[53, 36, 46, 7], by picking up higher-order terms in the Bloch wave expansion. On the analytic side,
the Bloch wave approach has been developed in the direction of the treatment of bounded domains
[33], the analysis of a class formulations in terms of arbitrary Borel measures [18, 19], and bounds
on effective properties [17].

Simultaneously, the spectral germ method, initiated by [13], has proved fruitful in obtaining
operator-norm and energy estimates for a number of related problems: boundary-value operators
[60, 62], parabolic semigroups [58, 59, 50], hyperbolic groups [16, 49, 16, 48, 49], perforated domains
[63]. Two further technical milestones for the progress along this avenue are boundary-layer analysis
for bounded domains (as in [60, 62]) and two-parametric operator-norm estimates [61]. It seems
natural to conjecture that similar developments could be pursued in the context of arbitrary Borel
measures, using the technique of the present paper, which we postpone to future publications.

An overview of the existing approaches to obtaining operator-norm estimates would not be
complete without mentioning also the works [41, 42, 44] that use, respectively, the method of
periodic unfolding and the analysis of boundary integral representations, as well as the paper [70]
cited above, based on the analysis of the homogenisation corrector via “Steklov smoothing”, and the
recent papers [26, 27], which employ an analysis of appropriate Dirichlet-to-Neumann (or Poincaré-
Steklov) operators. The methods of these works could also be considered in the context of thin and
singular structures, however we refrain from pursuing the related discussion here.

We now turn to the description of our approach and its application to the system of Maxwell

3



equations. Before proceeding to a more detailed description of the problem setup, we note that
some ideas of the present paper (uniform Poincaré inequality and uniform asymptotic expansions
for the fibre operators) have been implemented for norm-resolvent analysis of the behaviour of thin
plates in the context of three-dimensional linearised elasticity [29], and that the benefit of operator-
norm estimates for quantitative analysis of the full time-dependent system of Maxwell equations
has been recently demonstrated in [37] (albeit under the assumption of constant permeability of
the medium).

Consider a Q-periodic Borel measure µ on R
3, where Q = [0, 1)3, such that µ(Q) = 1. For each

ε > 0 we define the “ε-scaling” of µ, i.e. the ε-periodic measure µε given by µε(B) = ε3µ(ε−1B)
for all Borel sets B ⊂ R

3, so that µ1 ≡ µ. Henceforth, we denote by C∞
0 (R3) the space of infinitely

smooth functions with compact support on R
3 and by L2(R3, dµε) the space of functions with values

in C
3 that are square integrable over R

3 with respect to the measure µε. Throughout the paper,
for vectors a, b ∈ C

3 we denote by a · b their standard (sesquilinear) Euclidean inner product, and
define all function spaces over the field C.

We aim at analysing the long-scale properties of periodic structures described by the measures
µε, in the context of the Maxwell system of equations of electromagnetism, see e.g. [43], [22]. More
precisely, in what follows we study the asymptotic behaviour, as ε → 0, of the solutions uε to the
vector problems

curl
(
A(·/ε) curl uε

)
+ uε = f ε, f ε ∈ L2(R3, dµε), (1.2)

where A is a real-valued µ-measurable matrix function, assumed to be Q-periodic, symmetric,
bounded and uniformly positive definite. The right-hand sides f ε are assumed to be divergence-
free, in the sense that

∫

R3

f ε · ∇φdµε = 0 ∀φ ∈ C∞
0 (R3), ∀ε > 0. (1.3)

For example, the case when f ε = f for all ε > 0, where f is a continuous function with compact
support, is included in the above setup.

Equation (1.2) is the resolvent form of the Maxwell system in the absence of external currents,
see Appendix of the present paper in addition to the above-cited monographs by Jackson and
Cessenat. In the equation (1.3), the unknown function uε represents the divergence-free magnetic
field Hε, the matrix A stands the inverse of the relative dielectric permittivity of the medium,
and the relative magnetic permeability is set to unity (so the medium is “non-magnetic”), see
Appendix for details. The right-hand sides f ε in (1.2) play an auxiliary rôle in relation to the actual
electromagnetic setup: they do not appear in the original Maxwell system but are introduced in this
article for purposes of the resolvent analysis of the “reduced” Maxwell operator on the left-hand
side of (1.2).

Our goal is to prove order O(ε) operator-norm estimates for the difference between uε and the
solution uεhom of an appropriate “homogenised equation”, which is derived as part of the proof and
has the form

curl
(
Ahom curluεhom

)
+Mhom

ε uεhom = f ε. (1.4)

Here, Ahom is a constant matrix representing the effective (“homogenised”) properties of the
medium, for each ε the vector-function f ε is the same as in (1.2) andMhom

ε is the pseudo-differential
operator with symbol Mhom

εθ , which is defined in our main statement (see Theorem 5.2 below), i.e.,

(Mhom
ε u)(x) =

1

(2π)d

∫

R3

∫

R3

exp(θ · (x− y))Mhom
εθ u(y)dµε(y)dθ, x ∈ R

3, u ∈ L2(R3, dµε).
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In other words, we aim at finding a matrix Ahom for which there exists C > 0, independent of ε
and f ε, such that1

∥∥uε − uεhom
∥∥
L2(R3,dµε)

≤ Cε‖f ε‖L2(R3,dµε) ∀ε ∈ (0, 1]. (1.5)

Clearly, a matrix Ahom with this property is unique. A similar result is obtained in [13, Chapter
7.3] for the case when µ is the Lebesgue measure, using perturbation analysis of the operators in
(1.2) near the bottom of the spectrum of the operator associated with (1.2). Our approach here
is based on asymptotic expansions for solutions to weak formulations, rather than the analysis of
spectral properties.

Solutions of (1.2) are understood as pairs (uε, curluε) in the space H1
curl(R

3, dµε) defined as the
closure of the set {

(φ, curlφ), φ ∈
[
C∞
0 (R3)

]3}

in the direct sum L2(R3, dµε)⊕ L2(R3, dµε). We say that (uε, curluε) is a solution to (1.2) if

∫

R3

A(·/ε) curl uε · curlϕdµε +
∫

R3

uε · ϕdµε =
∫

R3

f ε · ϕdµε ∀ϕ ∈
[
C∞
0 (R3)

]3
. (1.6)

Clearly, the set of test functions in the identity (1.6) can be equivalently replaced by the space
H1

curl(R
3, dµε). Then that for each ε > 0 the left-hand side of (1.6) defines an equivalent inner

product on H1
curl(R

3, dµε), while its right-hand side can be treated as a linear bounded functional
on the same. The existence and uniqueness of uε satisfying the integral identity (1.6) is then a
consequence of the classical Riesz representation theorem for linear functionals in a Hilbert space.

In what follows we study the resolvent of the operator Aε with domain

dom(Aε) =

{
u ∈ L2(R3, dµε) : ∃ curlu ∈ L2(R3, dµε) such that

∫

R3

A(·/ε) curl u · curlϕdµε +
∫

R3

u · ϕdµε =
∫

R3

f · ϕdµε ∀ϕ ∈
[
C∞
0 (R3)

]3

for some f ∈ L2(R3, dµε), divf = 0

}
,

(1.7)

defined by the formula Aεu = f − u, where f ∈ L2(R3, dµε), divf = 0, and u ∈ dom(Aε) are
linked2 as in (1.7). Notice that, in general, for a given u ∈ L2(R3, dµε) there may be more than one
element (u, curlu) ∈ H1

curl(R
3, dµε). However, for each u ∈ dom(Aε) there exists exactly one curlu

such that (1.7) holds, which is a consequence of the uniqueness of solution to the integral identity
(1.6).

Clearly, the operator Aε is symmetric. Furthermore, similarly to [24] we infer that dom(Aε) is
dense in {

u ∈ L2(R3, dµε) : div u = 0
}
.

1Note that the ε-dependence of the homogenised solution uε
hom is due to the ε-dependence of the right-hand side

fε and the operator Mhom
ε . In the case when µ is the Lebesgue measure, Mhom

ε is the identity operator, and the
ε-dependence of uε

hom is entirely due to the ε-dependence of the right-hand side fε.
2It is not difficult to show that for each u ∈ dom(Aε) there exists only one f with the property described in (1.7).
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Indeed, by the definition of dom(Aε), see (1.7), if f ∈ L2(R3, dµε), divf = 0 and u, v ∈ dom(Aε)
are such that Aεu+ u = f and Aεv + v = u, one has

∫

R3

|u|2dµε =
∫

R3

f · v dµε.

This identity entails that if f is orthogonal to dom(Aε), then u = 0 and so f = 0. It follows
from the definition of Aε that its defect numbers are zero, hence it is self-adjoint. Analogously,
we define the operator Ahom associated with the problem (1.4), so that (1.4) holds if and only if
uεhom = (Ahom + I)−1f ε.

All integrals and differential operators below, unless indicated otherwise, are understood ap-
propriately with respect to the measure µ. Throughout the paper we use the notation eκ for the
exponent exp(iκ · y), y ∈ Q, κ ∈ [−π, π)3, and a similar notation eθ for the exponent exp(iθ · x),
x ∈ R

3, θ ∈ ε−1[−π, π)3. We denote by C∞
# the set of Q-periodic functions in C∞(R3), and curlφ,

curl(eκφ) curl(eεθφ) are the classical curls of smooth vector functions φ, eκφ, eεθφ. Finally, we de-
note by L2(Q, dµ) the space of C3-valued functions that are square integrable over Q with respect
to the measure µ.

The structure of the paper is as follows. In order to formulate the system of Maxwell equations
in the setting of singular periodic structures, we introduce the notion of weak differentiability for
functions that are square integrable with respect to a general Borel measure. In our approach to
this task we follow the works [67], [68] and [69]. In Section 2 we define the Sobolev spaces with
respect to an arbitrary Borel measure and highlight some of their properties. In Section 3 we intro-
duce a suitable version of the classical Floquet transform and write a direct integral representation
for the resolvents of the operators Aε in terms of the resolvents of operators in L2(Q, dµ), which
are equivalently represented by the problems (3.2) depending on the fibre parameter θ (“quasimo-
mentum”). In Section 4 we extend the classical Helmholtz decomposition to the case of functions
in L2(Q, dµ) and introduce an appropriate generalisation of the Poincaré inequality, which we sub-
sequently demonstrate to be sufficient for the norm-resolvent asymptotic analysis of the problems
(3.2). Section 5 and Section 6 cover the proof of our main results, Theorem 5.2 and Theorem 5.4.
This involves the analysis of a suitable asymptotic representation for the (parameter-dependent)
solution to (3.2) and a proof, based on our new quantitative tools, of remainder estimates for the
difference between the solution and the leading-order term of the asymptotics. As in terms of the
original “physical” Maxwell system our main result is formulated for the magnetic component of
the electromagnetic field, in Section 7 we discuss how this translates to similar statements for the
electric field and displacement. Finally, in Appendix we discuss in more detail how the equation
(1.2) emerges from the dimensional analysis of the equations of electromagnetism. A reader wishing
to get a better idea of the physical underpinnings of our analysis, may wish to inspect this appendix
first.

2 Sobolev spaces of quasiperiodic functions

The aim of this section is to describe the functional analytic framework for our study of the
problem (1.2). As a particular case of the notion of “weak differentiability” of square-integrable
vector functions with respect an arbitrary Borel measure, we introduce a suitable generalisation of
the classical curl operator. In what follows, µ is an arbitrary Q-periodic Borel measure.
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Definition 2.1. The space H1
curl is defined as the closure of the set

{
(φ, curlφ), φ ∈ [C∞

# ]3
}

(2.1)

in the product L2(Q, dµ;C3)× L2(Q, dµ;C3).

Elements of the closure (2.1) are pairs (u, v), where u, v ∈ L2(Q, dµ), such that

∃ {φn} ⊂
[
C∞
#

]3
:

∫

Q
|φn − u|2dµ n→∞−→ 0

∫

Q
| curlφn − v|2dµ n→∞−→ 0 (2.2)

The element3 v in (2.2) is referred to as a curl of u with respect to µ.We will often use the notation
curlu without indicating the measure µ explicitly, assuming that it is clear from the context what
the measure is.

We now extend to the vector setting (see e.g. [24] for the scalar case) the definition of the
Sobolev space of quasiperiodic functions with respect to the measure µ.

Definition 2.2. For each κ ∈ [−π, π)3 =: Q′, the space H1
curl,κ is defined as the closure of the set

(cf. (2.1)) {(
eκφ, curl(eκφ)

)
: φ ∈ [C∞

# ]3
}

(2.3)

with respect the standard norm in L2(Q, dµ)⊕L2(Q, dµ). For (u, v) ∈ H1
curl,κ, we denote by curl(eκu)

the second element v in the pair, which we sometimes refer to as a “κ-curl of u.” We will continue
using the notation H1

curl (see Definition 2.1) for the space H1
curl,κ with κ = 0.

Note that there may be different elements in H1
curl,κ with the same first component. Indeed, for

any pair (u, v) ∈ H1
curl,κ and a vector function w obtained as the limit in L2(Q, dµ) of curl(eκφn) for

a sequence {φn} ⊂ [C∞
# ]3 converging to zero in L2(Q, dµ), the element (u, v +w) is also in H1

curl,κ.

In addition, H1
curl,κ and H1

curl,0 are related by a one-to-one map. Indeed, for any (u, v) ∈ H1
curl,κ,

the pair (eκu, eκ(v − iκ× u)) is an element of H1
curl, which follows from

curlφn = curl(eκeκφn) = eκ curl(eκφn)− iκ× φn,

for all sequences {φn} ⊂ [C∞
# ]3 such that eκφn → 0, curl(eκφn) → 0 in L2(Q, dµ) as n → ∞.

Conversely, for all (ũ, ṽ) ∈ H1
curl one has ṽ = eκ(v − iκ× u) for some (u, v) ∈ H1

curl,κ.

We say that F ∈ L2(Q, dµ) is divergence-free (more precisely, divκ-free), or solenoidal, and
write eκdiv(eκF ) = 0, if ∫

Q
eκF · ∇(eκφ) dµ = 0 ∀φ ∈ C∞

# . (2.4)

Now suppose that A is a µ-measurable, µ-essentially bounded, symmetric, pointwise positive real-
valued matrix function such that A−1 is µ-essentially bounded. For each κ ∈ Q′ we analyse the

3For a general measure µ, a vector u ∈ L2(Q, dµ) has multiple curls with respect to µ. In particular, any vector
g ∈ L2(Q, dµ) with the property

∃ {φn} ⊂ [C∞

# (Q)]3 :

∫
Q

|φn|
2
dµ

n→∞

−→ 0,

∫
Q

|g − curlφn|
2
dµ

n→∞

−→ 0

is a curl with respect to µ of the zero vector, i.e. a “curl of zero”.
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operator Aκ with domain (cf. (1.7))

dom(Aκ) =

{
u ∈ L2(Q, dµ) : ∃ curl(eκu) ∈ L2(Q, dµ) such that

∫

Q
A curl(eκu) · curl(eκϕ) dµ+

∫

Q
u · ϕdµ =

∫

Q
F · ϕdµ ∀ϕ ∈

[
C∞
#

]3

for some F ∈ L2(Q, dµ), eκdiv(eκF ) = 0

}
,

(2.5)

defined by the formula Aκu = F −u, where F ∈ L2(Q, dµ) and u ∈ dom(Aκ) are linked as in (2.5).
By an argument similar to the case of Aε, the domain dom(Aκ) is dense in

{
u ∈ L2(Q, dµ) : eκ div(eκu) = 0

}
,

and Aκ is self-adjoint.

3 Floquet transform

In this section we define, similarly to the scalar case discussed in [24], a representation for functions
in L2(R3, dµε) that is unitarily equivalent to Gelfand transform [40]. In the paper [71], properties
of the Gelfand transform with respect to the arbitrary periodic Borel measure µ have been studied
and their applications to spectral analysis of elliptic PDE have been discussed. Here we describe
its “Floquet version”, which is unitary equivalent via a multiplication by the function eκ (whose
L2 norm is clearly unity).

Definition 3.1. For ε > 0 and u ∈ [C∞
0 (R3)]3, the ε-Floquet transform Fεu is the function

(Fεu)(y, θ) =

(
ε2

2π

)3/2 ∑

n∈Z3

u(εy + εn) exp(−iεn · θ), y ∈ Q, θ ∈ ε−1Q′ = ε−1[−π, π)3.

Note for a given u ∈ [C∞
0 (R3)]3, the function Fεu = Fεu(y, θ) is εθ-quasiperiodic on Q as a

function of y and ε−1Q′-periodic as a function of θ. The mapping Fε preserves the norm and can
be extended to an isometry

L2(R3, dµε) −→ L2(Q× ε−1Q′, dµ × dθ),

for which we keep the same notation Fε and the term “ε-Floquet transform”. By an argument
similar to that given in [24, Section 3], the mapping Fε is shown to be unitary4 for all ε > 0, and
its inverse is given by the formula

(F−1
ε g)(x) = (2π)−3/2

∫

ε−1Q′

g

(
x

ε
, θ

)
dθ, x ∈ R

3 ∀g ∈ L2(Q× ε−1Q′, dµ × dθ),

where for each θ ∈ ε−1Q′ the function g ∈ L2(Q× ε−1Q′, dµ× dθ) is extended as a θ-quasiperiodic
function to the whole of R3 so that

g(z, θ) = g̃(z, θ) exp(iz · θ), z ∈ R
3, g̃(·, θ) Q-periodic.

4Note that in [24, Section 3], the scalar version of the transform we denote here by Fε was introduced as a product
of two unitary transforms, one of which was labelled by Fε while the other was a unitary rescaling.
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As a result of applying the transform Fε to the operator Aε of the problem (1.2), we obtain the
following representation for the resolvent of Aε.

Proposition 3.2. For each ε > 0, the following unitary equivalence between the resolvent of the
operator Aε and the direct integral of the family of resolvents for Aεθ, θ ∈ ε−1Q′, holds:

(Aε + I)−1 = F−1
ε

(∫ ⊕

ε−1Q′

eεθ(ε
−2Aεθ + I)−1eεθ dθ

)
Fε,

where eεθ, eεθ represent the operators of multiplication by eεθ, eεθ, respectively.

Sketch of the proof. The argument is similar to that given in [23], [24] for the scalar case. We
consider the solution (uε, curluε) ∈ H1

curl of the problem (1.2) with f ε ∈ [C∞
0 (R3)]3. We then

introduce the “periodic amplitude” of its ε-Floquet transform

uεθ(y) := eεθFεu
ε(y) =

(
ε2

2π

)3/2 ∑

n∈Z3

uε(εy + εn) exp
(
−i(εy + εn) · θ

)
, y ∈ Q. (3.1)

By approximating uεθ with smooth functions, it is straightforward to see that if, for each choice of
curluε, we write

curl(eεθu
ε
θ)(y) = ε

(
ε2

2π

)3/2 ∑

n∈Z3

curluε(εy + εn) exp
(
−iεn · θ

)
, y ∈ Q,

then (eκu
ε
θ, curl(eκu

ε
θ)) ∈ H1

curl,κ(Q, dµ). Furthermore,

ε−2

∫

Q
A curl(eεθu

ε
θ) · curl(eεθϕ) dµ+

∫

Q
eεθu

ε
θ · eεθϕdµ

=

∫

Q
eεθF · eεθϕdµ ∀ϕ ∈

[
C∞
#

]3
,

(3.2)

where F := eεθFεf . It is verified directly that F is solenoidal, cf. (2.4). By the density of
f ∈ [C∞

0 (R3)]3 in L2(R3, dµε) (see e.g. [47, Chapter 9]), we obtain the claim.

In what follows, we study the asymptotic behaviour, as ε → 0, of the solutions uεθ to the
problems

ε−2eεθ curl
(
A curl(eεθu

ε
θ)
)
+ uεθ = F ε > 0, θ ∈ ε−1Q′, (3.3)

for all solenoidal F ∈ L2(Q, dµ). For each right-hand side F, problem (3.3) is understood in the
sense of the identity (3.2). We will show that uεθ is ε-close with respect to the norm of L2(Q, dµ),
uniformly in θ ∈ ε−1Q′ to the constant vector cεθ solving the “homogenised” equation associated
with (3.3):

θ ×Ahom(θ × cεθ) +Mhom
εθ cεθ =

∫

Q
Fdµ, θ ∈ ε−1Q′, (3.4)

where the matrices Ahom, Mhom
κ , κ ∈ [−π, π)3, will be defined in Section 5 (see, in particular, the

formula (5.6).) Note that by setting φ = 1 in (2.4) one infers that

θ ·
∫

Q
F dµ = 0.

We will use this observation in the proof (Section 6) of the estimate stated in the main result,
Theorem 5.4.
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4 Quasiperiodic Helmholtz decomposition

In the asymptotic analysis of systems of Maxwell equations, the Helmholtz (or Weyl, or Hodge)
decomposition [22, Chapter 2], [35, Chapter 9], [51, Section 3.7] for square-integrable functions
proves useful. It provides a convenient geometric interpretation of the degeneracy in the problem,
namely the fact that the differential expression vanishes on the infinite-dimensional space of gra-
dients of H2 functions, which suggests representing the relevant L2 space as an orthogonal sum
of curl-free functions with zero mean, divergence-free functions with zero mean and constants. In
the present work we require a special version of the decomposition, which takes into account the
quasiperiodicity of the functions involved and also incorporates a class of periodic Borel measures
for the underlying L2 space.

Before formulating the next proposition, we recall that, similarly to the construction of Section
2, the notions of a gradient of a quasiperiodic L2 function with respect to the measure µ and the
associated Sobolev spaces H1

κ of κ-quasiperiodic functions, κ ∈ Q′, as well as the Sobolev space
of periodic functions H1

#, with respect to the measure µ can be defined. In particular, for each

κ ∈ [−π, π)3 =: Q′, the space H1
κ is defined as the closure of the set (cf. (2.3))

{(
eκφ,∇(eκφ)

)
: φ ∈ C∞

#

}

with respect the standard norm in L2
s (Q, dµ)⊕L2(Q, dµ), where L2

s (Q, dµ) is the space of C-valued
functions on Q that are square integrable with respect to the measure µ (so that L2(Q, dµ) =
[L2

s (Q, dµ)]
3.) For (u, v) ∈ H1

κ, we denote by ∇(eκu) the second element v in the pair and use the
notation H1

# for the space H1
κ with κ = 0. We do not dwell on these definitions further and instead

refer the reader to [24].
Denote by C∞

#,0 the set of infinitely smooth Q-periodic functions with zero mean over Q, and

by H1
#,0 the subspace of H1

# consisting of functions with zero mean over Q. A key ingredient of
our generalisation of the Helmholtz decomposition is the following construction.

Proposition 4.1. Suppose that u ∈ L2(Q, dµ). The problem

eκ△(eκΦu) = eκ div(eκu), (4.1)

understood in the sense that
∫

Q
∇(eκΦu) · ∇(eκϕ) dµ =

∫

Q
eκu · ∇(eκϕ) dµ ∀ϕ ∈ C∞

#,0, (4.2)

has a unique solution Φu ∈ H1
#,0.

Proof. Considering the sesquilinear form on the left-hand side of (4.2), the existence and uniqueness
of solution Φu follows from the Lax-Millgram theorem, see e.g. [11]. Indeed, the continuity of the
form is obtained by setting ∇(eκu) = eκ(iκu+∇u) for all scalar functions u ∈ H1

#. The coercivity
is a consequence of the κ-uniform Poincaré inequality proved in [24] in the scalar setting.

Using the above statement, for each u ∈ L2(Q, dµ) we write

u = ũ+

∫

Q
u+ eκ∇(eκΦu), (4.3)

10



where the function ũ satisfies the following conditions on its divergence and mean:

eκ div

(
eκ

(
ũ+

∫

Q
u

))
= 0, (4.4)

∫

Q

(
ũ+ eκ∇(eκΦu)

)
= 0. (4.5)

The uniqueness part of Proposition 4.1 implies that there is a unique function Φu with zero mean
such that (4.3) holds, and hence ũ is also defined uniquely.

In what follows we make the following assumption about the measure µ.

Assumption 4.2. There exists CP > 0 such that for all κ ∈ Q′ and (eκu, curl(eκu)) ∈ H1
curl,κ the

following Poincaré-type inequality holds:
∥∥∥∥u−

∫

Q
u− eκ∇(eκΦu) +

∫

Q
eκ∇(eκΦu)

∥∥∥∥
L2(Q,dµ)

≤ CP

∥∥curl(eκu)
∥∥
L2(Q,dµ)

. (4.6)

Remark 4.3. For each fixed (eκu, curl(eκu)) ∈ H1
curl,κ, denote

u := u− eκ∇(eκΦu),

and notice that curl(eκu) is one of the κ-curls of the function u thus defined, since zero is one of
the κ-curls of eκ∇(eκΦu). Then one has eκdiv (eκu) = 0, and (4.6) takes the form

∥∥∥∥u−
∫

Q
u

∥∥∥∥
L2(Q,dµ)

≤ CP

∥∥curl(eκu)
∥∥
L2(Q,dµ)

(4.7)

It can be shown that the following periodic measures satisfy Assumption 4.2 (and, equivalently,
the Poincaré inequality (4.7)):

(a) Consider a finite set {Pj}Nj=1 of planes each of which is orthogonal to one of the coordinate

axes and such that (∪N
j=1Pj) ∩Q is non-empty and connected. Define the measure µ on Q by the

formula
µ(B) = N−1

∑

j

|Pj ∩B|2 for all Borel B ⊂ Q,

where | · |2 represents the 2-dimensional Lebesgue measure, i.e. |Pj ∩ B|2 is the area of Pj ∩ B.
In other words, µ is the two-dimensional Hausdorff measure on (∪N

j=1Pj) ∩Q, normalised by N =∑
j |Pj ∩Q|2.
(b) The suitably normalised two-dimensional Hausdorff measure on the intersection with Q of

a rigid rotation in R
3 of the union ∪N

j=1Pj described in a.
(c) The suitably normalised two-dimensional Hausdorff measure on a finite union of sets from

the class described in b, under the condition that the union is connected.
(d) The (three-dimensional) Lebesgue measure on Q.
(e) Consider a finite set {µj}Mj=1 of measures satisfying any of the conditions a, b, d, such that

the union of the supports Sj := supp(µj), j = 1, . . . ,M, is connected. Define the measure µ by the
formula

µ(B) =

∑M
j=1 µj(Sj ∩B)
∑M

j=1 µj(Sj)
for all Borel B ⊂ Q.

(Note that c is a particular case of e.)
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5 Asymptotic approximation for uεθ

In what follows, we often drop the second component vectors in H1
curl or H

1
curl,κ and write u ∈ H1

curl,

and u ∈ H1
curl,κ meaning “the first component u of an element of H1

curl” and “the first component

u of an element of H1
curl,κ”, respectively.

In order to write an asymptotic expansion for the solution uεθ of (3.3), we consider the following

“cell problem” (cf. [28]) for a matrix-valued function N̂ :

curl(A curl N̂) = − curlA, div N̂ = 0,

∫

Q
N̂ = 0, (5.1)

where (curlA)ij = ǫilkAkj,l (and similarly (curl N̂)ij = ǫilkN̂kj,l) and (div N̂)i = N̂si,s, i, j = 1, 2, 3,
where (ǫijk)

3
i,j,k=1 is the Levi-Civita tensor.

The first equation in (5.1) is understood in the sense of the integral identity
∫

Q
A curl N̂ curlϕ = −

∫

Q
A curlϕ ∀ϕ ∈

[
C∞
#

]3
. (5.2)

Proposition 5.1. There exists a unique matrix-valued function N̂ with columns in H1
curl that solves

(5.1).

Proof. It follows from Assumption 4.2 with κ = 0 that the skew-symmetric sesquilinear form
∫

Q
A curl u · curl v, u, v ∈ H1

curl ∩
{
u : div u = 0,

∫

Q
u = 0

}
,

is coercive. Noting also that it is also clearly continuous, the claim follows by the Riesz represen-
tation theorem.

In terms of the family of θ-parametrised problems (3.3) out main result is stated as follows.

Theorem 5.2. For each κ ∈ Q′, denote by Ψκ the vector with components in H1
#,0 that solves

eκdiv
(
∇(eκΨκ) + eκI

)
= 0. (5.3)

The following estimate holds for the solutions to (3.3) with a constant C > 0 independent of ε, θ, F :
∥∥∥uεθ −

(
eεθ∇(eεθΨεθ) + I

)
cεθ

∥∥∥
L2(Q,dµ)

≤ Cε‖F‖L2(Q,dµ), (5.4)

where cεθ is the vector solution of the homogenised problem (3.4), that is

cεθ = cεθ(F ) =
(
A
hom
θ +Mhom

εθ

)−1
∫

Q
F. (5.5)

Here Ahom
θ is the matrix-valued quadratic form given by the first term on the left-hand side of

equation (3.4), where

Ahom :=

∫

Q
A(curl N̂ + I), (5.6)

and for each κ ∈ [−π, π)3, the matrix Mhom
κ is given by

Mhom
κ :=

∫

Q

(
eκ∇(eκΨκ) + I

)
dµ.
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Remark 5.3. For each θ ∈ R
3 the matrix Ahom

θ can be written as

(Ahom
θ )ij = Ahom

kl ǫkitǫlsjθtθs, i, j = 1, 2, 3,

where, as above, (ǫijk)
3
i,j,k=1 is the Levi-Civita tensor.

Combined with Proposition 3.2, the uniform estimate (5.4) yields the following result, an-
nounced in Introduction, cf. (1.5).

Theorem 5.4. There exists C > 0, independent of ε and the choice of f ε ∈ L2(R3, dµε), such that

‖uε − uεhom‖L2(R3,dµε) ≤ Cε‖f ε‖L2(R3,dµε), (5.7)

where uε are the solutions of the original problem (1.2), and uεhom is the solution of the homogenised
equation (1.4).

Proof. Throughout the proof we shall drop the superscript ε in f ε for brevity. For each element
of the sequence f = f ε ∈ L2(R3, dµε), consider the Q-periodic function f εθ := eεθFεf, cf. (3.1), so
that

∫

Q
f εθdµ = f̂(θ, ε), θ ∈ ε−1Q′, where f̂(θ, ε) := (2π)−3/2

∫

R3

eθfdµ
ε, θ ∈ R

3.

For each θ ∈ ε−1Q′, consider the solution uεθ to the problem (3.3) with F = f εθ . Using Proposition
3.2, we can write the difference between the solutions uε and uεhom to (1.2) and (1.4), respectively,
as

uε − uεhom = (Aε + I)−1f − (Ahom + I)−1f

= F−1
ε eεθ(ε

−2Aεθ + I)−1f εθ − (Ahom + I)−1f = F−1
ε eεθu

ε
θ − (Ahom + I)−1f

=
(
F−1
ε eεθu

ε
θ −F−1

ε eεθc
ε
θ

)
+
(
F−1
ε eεθc

ε
θ − (Ahom + I)−1f

)
. (5.8)

For the first term F−1
ε eεθu

ε
θ−F−1

ε eεθc
ε
θ, we can use the Theorem 5.2, since Fε and the multiplication

by eεθ are unitary operators. The second term in (5.8) can be written as

F−1
ε eεθ(A

hom
θ + I)−1f̂(θ, ε)− (2π)−3/2

∫

R3

eθ(A
hom
θ + I)−1f̂(θ, ε)dθ

= (2π)−3/2

(∫

ε−1Q′

eθ(A
hom
θ + I)−1f̂(θ, ε)dθ −

∫

R3

eθ(A
hom
θ + I)−1f̂(θ, ε)dθ

)

= −(2π)−3/2

∫

R3\ε−1Q′

eθ(A
hom
θ + I)−1f̂(θ, ε)dθ.

It follows that there exists C > 0 such that

∥∥uε − uεhom
∥∥
L2(R3,dµε)

≤ Cε‖f‖L2(R3,dµε) +
ε2

‖(Ahom)−1‖−1π2 + ε2

∥∥f̂(·, ε)
∥∥
L2(R3)

=

(
Cε+

ε2

‖(Ahom)−1‖−1π2 + ε2

)
‖f‖L2(R3,dµε),

which implies the claim.
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For each θ ∈ ε−1Q′, we define

Nθ := N̂ + aθ, aθ ∈ C
3×3, curlNθ := curl N̂ , (5.9)

where the matrix-valued function N̂ solves (5.1), and the matrix aθ is chosen so that

∫

Q
θ ×A

(
θ ×Nθ(θ × c)

)
= 0 ∀c ∈ R

3. (5.10)

In what follows we show that such a choice is possible. We first prove an auxiliary proposition.

Proposition 5.5. There exists a unique matrix aθ ∈ R
3×3 such that

aθθ = 0, aθζ · θ = 0 ∀ζ ∈ Θ⊥ := {ζ ∈ R
3 : ζ · θ = 0}, (5.11)

and ∫

Q
θ ×A

(
θ × aθζ

)
= −

∫

Q
θ ×A

(
θ × N̂ζ

)
∀ζ ∈ Θ⊥. (5.12)

Proof. For any orthogonal basis {e⊥1 , e⊥2 } of Θ⊥, the identity (5.12) is equivalent to a linear system
for the representation of the matrix aθ in the basis {θ/|θ|, e⊥1 , e⊥2 } of R3. This system is uniquely
solvable, subject to the conditions (5.11), for any right-hand side if and only if the only solution to
the related homogeneous system is zero. The latter is easily verified, by noticing that if

∫

Q
θ ×A

(
θ × aθζ

)
= 0 ∀ζ ∈ Θ⊥,

then, in particular, (∫

Q
A

)(
θ × aθζ

)
· (θ × aθζ) = 0,

from which we infer, due to the fact that A is positive definite, that θ × aθζ = 0, and therefore
aθζ = 0 by the second condition in (5.11). Taking into account the first condition in (5.11), we
obtain aθ = 0, as required.

Furthermore, we invoke the following simple observation.

Lemma 5.6. The following characterisation for Θ⊥ holds:

Θ⊥ = {θ × c : c ∈ R
3}.

Proof. The inclusion {θ × c : c ∈ R
3} ⊂ Θ⊥ is trivial. The opposite inclusion follows from the

observation that θ × c = 0 if and only if c ∈ R3 is parallel to θ, equivalently orthogonal to Θ⊥.
Therefore, for each ζ ∈ Θ⊥, the problem θ × c = ζ has a unique solution c ∈ R

3, as required.

Using the above lemma, we write the identity (5.12) in an equivalent form:

∫

Q
θ ×A

(
θ × aθ(θ × c)

)
= −

∫

Q
θ ×A

(
θ × N̂(θ × c)

)
∀c ∈ C

3, (5.13)

which is the identity (5.10) we require.
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Notice that that Nθ is bounded in L2(Q, dµ), uniformly in θ. Indeed, from (5.13) we have

∫

Q
A
∣∣θ × aθ(θ × c)

∣∣2 = −
∫

Q
A
(
θ × N̂(θ × c)

)
·
(
θ × aθ(θ × c)

)
.

Using the positive-definiteness of A and the conditions (5.11), it follows that

∥∥aθ(θ × c)
∥∥
L2(Q,dµ)

≤
∥∥N̂(θ × c)

∥∥
L2(Q,dµ)

∀c ∈ C
3,

which, combined with another use of the first equation in (5.11), yields a uniform estimate for aθ.
Together with (5.9) this immediately implies the claimed L2-bound for Nθ.

In order to prove Theorem 5.2, we introduce a decomposition for the vector function uεθ, mo-
tivated by a formal asymptotic expansion in powers of ε. Before proceeding, we note that in the
formulae of this section, for all θ ∈ ε−1Q′ and cεθ defined by (5.5), we also consider eεθc

ε
θ as an

element of H1
curl,εθ, by setting

curl(eεθc
ε
θ) = iεeεθ(θ × cεθ), (5.14)

which is consistent with Definitions 2.1 and 2.2. Now, for each ε > 0, θ ∈ ε−1Q′, we write

uεθ := U ε
θ + zεθ , (5.15)

where
U ε
θ :=

(
eεθ∇(eεθΨεθ) + I

)
cεθ + iεu

(1)
θ + ε2Rε

θ, u
(1)
θ := Nθ(θ × cεθ). (5.16)

The coefficient Rε
θ in front of ε2 in (5.16) is defined to be an element of H1

curl,εθ solving the problem

eεθ curl
(
A curl(eεθR

ε
θ)
)
+ ε2

∫

Q
Rε

θ dµ+ ε2eεθ∇(eεθΦRε
θ
)

= F − ε−2eεθ curl
(
A curl(eεθc

ε
θ)
)
− iε−1eεθ curl

(
A curl

(
eεθu

(1)
θ

))
−
(
eεθ∇(eεθΨεθ) + I

)
cεθ

= F + θ ×A(θ × cεθ) + θ ×A curl
(
Nθ(θ × cεθ)

)

+ curl
(
A
(
θ × u

(1)
θ

))
+ iεθ ×A

(
θ × u

(1)
θ

)
−
(
eεθ∇(eεθΨεθ) + I

)
cεθ =: Hε

θ,
(5.17)

where (eεθΦRε
θ
,∇(eεθΦRε

θ
)) ∈ H1

εθ is defined from Rε
θ by Proposition 4.1, and the expression Hε

θ is

treated as an element of the dual space (H1
curl)

∗. In what follows, the value of the functional Hε
θ

on φ ∈ H1
curl (recalling that we drop the mention of the second component curlφ) is denoted by

〈Hε
θ, φ〉. The problem (5.17) is understood in the sense of the integral identity

∫

Q
A curl(eεθR

ε
θ) · curl(eεθϕ) + ε2

∫

Q
Rε

θ ·
∫

Q
ϕ

+ ε2
∫

Q
eεθ∇

(
eεθΦRε

θ

)
· ϕ = 〈Hε

θ, φ〉 ∀ϕ ∈ [C∞
# ]3,

(5.18)

where, in accordance with the above convention, [C∞
# ]3 is treated as a subset of H1

curl. The second

equality in (5.17) is verified by taking ϕ ∈ [C∞
# ]3 and noticing that

〈
F − ε−2eεθ curl

(
A curl(eεθc

ε
θ)
)
− iε−1eεθ curl

(
A curl

(
eεθu

(1)
θ

))
−
(
eεθ∇(eεθΨεθ) + I

)
cεθ, ϕ

〉
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=

∫

Q
F · ϕ−

∫

Q
A curl

(
Nθ(iθ × cεθ)

)
· (iθ × ϕ)−

∫

Q
A(iθ × cεθ) · (iθ × ϕ)

− i

∫

Q
A
(
iθ × u

(1)
θ

)
· curlϕ− iε

∫

Q
A
(
iθ × u

(1)
θ

)
· (iθ × ϕ)−

∫

Q

(
eεθ∇(eεθΨεθ) + I

)
cεθ · ϕ,

where we use the fact that, due to the second equality in (5.9) and by virtue of N̂ solving (5.1),
the function Nθ satisfies the equation

curl(A curlNθ) = − curlA,

understood in the sense of the integral identity (5.2) with N̂ replaced by Nθ.

Proposition 5.7. For each ε > 0 and θ ∈ ε−1Q′, there exists a unique solution Rε
θ ∈ H1

curl to the
problem (5.17).

Proof. We use the Helmholtz decomposition (4.3) for the test function ϕ in (5.18). As the vectors

eεθ∇
(
eεθΦRε

θ

)
, ϕ̃+

∫

Q
ϕ

are orthogonal in L2(Q, dµ), the third term on the left-hand side of (5.18) can be written as
∫

Q
eεθ∇

(
eεθΦRε

θ

)
· ϕ =

∫

Q
eεθ∇

(
eεθΦRε

θ

)
·
(
ϕ̃+

∫

Q
ϕ+ eεθ∇(eεθΦϕ)

)
=

∫

Q
∇
(
eεθΦRε

θ

)
· ∇(eεθΦϕ).

Hence the claim follows from the Lax-Millgram Theorem applied to the bilinear form

bεθ(u, v) =

∫

Q
A curl(eεθu) · curl(eεθv)+ ε2

∫

Q
u ·
∫

Q
v+ ε2

∫

Q
∇(eεθΦu) · ∇(eεθΦv), u, v ∈ H1

curl,

where Φu, Φv are defined as in (4.1). Indeed the form is bounded and the coercivity is a consequence
of the Poincaré inequality (4.6).

In order to prove the estimates for Rε
θ claimed in Theorem 6.1 below, we will use the Poincaré

inequality (4.6). To this end, we notice that
〈
Hε

θ, R
ε
θ

〉
=
〈
Hε

θ, R̃
ε
θ

〉
, (5.19)

where R̃ε
θ is defined as in the decomposition (4.3). The equation (5.19) follows from the following

two properties of Hε
θ. First, we observe that by the definition of Hε

θ, see the expression in the
middle line of (5.17), one has

〈
Hε

θ, eεθ∇(eεθϕ)
〉
= 0 ∀ϕ ∈ H1

#,

in view of the equation (5.3) for Ψεθ and since eεθ div(eεθF ) = 0. In particular,
〈
Hε

θ, eεθ∇(eεθΦu)
〉
= 0 (5.20)

for all functions Φu that solve (4.1) for some u ∈ H1
#. Furthermore, the functional Hε

θ vanishes on
constant vector functions: 〈

Hε
θ, d
〉
= 0 ∀d ∈ C

3. (5.21)

This is a consequence of the equation (3.4) solved by cεθ, taking into account the condition (5.10).
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6 Proof of Theorem 5.2: asymptotic estimate for Rε
θ as ε → 0

Theorem 6.1. There exists C > 0 such that for all ε > 0, θ ∈ ε−1Q′, the solution Rε
θ to the

problem (5.17) satisfies the estimates

∥∥∥∥R
ε
θ −

∫

Q
Rε

θ − eεθ∇
(
eεθΦRε

θ

)
+

∫

Q
eεθ∇

(
eεθΦRε

θ

)∥∥∥∥
L2(Q,dµ)

≤ C‖F‖L2(Q,dµ), (6.1)

∥∥∥∥
∫

Q
Rε

θ + eεθ∇
(
eεθΦRε

θ

)
−
∫

Q
eεθ∇

(
eεθΦRε

θ

)∥∥∥∥
L2(Q,dµ)

≤ Cε−1‖F‖L2(Q,dµ). (6.2)

Proof. Suppose that φn ∈ [C∞
# ]3 converging to Rε

θ in L2(Q, dµ) are such that

curl(eεθφn)
n→∞−→ curl(eεθR

ε
θ) in L2(Q, dµ)

and use φn as test functions in the integral identity for (5.17):

∫

Q
A curl(eεθR

ε
θ) · curl(eεθφn) + ε2

∫

Q
Rε

θ ·
∫

Q
φn + ε2

∫

Q
eεθ∇

(
eεθΦRε

θ

)
· φn =

〈
Hε

θ, φn
〉
. (6.3)

Invoking the the properties (5.20) and (5.21), we write the right-hand side of (6.3) as follows:

〈
Hε

θ, φn
〉
=

〈
Hε

θ, φn −
∫

Q
Rε

θ − eεθ∇
(
eεθΦRε

θ

)
+

∫

Q
eεθ∇

(
eεθΦRε

θ

)〉
.

Furthermore, using the identity (cf. (5.14))

curl

(
φn −

∫

Q
Rε

θ − eεθ∇(eεθΦRε
θ
) +

∫

Q
eεθ∇

(
eεθΦRε

θ

))

= eεθ

{
curl

(
eεθ

(
φn −

∫

Q
Rε

θ − eεθ∇
(
eεθΦRε

θ

)
+

∫

Q
eεθ∇

(
eεθΦRε

θ

)))

− iεeεθθ ×
(
φn −

∫

Q
Rε

θ − eεθ∇
(
eεθΦRε

θ

)
+

∫

Q
eεθ∇

(
eεθΦRε

θ

))}
,

(6.4)

we rewrite (6.3) as

∫

Q
A curl(eεθR

ε
θ) · curl(eεθφn) + ε2

∫

Q
Rε

θ ·
∫

Q
φn + ε2

∫

Q
eεθ∇

(
eεθΦRε

θ

)
· φn

=

∫

Q

(
F + θ ×A(θ × cεθ) + θ ×A

(
curlNθ(θ × cεθ)

)
−
(
eεθ∇(eεθΨεθ) + I

)
cεθ

)

·
(
φn −

∫

Q
Rε

θ − eεθ∇
(
eεθΦRε

θ

)
+

∫

Q
eεθ∇

(
eεθΦRε

θ

))

+

∫

Q
eεθA

(
θ × u

(1)
θ

)
· curl

(
eεθ

(
φn −

∫

Q
Rε

θ − eεθ∇
(
eεθΦRε

θ

)
+

∫

Q
eεθ∇

(
eεθΦRε

θ

)))
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In the last identity we pass to the limit as n → ∞ and use the assumptions made about the
convergence of the sequence {φn}. Applying the decomposition (4.3) to the function Rε

θ, due to the
property (4.5), the second term on the left-hand side of the resulting equality is

∫

Q
Rε

θ ·
∫

Q
Rε

θ =

∣∣∣∣
∫
Rε

θ

∣∣∣∣
2

.

Furthermore, due to the orthogonality between

eεθ∇
(
eεθΦRε

θ

)
, R̃ε

θ +

∫

Q
Rε

θ,

see Section 4, the third term on the left-hand side is
∫

Q
eεθ∇

(
eεθΦRε

θ

)
·Rε

θ =

∫

Q

∣∣∇
(
eεθΦRε

θ

)∣∣2.

Hence, we obtain

∫

Q
A curl(eεθR

ε
θ) · curl(eεθRε

θ) + ε2
∣∣∣∣
∫

Q
Rε

θ

∣∣∣∣
2

+ ε2
∫

Q

∣∣∇
(
eεθΦRε

θ

)∣∣2

=

∫

Q

(
F + θ ×A(θ × cεθ) + θ ×A curl

(
Nθ(θ × cεθ)

)

−
(
eεθ∇(eεθΨεθ) + I

)
cεθ

)
·
(
R̃ε

θ +

∫

Q
eεθ∇

(
eεθΦRε

θ

))

+

∫

Q
eεθA

(
θ × u

(1)
θ

)
· curl

(
eεθ

(
R̃ε

θ +

∫

Q
eεθ∇

(
eεθΦRε

θ

)))
,

(6.5)

where R̃ε
θ is the first term in the Helmholtz decomposition (4.3) for Rε

θ. Note that the last term on
the right-hand side of (6.5) equals

∫

Q
eεθA

(
θ × u

(1)
θ

)
· curl

(
eεθR̃

ε
θ

)
, (6.6)

due to the condition (5.10).
In order to study the expression (6.6), for each ε > 0, θ ∈ ε−1Q′, consider ξεθ ∈ H1

curl that solves

eεθ curl
(
A curl(eεθξ

ε
θ)
)
+ ε2

∫

Q
ξεθ + ε2eεθ∇

(
eεθΦξε

θ

)
= eεθ curl

(
eεθA

(
θ × u

(1)
θ

))
. (6.7)

The existence and uniqueness of such ξεθ follow from the same argument as the one used in Propo-
sition 5.7. Furthermore, using ξεθ as a test function in the integral identity for (6.7), we obtain the
uniform estimate ∥∥curl(eεθξεθ)

∥∥
L2(Q,dµ)

≤ C‖F‖L2(Q,dµ). (6.8)

Next, testing (6.7) with

R̃ε
θ = Rε

θ −
∫

Q
Rε

θ − eεθ∇(eεθΦRε
θ
),
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we write the last term in (6.5) as
∫

Q
eεθA

(
θ × u

(1)
θ

)
· curl

(
eεθR̃

ε
θ

)
=

∫

Q
A curl(eεθξ

ε
θ) · curl

(
eεθR̃

ε
θ

)

+ ε2
∫

Q
ξεθ ·

∫

Q
R̃ε

θ + ε2
∫

Q
eεθ∇

(
eεθΦξε

θ

)
· R̃ε

θ.

(6.9)

At the same time, we have
∫

Q
ξεθ ·

∫

Q
R̃ε

θ =

∫

Q
ξεθ ·

∫

Q

(
Rε

θ −
∫

Q
Rε

θ − eεθ∇
(
eεθΦRε

θ

))
= −

∫

Q
ξεθ ·

∫

Q
eεθ∇

(
eεθΦRε

θ

)
, (6.10)

and
∫

Q
eεθ∇

(
eεθΦξε

θ

)
· R̃ε

θ =

∫

Q
eεθ∇

(
eεθΦξε

θ

)
·
(
R̃ε

θ +

∫

Q
Rε

θ

)
−
∫

Q
eεθ∇

(
eεθΦξε

θ

)
·
∫

Q
Rε

θ

= −
∫

Q
eεθ∇

(
eεθΦξε

θ

)
·
∫

Q
Rε

θ,

(6.11)

where for the second equality we use the fact that (see (4.4))

eεθ div

{
eεθ

(
R̃ε

θ +

∫

Q
Rε

θ

)}
= 0.

Combining (6.9), (6.10), (6.11) yields
∫

Q
eεθA

(
θ × u

(1)
θ

)
· curl

(
eεθR̃

ε
θ

)
=

∫

Q
A curl(eεθξ

ε
θ) · curl

(
eεθR̃

ε
θ

)
(6.12)

− ε2
∫

Q
ξεθ ·

∫

Q
eεθ∇

(
eεθΦRε

θ

)
− ε2

∫

Q
eεθ∇

(
eεθΦξε

θ

)
·
∫

Q
Rε

θ.

We would like to rewrite the expression on the right-hand side of (6.12) using ξεθ as a test
function in the integral identity (5.18). As we mentioned earlier, for a general measure µ, the curl
of an arbitrary function in H1

curl is not uniquely defined. However, for the solution ξεθ to (6.7) there
exists a natural choice of curl(eεθξ

ε
θ). Indeed, consider sequences {φn}, {ψn} ⊂ [C∞

# ]3 converging

to ξεθ in L2(Q, dµ), so that

curl(eεθφn) → curl(eεθξ
ε
θ) curl(eεθψn) → curl(eεθξ

ε
θ) as n→ ∞.

The difference curl(eεθφn) − curl(eεθψn) converges to zero, and hence so does curlφn − curlψn.
Henceforth we denote by curl ξεθ the common L2-limit of curlφn for sequences {φn} ⊂ [C∞

# ]3 with
the above properties. The unique choice of curl ξεθ as above allows us to write

∫

Q
A curl(eεθR

ε
θ) · curl(eεθξεθ) + ε2

∫

Q
Rε

θ ·
∫

Q
ξεθ + ε2

∫

Q
eεθ∇

(
eεθΦRε

θ

)
· ξεθ =

〈
Hε

θ, ξ
ε
θ

〉
.

Furthermore, applying the decomposition (4.3) to ξεθ and using ΦRε
θ
∈ H1

#,0 as a test function for

(4.1) with u = ξεθ (noting that, as C∞
#,0 is dense in H1

#,0, the test functions φ in (4.2) can be taken

in H1
#,0), we obtain
∫

Q
eεθ∇

(
eεθΦRε

θ

)
· ξεθ =

∫

Q
eεθ∇

(
eεθΦRε

θ

)
· eεθ∇

(
eεθΦξε

θ

)
=

∫

Q
∇
(
eεθΦRε

θ

)
· ∇
(
eεθΦξε

θ

)
.
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By recalling also the properties (5.20), (5.21) of Hε
θ, the above implies

∫

Q
A curl(eεθR

ε
θ) · curl(eεθξεθ) + ε2

∫

Q
Rε

θ ·
∫

Q
ξεθ + ε2

∫

Q
∇
(
eεθΦRε

θ

)
· ∇
(
eεθΦξε

θ

)

=
〈
Hε

θ, ξ
ε
θ

〉
=
〈
Hε

θ, ξ̃
ε
θ

〉
,

and therefore
∫

Q
A curl(eεθξ

ε
θ) · curl(eεθRε

θ) + ε2
∫

Q
ξεθ ·

∫

Q
Rε

θ + ε2
∫

Q
∇
(
eεθΦξε

θ

)
· ∇
(
eεθΦRε

θ

)
=
〈
Hε

θ, ξ̃
ε
θ

〉
. (6.13)

We now rewrite the equation (6.12) using (6.13), as follows:

∫

Q
eεθA

(
θ × u

(1)
θ

)
· curl

(
eεθR̃

ε
θ

)
=
〈
Hε

θ, ξ̃
ε
θ

〉

−
{∫

Q
A curl(eεθξ

ε
θ) · curl

(
eεθ

∫

Q
Rε

θ

)
+ ε2

∫

Q
ξεθ ·

∫

Q
Rε

θ + ε2
∫

Q
eεθ∇

(
eεθΦξε

θ

)
·
∫

Q
Rε

θ

}

− ε2
{∫

Q
ξεθ ·

∫

Q
eεθ∇

(
eεθΦRε

θ

)
+

∫

Q
eεθ∇

(
eεθΦξε

θ

)
· eεθ∇

(
eεθΦRε

θ

)}
.

(6.14)

The second term on the right-hand side of the last equation vanishes, by using the function iden-
tically equal to the vector ∫

Q
Rε

θ

as a test function in the integral formulation for (6.7) and noting that

∫

Q
eεθA

(
θ × u

(1)
θ

)
· curl

(
eεθ

∫

Q
Rε

θ

)
= iε

∫

Q
Rε

θ ·
∫

Q
θ ×A

(
θ × u

(1)
θ

)
= 0,

in view of (5.14) and (5.10). The third term on the right-hand side of (6.14) also vanishes, by
using eεθ∇(eεθΦRε

θ
) as a test function in the integral formulation for (6.7) and taking advantage of

the fact that when ΦRε
θ
is approximated in L2(Q, dµ) with smooth functions φn, the corresponding

expressions curl(∇(eεθφn)) vanish for all n.
Returning to (6.5)–(6.6), we thus obtain

∫

Q
A curl(eεθR

ε
θ) · curl(eεθRε

θ) + ε2
∣∣∣∣
∫

Q
Rε

θ

∣∣∣∣
2

+ ε2
∫

Q

∣∣∇
(
eεθΦRε

θ

)∣∣2

=

∫

Q

(
F + θ ×A(θ × cεθ) + θ ×A curl

(
Nθ(θ × cεθ)

)

−
(
eεθ∇(eεθΨεθ) + I

)
cεθ

)
·
(
R̃ε

θ +

∫

Q
eεθ∇

(
eεθΦRε

θ

))
+
〈
Hε

θ, ξ̃
ε
θ .
〉

(6.15)

To complete setting the stage for the estimates (6.1), (6.2), it remains to estimate the second
term on the right-hand side of (6.15) by the L2 norm of the function F in (5.17), which we do next.
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Lemma 6.2. The last term on the right-hand side of (6.15) is bounded uniformly in ε and θ:

∣∣〈Hε
θ, ξ̃

ε
θ

〉∣∣ ≤ C‖F‖L2(Q,dµ), C > 0.

Proof. It follows by the definition of Hε
θ, see (5.17), that

〈
Hε

θ, ξ̃
ε
θ

〉
=

∫

Q

(
F + θ ×A(θ × cεθ) + θ ×A

(
curlNθ(θ × cεθ)

)

−
(
eεθ∇(eεθΨεθ) + I

)
cεθ + iεθ ×A

(
θ × u

(1)
θ

))
· ξ̃εθ

+

∫

Q
A
(
θ × u

(1)
θ

)
· curl ξ̃εθ.

Recalling the formula (5.14), we write (cf. (6.4))

curl ξ̃εθ = eεθcurl
(
eεθ ξ̃

ε
θ

)
− iεθ × ξ̃εθ ,

and thus

〈
Hε

θ, ξ̃
ε
θ

〉
=

∫

Q

(
F + θ ×A(θ × cεθ) + θ ×A

(
curlNθ(θ × cεθ)

)
−
(
eεθ∇(eεθΨεθ) + I

)
cεθ

)
· ξ̃εθ

+

∫

Q
eεθA

(
θ × u

(1)
θ

)
· curl(eεθξεθ),

(6.16)

since ∫

Q
eεθA

(
θ × u

(1)
θ

)
· curl

(
eεθ

∫

Q
ξεθ

)
= iε

∫

Q
θ ×A

(
θ × u

(1)
θ

)
·
∫

Q
ξεθ = 0,

by the condition (5.10).
Applying the Hölder inequality to the right-hand side of the equation (6.16), using the Poincaré

inequality (4.6) for ξεθ , and taking into the account the estimate (6.8) yields the claim.

Combining Lemma 6.2, the Poincaré inequality (4.6) with u = Rε
θ, and the Hölder inequality

for the first term on the right-hand side of the equation (6.15), we obtain the uniform bound

∥∥curl(eεθRε
θ)
∥∥
L2(Q,dµ)

≤ C‖F‖L2(Q,dµ). (6.17)

Finally, the estimate (6.17) combined with (4.6), applied to u = Rε
θ again, implies the estimate

(6.1). The same bound, Lemma 6.2, and the equation (6.15) imply the estimate (6.2).

Corollary 6.3. There exists C > 0 such that the following estimate holds for all ε, θ and F :

∥∥∥U ε
θ −

(
eεθ∇(eεθΨεθ) + I

)
cεθ

∥∥∥
L2(Q,dµ)

≤ Cε‖F‖L2(Q,dµ).
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6.1 Conclusion of proof: convergence estimate for zεθ

Proposition 6.4. There exists C > 0 such that the function zεθ in (5.15) satisfies the estimates

‖zεθ‖L2(Q,dµ) ≤ Cε‖F‖L2(Q,dµ), (6.18)
∥∥curl(eεθzεθ)

∥∥
L2(Q,dµ)

≤ Cε2‖F‖L2(Q,dµ), (6.19)

for all ε > 0, θ ∈ ε−1Q′, F ∈ L2(Q, dµ).

Proof. The function zεθ ∈ H1
curl, see (5.15), (5.16), solves the problem

ε−2eεθ curl
(
A curl(eεθz

ε
θ)
)
+ zεθ = −iεu

(1)
θ − ε2R̃ε

θ, (6.20)

understood in the weak sense. Using zεθ as a test function in the integral formulation of (6.20), we
obtain

ε−2

∫

Q
A curl(eεθz

ε
θ) · curl(eεθzεθ) +

∫

Q
|zεθ |2 = −iε

∫

Q
u
(1)
θ · zεθ − ε2

∫

Q
R̃ε

θ · zεθ . (6.21)

Using the estimate ∥∥Rε
θ

∥∥ ≤ Cε−1‖F‖L2(Q,dµ),

which follows from (6.1), (6.2), the elliptic estimate for the equation

eεθ△
(
eεθΦRε

θ

)
= eεθ div

(
eεθR

ε
θ

)

and then the observation that

R̃ε
θ =

{
Rε

θ −
∫

Q
Rε

θ − eεθ∇
(
eεθΦRε

θ

)
+

∫

Q
eεθ∇

(
eεθΦRε

θ

)}
−
∫

Q
eεθ∇

(
eεθΦRε

θ

)
,

we infer from (6.1) that ∥∥R̃ε
θ

∥∥ ≤ Cε−1‖F‖L2(Q,dµ). (6.22)

Now, applying the Hölder inequality to each term on the right-hand side of (6.21), the formula
(5.5), and finally the estimate (6.22), we obtain (6.18).

The estimate (6.19) follows immediately from (6.21), by using the uniform positive-definiteness
of the matrix A, applying once again the Hölder inequality to each term on its right-hand side,

and using the estimate (6.18) we have just obtained as well as the estimates for u
(1)
θ , R̃ε

θ that we
derived in our proof of (6.18).

Combining Corollary 6.3 and Proposition 6.4, we obtain (5.4), since

∥∥∥uεθ −
(
eεθ∇(eεθΨεθ) + I

)
cεθ

∥∥∥
L2(Q,dµ)

≤ ‖zεθ‖L2(Q,dµ) +
∥∥∥U ε

θ −
(
eεθ∇(eεθΨεθ) + I

)
cεθ

∥∥∥
L2(Q,dµ)

,

which concludes the proof of Theorem 5.2.
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7 Estimates for the electric field and displacement

In what follows, we refer to the non-dimensional version of the Maxwell system in the frequency
domain (cf. the system (A.9) with z = 1):





ν0
ν

curlEε + iHε = 0,

η0
η

curlHε − iEε =
η0
η
Jε,

(7.1)

where η0, ν0 are the permittivity and permeability of vacuum, η = η(·/ε), ν = ν(·/ε) are the (ε-
periodic) permittivity and permeability of the medium, and Eε,Hε, Jε are dimensionless quantities,
which we henceforth refer to as the “magnetic field”, “electric field”, and “current density”.

As mentioned in the introduction, Theorem 5.2 concerns the Maxwell system in the non-
magnetic case (ν = ν0) and without external currents: formally replacing (0, (η0/η)J

ε) on the
right-hand side of (7.1) by (−if ε, 0), we obtain

{
curlEε + iHε = −if ε,

A(·/ε) curlHε − iEε = 0,
(7.2)

where the coefficient matrix A stands for the inverse relative dielectric permittivity η0/η. By elim-
inating Eε from (7.2), we obtain (cf. (1.2))

curl
(
A(·/ε) curlHε

)
−Hε = f ε. (7.3)

The equation (7.3) describes the actual physical behaviour of the magnetic field, and is therefore
set “on the spectrum”, so λ = −1 in the “resolvent” formulation

curl
(
A(·/ε) curl uε

)
+ λuε = f ε. (7.4)

where the solution uε represents the magnetic field Hε. In order to study the above problem
quantitatively (aiming eventually at the behaviour of original time-dependent system), we allow
the parameter λ to take any complex values in the complement of the negative half-line, and as our
estimates are valid uniformly in any compact subset as long as they are established for one specific
value of λ, we set λ = 1 to obtain the equation (1.2). This new resolvent formulation corresponds
to the following analogue of (7.2) “away from the spectrum”:

{
curlEε +Hε = f ε,

A(·/ε) curlHε − Eε = 0.
(7.5)

In our discussion of (7.5), we continue referring to Eε, Hε as the electric and magnetic field, in line
with the existing literature on the subject of norm-resolvent estimates in homogenisation, see for
example [15].

In view of the above discussion, the estimate (5.7) holds for the magnetic field Hε and magnetic
induction Bε (which coincide in the context of the formulation (7.1)). We complete the analysis by
establishing an operator-norm estimate for the electric displacement Dε = A(·/ε)−1Eε.
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As in Section 3, starting from (7.2) one obtains the following Gelfand-transformed system:



ε−1eεθ curl(AeεθD

ε
θ) +Hε

θ = F,

ε−1eεθ curl(eεθH
ε
θ ) = Dε

θ,
(7.6)

where Hε
θ coincides with uεθ defined in (3.3), and Dε

θ := eεθFεD
ε. Recall that F is divεθ-free, and

so are the fields Dε
θ, H

ε
θ . Substituting (5.16) into the second line of (7.6) yields

Dε
θ = ε−1eεθ curl eεθ

((
eεθ∇(eεθΨεθ) + I

)
cεθ + εNθ(iθ × cεθ) + ε2Rε

θ + zεθ

)

= (curl N̂ + I)(iθ × cεθ) + ε
(
iθ ×Nθ(iθ × cεθ) + eεθ curl(eεθR

ε
θ)
)
+ ε−1eεθ curl(eεθz

ε
θ),

where cεθ solves (5.5), N̂ solves (5.1), and Nθ is defined in (5.9), Rε
θ is the solution of (5.17), and zεθ

solves (6.20). As a consequence of the estimates (6.17), (6.19), we obtain the following result.

Theorem 7.1. There exists a constant C > 0 independent of θ, ε and F such that
∥∥Dε

θ − (curl N̂ + I)(iθ × cεθ)
∥∥
L2(Q,dµ)

≤ εC‖F‖L2(Q,dµ).

Similarly to Theorem 5.4, we then obtain the following estimates for the original fields on R
3.

Theorem 7.2. There exists C > 0, independent of ε and the choice of f ε ∈ L2(R3, dµε), such that
∥∥Dε −Dε

hom

∥∥
L2(R3,dµε)

≤ εC‖f ε‖L2(R3,dµε), (7.7)

where

Dε
hom(x) :=

1

(2π)3/2

{
curl N̂

(
x

ε

)
+ I

}
curl

∫

R3

∫

R3

eθ(x− y)
(
A
hom
θ +Mhom

εθ

)−1
f ε(y)dµε(y)dθ,

x ∈ R
3.

Remark 7.3. Contrary to the estimate (5.7) for the magnetic field uε (and, hence, magnetic
induction), the estimate (7.7) for the electric displacement Dε (and hence a similar estimate for
the field Eε = A(·/ε)Dε) contains an oscillatory term, corresponding to the so-called “order-zero
corrector” [56], [57]. In the case when µ is the Lebesgue measure, the matrix curl N̂ (in the case
of the electric field, the matrix A(curl N̂ + I)(Ahom)−1 − I) has zero mean over Q. This recovers
the classical result concerning the weak convergence Dε − D̃ε

hom ⇀ 0 (similarly Eε − Ẽε
hom ⇀ 0 for

Ẽε
hom := AhomD̃ε

hom) as ε→ 0, where

{
curl

(
AhomD̃ε

hom

)
+ uεhom = f ε,

curluεhom − D̃ε
hom = 0.

8 Further developments of the method

1. One physically relevant setting is the one where the magnetic permeability is still unitary, but
the system has external currents. In this case, it is convenient to write it in the form (cf. (7.5))

{
curl

(
A(·/ε)Dε

)
+Hε = 0,

curlHε −Dε = gε,
(8.1)
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where gε represents the divergence-free current density, and the magnetic field and Hε and electric
displacement Dε are sought to be divergence-free. This is, in some sense, an intermediate case
between the one analysed in the present paper and the general case with non-unitary magnetic
permeability.

Following [57], it is convenient to set A1/2Dε =: Dε in (8.1), so the system is equivalent to

A1/2 curl curl(A1/2Dε) +Dε = −Ã1/2gε, div(A−1/2Dε) = 0. (8.2)

Furthermore, as in [57], we define an operator of the problem (8.2) by the quadratic form

dε(w,w) =

∫

R3

(
curl(A1/2w) · curl(A1/2w) +

∣∣div(A−1/2w)
∣∣2
)
dµε,

with domain

dom(dε) =
{
w ∈ L2(R3, dµε) : curl(A1/2w) ∈ L2(R3, dµε), div(A−1/2w) ∈ L2(R3, dµε)

}
.

2. In the general setting with variable permittivity and permeability, the Maxwell system has the
form 



curl

(
A(·/ε)Dε

)
+Bε = f ε,

curl
(
Ã(·/ε)Bε

)
−Dε = gε,

(8.3)

with periodic matrices A−1 (inverse of the relative permittivity), Ã−1 (inverse of the relative per-
meability). In the equation (8.3), Bε represents magnetic induction, and f ε, gε are divergence-free
L2 functions. In what follows, we write A, Ã in place of A(·/ε), Ã(·/ε), respectively, and without
loss of generality assume that5 gε = 0.

As in the previous remark, following [57] and labelling Ã1/2Bε =: Bε, the system is written
equivalently as

Ã1/2 curl
(
A curl(Ã1/2Bε)

)
+ Bε = −Ã1/2f ε, div

(
Ã−1/2Bε

)
= 0. (8.4)

The operator of the problem (8.4) is defined by the quadratic form

bε(u, u) =

∫

R3

(
A curl(Ã1/2w) · curl(Ã1/2w) +

∣∣div(Ã−1/2w)
∣∣2
)
dµε,

with domain

dom(bε) =
{
u ∈ L2(R3, dµε) : curl(Ã1/2u) ∈ L2(R3, dµε), div(Ã−1/2u) ∈ L2(R3, dµε)

}
.

3. In both above cases, we represent L2(R3, dµε) as an orthogonal sum of the “solenoidal” and
“potential” subspaces

L2
sol(R

3, dµε) =
{
u ∈ L2(R3, dµε) : div

(
A−1/2u

)
= 0
}
,

L2
pot(R

3, dµε) =
{
A−1/2∇v : ∇v ∈ L2(R3, dµε)

}

and prove an appropriate version of the Helmholtz decomposition and Poincaré inequality (cf. Sec-
tion 4) for quasiperiodic functions, following an application of the Floquet transform to L2(R3, dµε),
as in Section 3. This allows us to pursue an asymptotic procedure similar to the one we describe in
Sections 5–6 of the present paper. We shall present the related argument in a future publication.

5This also corresponds to the physical form of the Maxwell system, where fε is the current density and gε = 0.
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Appendix A: Non-dimensionalisation of the Maxwell system

The system of Maxwell equations describing electromagnetic phenomena in R
3 is given by (see e.g.

[22], [43]) 



curlE = −∂tB,
curlH = ∂tD+ J ,
divD = ρ, divB = 0,

where E and H are the electric and magnetic fields, D is the electric displacement and B is the
magnetic induction, J is the current density and ρ the charge density. In the present work we
assume that ρ = 0.

The fields E and D, B and H are linked by the constitutive relations

D = η̂
t∗ E, B = ν̂

t∗ H, (A.1)

where the convolutions are taken with respect the time t. In (A.1), the η̂(x, t) is the dielectric
permittivity and ν̂(x, t) is the magnetic permeability, which are ingeneral time-dependent. We
consider the case when (A.1) are local in time so η̂(x, t) = η(x)δ(t) and ν̂(x, t) = ν(x)δ(t). The
resulting Maxwell system is 




curlE = −ν∂tH,
curlH = η∂tE+ J ,
divE = 0, divH = 0.

(A.2)

Formally applying the Fourier transform in time to the system (A.2) leads to its version with
harmonic time dependence of J E, H :

J = eiωtJ, E = eiωtE, H = eiωtH,

where ω plays the role of the frequency. For a given current density amplitude J, the vector (E,H)
satisfies 




ν−1 curlE = −iωH,

η−1 curlH = iωE + η−1J,

divE = 0, divH = 0.

(A.3)

In order to study the system of Maxwell equations from the mathematical point of view, we
write it in a dimensionless way. Following the idea developed in [10, Chapter 1] we define

H = φH̃, E = ψẼ, (A.4)

where φ, ψ are some fixed values with the same dimensions as the magnetic and electric fields,
and H̃, Ẽ are the corresponding dimensionless vectors representing the magnetic and electric fields.
Starting from (A.3), it is sufficient to do the dimensional analysis for the homogeneous system,
where J = 0. Using (A.4), the second line of (A.3) takes the form

η−1 φ

ψ
curl H̃ = iωẼ. (A.5)
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Denote by η0 and ν0 are the permittivity and permeability of the vacuum. Combining the first
two equations in (A.3), we infer that the dimensions of

√
η0/ν0 are the same as those of φ/ψ.

Henceforth we choose φ, ψ so that φ/ψ =
√
η0/ν0. Multiplying both sides of (A.5) by

√
η0 one has

(
η

η0

)−1

curl H̃ = iω
√
ν0η0Ẽ.

Assuming a periodic spatial dependence of η, ν, we write the first equation in (A.3) as

{
η

η0

(
x

d

)}−1

curlx H̃ = i
√
ν0η0Ẽ, (A.6)

where d is the period. Note that ω = 2πc/λ, where c and λ are the wave speed and wavelength in
vacuum. Introduce the non-dimensional parameter x̃ = 2πx/λ, so (A.6) becomes

2π

λ

{
η

η0

(
x̃

2πd/λ

)}−1

curlx̃ H̃ = i
2πc0
λ

√
ν0η0Ẽ.

Noting that c
√
ν0η0 = 1 and rescaling y = x̃/ε, where ε := 2πd/λ we obtain

{
η

η0
(y)

}−1

curly H̃ = i
2πd

λ
Ẽ. (A.7)

Similarly, we carry out the dimensional analysis for the second equation in (A.3), which yields

{
ν

ν0
(y)

}−1

curly Ẽ = −i
λ

2πd
H̃. (A.8)

The non-dimensional form of the Maxwell system equations now follows (cf. (7.1), for which
z = 1): (

0 Ã curl

−A curl 0

)(
H

E

)
+ iz

(
H

E

)
=

(
Ãf

−Ag

)
, (A.9)

where for brevity we have removed the tilde from the dimensionless fields and displacements. Here
z = λ/(2πd) is the dimensionless parameter that appearing in (A.7), (A.8), A = η/η0 is the inverse
of the relative permittivity and Ã := ν/ν0 is the inverse of the relative permeability. Furthermore, g
is a divergence-free function representing the external currents of the system, and f is a divergence-
free auxiliary function.

In the spirit of the works [12]. [13], one can consider the Maxwell operator M given by the
differential expression (

0 Ã curl

−A curl 0

)

acting on

dom(M) =
{
(H,E) ∈ L2(R3)⊕ L2(R3) :

divH = 0, divE = 0, A curlH ∈ L2(R3), Ã curlE ∈ L2(R3)
}
,
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where L2(R3) is the space of C3-valued functions on R
3 that are square-integrable with respect to

the Lebesgue measure.
Convergence estimates similar to those stated in Theorems 5.2, 5.4, 7.1, and 7.2 are proved

under the assumption that −iz ∈ K ∩ ρ(M), where K ⊂ R
3 is compact and ρ(M) is the resolvent

set of M. In particular, z = −i corresponds to λ = 1 in the formulation (7.4), which is obtained
from (A.9) by setting assuming that the medium is non-magnetic, i.e., ν = ν0 and setting the
second component of the right-hand side to zero.

Appendix B: Validity of (4.6) for some singular measures

Here we show that Assumption 4.2 holds for the measures from the class (a) described at the end
of Section 4, and hence for the classes (b), (c). The validity of Assumption 4.2 for the Lebesgue
measure (example (d)) is shown easily via an argument based on the Fourier series, see e.g. [28].

Consider a finite set {Pj}Nj=1 of (two-dimensional) planes in R
3, such that each plane is orthog-

onal to one of the coordinate axes. Define the measure µ on Q by the formula

µ(B) = N−1
N∑

j=1

|Pj ∩B|j for all Borel B ⊂ Q, (B.1)

where | · |j represents the 2-dimensional Lebesgue measure. In what follows (see Section B.3.3), we
will use the assumption that (∪N

j=1Pj)∩Q is non-empty and connected. For each j = 1, . . . , N, we
also consider the measure µj defined by

µj(B) := |Pj ∩B|j for all Borel B ⊂ Q,

so that µ = N−1
∑N

j=1 µj, see (B.1).

B.1 Curls of zero for a measure supported by a plane

In this section we fix j ∈ {1, . . . N}. In line with Definition 2.2, we say that v ∈ L2(Q, dµj) is a

κ-curl of zero with respect to the measure µj if there exists a sequence {φn} ⊂ [C∞
#

]3
such that

∫

Q
|φn|2dµj n→∞−→ 0

∫

Q

∣∣curl(eκφn)− v
∣∣2dµj n→∞−→ 0.

Without loss of generality, we can assume in what follows that the plane Pj passes through zero
and is orthogonal to the x3 direction.

Proposition 8.1. For each κ ∈ Q′, the set of κ-curls of zero with respect to the measure µj
coincides with

L2
s (Q, dµj)⊕ L2

s (Q, dµj)⊕ {0},
where (see Section 4) L2

s (Q, dµj) is the space of C-valued functions on Q that are square integrable
with respect to the measure µj.

Proof. For given functions ξ1, ξ2 ∈ L2
s (Q, dµj), consider sequences of smooth Q-periodic functions,

independent of x3, {
ξ
(n)
j = ξ

(n)
j (x1, x2), n ∈ N

}
, j = 1, 2,
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such that
ξ
(n)
j

n→∞−→ ξj in L2
s (Q, dµj), j = 1, 2.

Suppose also that functions α = α(x3), β = β(x3) of the single variable x3 are infinitely smooth
and 1-periodic, and that their Taylor expansions at zero have the form x3 +O(x23). Define

φn(x) =




β(x3)ξ
(n)
2 (x1, x2)

−α(x3)ξ(n)1 (x1, x2)

0


 , x = (x1, x2, x3) ∈ Q, n ∈ N. (B.2)

Then {φn} ⊂ [C∞
#

]3
and by a direct calculation one has, for all n ∈ N,

eκ curl(eκφn)(x1, x2, x3) =




(
α′(x3)− iκ3α(x3)

)
ξ
(n)
1 (x1, x2)

(
β′(x3) + iκ3β(x3)

)
ξ
(n)
2 (x1, x2)

−α(x3)(∂1 + iκ1)ξ
(n)
1 (x1, x2)− β(x3)(∂2 + iκ2)ξ

(n)
2 (x1, x2)


 ,

where ∂j is the operator of differentiation with respect to the variable xj , j = 1, 2. Due of the
assumptions on α, β, one has ∫

Q
|φn|2dµj = 0 ∀n,

and
eκ curl(eκφn)

n→∞−→ (ξ1, ξ2, 0)
⊤ in L2(Q, dµj).

It follows that L2
s (Q, dµj)⊕ L2

s (Q, dµj)⊕ {0} is contained in the set of curls of zero.
On the other hand, any vector of the form

(0, 0, ξ3)
⊤, ξ3 ∈ L2

s (Q, dµj),

is orthogonal to all κ-cirls of zero. Indeed, for any sequence ξ
(n)
3 = ξ

(n)
3 (x1, x2) of infinitely smooth

x3-independent functions converging to ξ3 in L2
s (Q, dµj) and any sequence of vector functions

φ(n) =
(
φ
(n)
1 , φ

(n)
2 , φ

(n)
3

)⊤ ∈
[
C∞
#

]3
, n ∈ N,

such that ∫

Q

∣∣φ(n)
∣∣2dµj n→∞−→ 0,

one has (due to the fact that the integration by parts is carried out with respect to the variables
x1, x2 in the plane Pj)

∫

Q

(
(∂2+iκ2)φ

(n)
1 −(∂1+iκ1)φ

(n)
2

)
ξ
(n)
3 dµj =

∫

Q

(
φ2(∂1 + iκ1)ξ

(n)
3 −φ1(∂2 + iκ2)ξ

(n)
3

)
dµj = 0. (B.3)

It follows from (B.3) that if curl(eκφ
(n)) → v as n→ ∞, then ξ3 is orthogonal to v3 in L2

s (Q, dµj),
and therefore (0, 0, ξ3)

⊤ is orthogonal to v in L2(Q, dµj). Therefore, the set of κ-curls of zero is
contained in L2

s (Q, dµj) ⊕ L2
s (Q, dµj) ⊕ {0}. This concludes the proof of the claim that these two

sets coincide.
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B.2 Approximation in H1
curl,κ(Q, dµ) by smooth functions

He we prove the following auxiliary statement, which will allow us to establish (4.7) by first showing
that it holds for infinitely smooth functions.

Lemma 8.2. Suppose that (u, v) ∈ H1
curl,κ(Q, dµ), where the function u is solenoidal (see Section

2)
eκdiv(eκu) = 0,

and curl(eκu) is pointwise orthogonal to the support of measure µ. Then there exists a sequence
{φn} ⊂ [C∞

# ]3 such that

(
eκφn, curl(eκφn)

) n→∞−→ (u, v) in L2(Q, dµ)⊕ L2(Q, dµ) (B.4)

and the following two properties hold:

eκdiv(eκφn) = 0 (B.5)

in the sense of (2.4) with F = φn, and the vector curl(eκφn) is pointwise orthogonal to supp(µ)
(excluding the lines of intersection of the planes Pj , j = 1, . . . , N.)

Proof. According to Definition 2.2, there exists a sequence {φ̃n, n ∈ N} ⊂ [C∞
# ]3 approximating

(u, v) in the sense that (B.4) holds with φn replaced by φ̃n, however one does not necessarily have
eκdiv(eκφ̃n) = 0. In order to “correct” the sequence {φ̃n}, for each n consider the solution wn ∈ H1

#

(see e.g. Section 4) to the elliptic problem

−∆wn = div
(
eκφ̃n

)
(B.6)

understood in the weak sense with respect to the measure µ :

∫

Q
∇wn · ∇ϕdµ = −

∫

Q
eκφ̃n · ∇ϕdµ ∀ϕ ∈ C∞

# . (B.7)

The problem (B.7) has a unique solution (wn,∇wn) ∈ H1
#, which has the property that ∇wn is

orthogonal to all gradients of zero [67] with respect to the measure µ : indeed, setting ϕ = ϕj ,
j ∈ N, in (B.7), where

∫

Q
|ϕj |2dµ

j→∞−→ 0,

∫

Q
|∇ϕj − v|2dµ j→∞−→ 0 v ∈ L2(Q, dµ),

and passing in the obtained identity to the limit as j → ∞ yields

∫

Q
∇wn · v dµ = 0,

as claimed. Following an argument similar to that given in [67, Section 3.1], see also [68, Section
4], it is shown that the set of gradients of zero is a closed subspace of L2(Q, dµ) consisting of
vector functions that, when restricted to the plane Pj , j = 1, . . . , N, are pointwise orthogonal to it.
Furthermore, it is straightforward to show that for each n the function wn is infinitely smooth on

30



Q ∩ Pj , e.g. by deducing the decay properties of the coefficients of its Fourier series with respect

to x1, x2 in terms of the decay properties, as n→ ∞, of the Fourier coefficients of φ̃n.
For each n ∈ N, we consider an infinitely smooth function w̃n on Q that for each j ∈ {1, . . . , N}

coincides with wn on Q ∩ Pj and has zero gradient in the variables orthogonal to Pj . (Such a
smooth extension from (∪N

j=1Pj) ∩ Q to Q can be obtained in a standard way by an appropriate
partition of unity on Q, carrying out standard extensions in corner, edge, and face regions, and
using appropriate mollifiers.) Clearly, on supp(µ) one has

curl
(
eκ(eκ∇w̃n)

)
= curl (∇w̃n) = curl (∇wn) = 0. (B.8)

Furthermore, writing (B.7) in the form (where we take advantage of u being solenoidal)
∫

Q
∇wn · ∇ϕdµ =

∫

Q
eκ(u− φ̃n) · ∇ϕdµ ∀ϕ ∈ C∞

# ,

setting ϕ = wn, and using the fact that the right-hand side of the result goes to zero as n→ 0, we
obtain ∫

Q

∣∣∇w̃n

∣∣2dµ =

∫

Q
|∇wn|2dµ n→∞−→ 0.

Combining this observation with (B.8) and (B.6), we conclude that the functions

φ̂n := φ̃n + eκ∇w̃n, n ∈ N,

are smooth and have the convergence properties
∫

Q

∣∣φ̂n − u
∣∣2dµ n→∞−→ 0,

∫

Q

∣∣curl
(
eκφ̂n

)
− v
∣∣2dµ n→∞−→ 0,

and eκφ̂n is solenoidal for each n ∈ N, as required in (B.4), (B.5).
In order to fulfil the second property claimed in the lemma, we construct a further “correction”

to the sequence {φ̃n}, which does not affect the properties (B.4), (B.5). For each j ∈ {1, . . . N},
consider the rotation Rj in R

3 such that the plane RjPj passes through zero and is orthogonal to
the x3 direction. To simplify the notation, we fix j and assume, as in Section B.1, that Rj = I.

Under the above convention, notice that the projection of curl(eκφ̂n) onto the plane Pj, re-
stricted to the set Pj ∩Q (i.e. the support of µj) is a smooth function

ψn = eκ
(
(ψn)1(x1, x2), (ψn)2(x1, x2), 0

)⊤
, (x1, x2) ∈ [0, 1)2.

where, using the notation φ̂n = ((φ̂n)1, (φ̂n)2, (φ̂n)3),

(ψn)1 =
(
(iκ2 + ∂2)(φ̂n)3 − (iκ3 + ∂3)(φ̂n)2

)∣∣
x3=0

,

(ψn)2 =
(
(iκ3 + ∂3)(φ̂n)1 − (iκ1 + ∂1)(φ̂n)3

)∣∣
x3=0

.

Consider the vector (cf. (B.2))

ψ̂n(x) =




β(x3)(ψn)1(x1, x2)

−α(x3)(ψn)2(x1, x2)

0


 , x = (x1, x2, x3) ∈ Q, n ∈ N,
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where the functions α = α(x3), β = β(x3) of the single variable x3 are infinitely smooth and
1-periodic, and that their Taylor expansions at zero have the form x3 + O(x23). Similarly to the

argument in the proof of Proposition B.8, we notice that curl(eκψ̂n) = ψn, now viewed as a function
on the whole of Q. Furthermore, the vector ψ̂n is trivially solenoidal, as the vector ψ̂n vanishes on
Pj∩Q, and curl(eκψ̂n) → 0 in L2(Q, dµ) as n→ ∞, due to the assumption of pointwise orthogonality
of curl(eκu) to Pj ∩Q.

The above construction is repeated for each j ∈ {1, . . . , N}, now taking into account that it

will be preceded by the rotation Rj . Relabel by ψ̂
(j)
n the elements of the constructed sequence ψ̂.

As a result, the sequence

φn = φ̂n −
N∑

j=1

R⊤
j ψ̂

(j)
n , n ∈ N

satisfies all the required conditions.

B.3 Poincaré inequality

In this section we carry out the proof of the Poincaré-type inequality (cf. (4.7))
∥∥∥∥u−

∫

Q
u

∥∥∥∥
L2(Q,dµj)

≤ CP

∥∥curl(eκu)
∥∥
L2(Q,dµj)

(B.9)

for functions u satisfying eκdiv (eκu) = 0, in the case of the measure µ defined by (B.1).
Notice that in the inequality (B.9) we can assume, without loss of generality, that the vector

curl(eκu) is orthogonal to Pj at almost every point of Pj ∩Q. Indeed, one can write

curl(eκu) = w1 + w2,

where w2 is the projection of curl(eκu) onto the subspace of L2(Q, dµ) consisting of κ-curls of zero,
w1 is another value of the κ-curl of u, so that w1 and w2 are orthogonal in the sense of L2(Q, dµ).
As we showed in Section B.1, in the case of the measure µj κ-curls of zero are parallel to Pj at
each point, so w1 is pointwise parallel to Pj and w2 is pointwise orthogonal to Pj . In what follows
we can therefore assume that curl(eκu) is orthogonal to Pj . This will allow us, in particular, to use
Lemma 8.2.

We first prove an auxiliary proposition reflecting the vectorial nature of the inequality (B.9),
due to the presence of the operator curl and then combine it with the “scalar” Poincaré inequality
applied to each component of the vector u.

Having proved (4.7) with the measure µ replaced by µj, we will then show, in Section B.3.3
that it holds for µ as well (possibly with a larger constant CP), using the assumption that the the
set

(∪N
j=1Pj) ∩Q = ∪N

j=1(Pj ∩Q)

is connected.

B.3.1 The norm of the transversal curl is the norm of the tangential gradient

Here we fix j ∈ {1, . . . , N} and, as in Section B.1, assume that the plane Pj passes through zero

and is orthogonal to the x3 direction. For κ ∈ Q′ and a function φ ∈ [C∞
# ]3, we denote by ∇̃(eκφ)

the pointwise orthogonal projection of the ∇(eκφ) onto the (x1, x2)-plane.
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Proposition 8.3. Suppose that a vector function φ ∈ [C∞
# ]3 is solenoidal, i.e. (cf. (B.5))

eκdiv(eκφ) = 0 (B.10)

and that the vector curl(eκφ) is pointwise parallel to x3 at each point of Pj∩Q. Then, for all κ ∈ Q′,
one has ∥∥∇̃(eκφ)

∥∥2
L2(Q,dµj)

=
∥∥curl(eκφ)

∥∥2
L2(Q,dµj)

,

Proof. We we expand the function φ into the standard Fourier series:

φ(x) =
∑

l∈Z3

exp(2πil · x)cl, x ∈ Q, cl ∈ C
3, l ∈ Z

3 (B.11)

and notice that

curl(eκφn)(x) = ieκ
∑

l∈Z3

exp(i2πl · x)
(
cl × (κ+ 2πl)

)
, x ∈ Q,

where the series converges in the norm of L2(Q), with respect to the Lebesgue measure on Q. Since
curl(eκφ) is pointwise orthogonal to Pj, it follows that for each l ∈ Z

3 the vector cl × (κ + 2πl) is
orthogonal to Pj , i.e. it is parallel to the x3 direction.

For each x ∈ Q, we denote (x1, x2) =: x̃. and, similarly, for each value κ ∈ Q′ of the quasimomen-
tum, we denote κ̃ := (κ1, κ2). Finally, for each “multi-index” l ∈ Z

3, we consider the “sub-index”
l̃ := (l1, l2) ∈ Z

2. We write finite truncations of (B.11) in the form (K ∈ N)

φK(x) =
∑

|l|≤K

cl exp(2πil · x) =
∑

|l̃|≤K

∑

|l3|≤K−|l̃|

c
l̃,l3

exp
(
2πi(l̃, l3) · (x̃, x3)

)
, x ∈ Q. (B.12)

In the remainder of this section, for brevity, we omit the summation ranges for l̃, l3, which are the
same as in (B.12) throughout. From (B.12) one has

∫

Q

∣∣iϕκ+∇φK
∣∣2dµj =

∑

l̃

(∑

l3

{
c
(l̃,l3)

⊗
(
κ̃+ 2πl̃, κ3 + 2πl3

)})⊤

×
(∑

m3

{
c
(l̃,m3)

⊗
(
κ̃+ 2πl̃, κ3 + 2πm3

)})
.

(B.13)

Rearranging the product under the external summation in (B.13) yields6

∫

Q

∣∣iϕκ+∇φK
∣∣2dµj

=
∑

l̃

∑

l3,m3

{
c
(l̃,l3)

· c
(l̃,m3)

}{
(κ̃+ 2πl̃, κ3 + 2πl3) · (κ̃+ 2πl̃, κ3 + 2πm3)

}
.

In order to manipulate the above expression into a convenient form, we notice two properties
of the Fourier series for φ, due to the assumptions that it is solenoidal (see (B.10)) and that its

6Recall that by a · b we denote the sesquilinear inner product of a, b ∈ C
3.
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κ-curl is orthogonal to Pj (i.e. parallel to the x3-direction). In terms of the Fourier coefficients cl,
the first condition can be written as follows:

0 =

∫

Q

∑

p̃,l3

exp
(
i(p̃ · x̃+ l3x3)

)
c(p̃,l3) · exp

(
−i(l̃ · x̃+m3x3)

)
(κ̃+ 2πl̃, κ3 + 2πm3)dµj

=

∫

(0,1)2

∑

p̃,l3

exp(ip̃ · x̃)c(p̃,l3) · exp(−il̃ · x̃)(κ̃ + 2πl̃, κ3 + 2πm3)dx̃

=
∑

l3

c
(l̃,l3)

· (κ̃+ 2πl̃, κ3 + 2πm3) ∀ l̃ ∈ Z
2, m3 ∈ Z,

(B.14)

which is obtained by setting

ϕ(x) = exp
(
−il̃ · x̃+m3x3

)
, x ∈ Q, l̃ ∈ Z

2, m3 ∈ Z,

as the test function for (B.10).
Similarly, the second condition takes the form

0 =

∫

Q

∑

p̃,l3

exp(ip̃ · x̃)
(
c(p̃,l3) × (κ̃+ 2πp̃, κ3 + 2πl3)

)
· exp(−il̃ · x)a,

=
∑

l3

(
c
(l̃,l3)

×
(
κ̃+ 2πl̃, κ3 + 2πl3

))
· a ∀ l̃ ∈ Z

2, a ∈ (0, 1)2.

(B.15)

Using standard formulae of vector calculus, we write, for each l̃ ∈ Z
2, m3 ∈ Z,

∑

l3

(
c
(l̃,l3)

× (κ̃+ 2πl̃, κ3 + 2πl3)
)
·
(
c
(l̃,m3)

× (κ̃+ 2πl̃, κ3 + 2πm3)
)

=
∑

l3

c
(l̃,m3)

·
{
(κ̃+ 2πl̃, κ3 + 2πm3)×

(
c
(l̃,l3)

× (κ̃+ 2πl̃, κ3 + 2πl3)
)}

=
∑

l3

c
(l̃,m3)

·
{
(κ̃+ 2πl̃, 0) ×

(
c
(l̃,l3)

× (κ̃+ 2πl̃, κ3 + 2πl3)
)}

+ c
(l̃,m3)

·
{
(0, κ3 + 2πm3)×

∑

l3

(
c
(l̃,l3)

× (κ̃+ 2πl̃, κ3 + 2πl3)
)}

=
∑

l3

c
(l̃,m3)

·
{
(κ̃+ 2πl̃, 0) ×

(
c
(l̃,l3)

× (κ̃+ 2πl̃, κ3 + 2πl3)
)}

=
∑

l3

({
c
(l̃,l3)

· c
(l̃,m3)

}{
(κ̃+ 2πl̃, 0) · (κ̃+ 2πl̃, 0)

}

−
{
c
(l̃,l3)

· (κ̃+ 2πl̃, κ3 + 2πm3)
}{
c
(l̃,m3)

· (κ̃+ 2πl̃, 0)
})

=
∑

l3

{
c
(l̃,l3)

· c
(l̃,m3)

}{
(κ̃+ 2πl̃) · (κ̃+ 2πl̃)

}
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−
{∑

l3

c
(l̃,l3)

· (κ̃+ 2πl̃, κ3 + 2πm3)
}{
c
(l̃,m3)

· (κ̃+ 2πl̃, 0)
}

=
∑

l3

{
c
(l̃,l3)

· c
(l̃,m3)

}{
(κ̃+ 2πl̃) · (κ̃+ 2πl̃)

}
.

Here, for the third equality we use the fact that by (B.15), the vector

∑

l3

(
c
(l̃,l3)

× (κ̃+ 2πl̃, κ3 + 2πl3)
)

is orthogonal to the (x1, x2)-plane and hence parallel to the vector (0, κ3+2πm3), and for the sixth
equality we use (B.14). It follows that
∫

Q

∣∣∇(eκφ)
∣∣2dµj = lim

K→∞

∫

Q

∣∣iϕκ+∇φK
∣∣2dµj

= lim
K→∞

∑

|l̃|≤K

∑

|l3|≤K−|l̃|

|m3|≤K−|l̃|

{{
c
(l̃,l3)

× (κ̃+ 2πl̃, κ3 + 2πl3)
}
·
{
c
(l̃,m3)

× (κ̃+ 2πl̃, κ3 + 2πm3)
}

+
{
c
(l̃,l3)

· c
(l̃,m3)

}
(κ3 + 2πl3) · (κ3 + 2πm3)

}

= lim
K→∞

{∫

Q

∣∣(iκ+∇)× φK
∣∣2dµj +

∫

Q

∣∣(iκ3 + ∂3)φK
∣∣2dµj

}

= lim
K→∞

{∫

Q

∣∣curl(eκφK)
∣∣2dµj +

∫

Q

∣∣∂3(eκφK)
∣∣2dµj

}
=

∫

Q

∣∣curl(eκφ)
∣∣2dµj +

∫

Q

∣∣∂3(eκφ)
∣∣2dµj ,

and therefore
∥∥∇̃(eκφ)

∥∥2
L2(Q,dµj)

=
∥∥∇(eκφ)

∥∥2
L2(Q,dµj)

−
∥∥∂3(eκφ)

∥∥2
L2(Q,dµj)

=
∥∥curl(eκφ)

∥∥2
L2(Q,dµj)

,

as required.

B.3.2 “Scalar” Poincaré inequality for a single plane

We continue working with a fixed j ∈ {1, . . . , N} and assume, without loss of generality, that the
plane Pj passes through zero and is orthogonal to the x3-direction. For a function φ ∈ C∞

# , we

denote by ∇̃φ(x) ∈ R
2, x ∈ Q, the (pointwise) projection of its gradient onto the (x1, x2)-plane.

We write

φ(x̃)−
∫

Q
φdµj =

∑

l̃∈Z2\{0}

c
l̃
exp
(
2πil̃ · x̃

)
, x̃ ∈ [0, 1)2, c

l̃
∈ C, l̃ ∈ Z

2 \ {0},

and notice that, for each κ̃ ∈ [−π, π)2, one has, assuming φ is non-constant on Pj ∩Q,
(∫

Q

∣∣∣∣φ−
∫

Q
φdµj

∣∣∣∣
2

dµj

)−1 ∫

Q

∣∣iϕκ̃+ ∇̃φ
∣∣2dµj
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=

( ∑

l̃,m̃∈Z2\{0}

α
l̃m̃
c
l̃
cm̃

)−1( ∑

l̃,m̃∈Z2\{0}

α
l̃m̃
c
l̃
cm̃(κ̃+ 2πl̃) · (κ̃+ 2πm̃)

)
,

where

α
l̃m̃

:=

∫

(0,1)2
exp
(
2πi(l̃ − m̃) · x̃

)
dx̃ =

{
1, l̃ = m̃,

0 otherwise.

It follows that
(∫

Q

∣∣∣∣φ−
∫

Q
φdµj

∣∣∣∣
2

dµj

)−1 ∫

Q

∣∣iϕκ̃+ ∇̃φ
∣∣2dµj =

( ∑

l̃∈Z2\{0}

|cl|2
)−1( ∑

l̃,m̃∈Z2\{0}

|cl|2|κ̃+ 2πl̃|2
)

≥ π2,

and hence ∫

Q

∣∣∣∣φ−
∫

Q
φdµj

∣∣∣∣
2

dµj ≤ π−2
∥∥∇̃(eκφ)

∥∥2
L2(Q,dµj)

, (B.16)

where ∇̃(eκφ) is the “tangential” gradient introduced at the beginning of Section B.3.1. If the
function φ is constant on Pj ∩ Q, the inequality (B.16) is satisfied trivially. Note also that an
inequality of the same for as (B.16) has thus been established for vector functions φ ∈ [C#]

3, by
applying it component-wise and adding the inequalities obtained for the individual components.
Below we discuss the vector case, for which the Poincaré inequality for any of the measures µj ,
j = 1, . . . , N, looks the same as (B.16), where φ is now a smooth vector function.

B.3.3 Connectivity argument

For the measure µ =
∑N

j=1 µj and φ ∈ [C∞
# ]3, we denote by ∇̃(eκφ) the (component-wise) tangential

gradient of φ at points of supp(µ), i.e. the orthogonal projection of ∇(eκφ) onto supp(µ).
Suppose that for j, k ∈ {1, . . . , N} the planes Pj and Pk intersect and fix a point αjk ∈ Pj ∩

Pk ∩Q. For any κ ∈ Q′, any function φ ∈ [C∞
# ]3, and all x ∈ Pj ∩Q, y ∈ Pk ∩Q, one has

eκ(x)φ(x) − eκ(y)φ(y) =

∫ 1

0
∇(eκφ)

(
αjk + t(x− αjk)

)
dt · (x− αjk)

−
∫ 1

0
∇(eκφ)

(
αjk + t(y − αjk)

)
dt · (y − αjk).

(B.17)

Multiplying both sides of (B.17) by eκ(y)
−1 = eκ(−y) and integrating over y ∈ Q with respect to

the measure µk (recalling that supp(µk) = Pk ∩Q) yields

eκ(x)φ(x)

∫

Q
e−1
κ dµk −

∫

Q
φdµk ≤

√
2

(∫ 1

0

∣∣∇̃(eκφ)
(
αjk + t(x− αjk)

)∣∣dt

+
∥∥∇̃(eκφ)

∥∥
L2(Q,dµk)

)
∀x ∈ Pj ∩Q.

(B.18)

Furthermore, multiplying both sides of (B.18) by eκ(x)
−1 and integrating over x ∈ Q with respect

to the measure µj yields
∫

Q
φdµj −

∫

Q
φdµk ≤

√
2
(∥∥∇̃(eκφ)

∥∥
L2(Q,dµj)

+
∥∥∇̃(eκφ)

∥∥
L2(Q,dµk)

)
≤

√
2‖∇̃(eκφ)

∥∥
L2(Q,dµ)

.
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By interchanging k and j if necessary, we thus obtain
∣∣∣∣
∫

Q
φdµj −

∫

Q
φdµk

∣∣∣∣ ≤
√
2
∥∥∇̃(eκφ)

∥∥
L2(Q,dµ)

.

Next, notice that since (∪N
j=1Pj)∩Q is connected by assumption, for each pair of planes in the

union there is a “path” from one plane to the other involving at most N planes, such that any
“adjacent” planes in the path intersect. It follows that for all pairs j, k the following bound holds:

∣∣∣∣
∫

Q
φdµj −

∫

Q
φdµk

∣∣∣∣ ≤
√
2N
∥∥∇̃(eκφ)

∥∥
L2(Q,dµ)

. (B.19)

Finally, using (B.19) and standard arithmetic inequalities, we obtain

∫

Q

∣∣∣∣φ−
∫

Q
φ

∣∣∣∣
2

dµ =

N∑

j=1

∫

Q

∣∣∣∣φ−
∫

Q
φ

∣∣∣∣
2

dµj =

N∑

j=1

∫

Q

∣∣∣∣φ−
N∑

k=1

N−1

∫

Q
φdµk

∣∣∣∣
2

dµj

=

N∑

j=1

∫

Q

∣∣∣∣
N∑

k=1

N−1

(
φ−

∫

Q
φdµk

)∣∣∣∣
2

dµj ≤
N∑

j=1

N∑

k=1

N−1

∫

Q

∣∣∣∣
(
φ−

∫

Q
φdµk

)∣∣∣∣
2

dµj

=
N∑

j=1

N∑

k=1

N−1

∫

Q

∣∣∣∣φ−
∫

Q
φdµj +

(∫

Q
φdµj −

∫

Q
φdµk

)∣∣∣∣
2

dµj

≤ 2

N∑

j=1

N∑

k=1

N−1

{∫

Q

∣∣∣∣φ−
∫

Q
φdµj

∣∣∣∣
2

dµj + 2N2‖∇̃(eκφ)
∥∥2
L2(Q,dµ)

}

= 2

N∑

j=1

{∫

Q

∣∣∣∣φ−
∫

Q
φdµj

∣∣∣∣
2

dµj + 2N2‖∇̃(eκφ)
∥∥2
L2(Q,dµ)

}

≤ 2

N∑

j=1

{
π−2‖∇̃(eκφ)

∥∥2
L2(Q,dµj)

+ 2N2‖∇̃(eκφ)
∥∥2
L2(Q,dµ)

}

≤ 2
(
π−2 + 2N3

)
‖∇̃(eκφ)

∥∥2
L2(Q,dµ)

.

Combining the above bound and the result of Proposition 8.3 applied for each j = 1, . . . , N, we
obtain ∫

Q

∣∣∣∣φ−
∫

Q
φ

∣∣∣∣
2

dµ ≤ CP

∥∥curl(eκφ)
∥∥2
L2(Q,dµ)

, (B.20)

with
CP = 2

(
π−2 + 2N3

)
, (B.21)

which we note depends on N only.
According to the result of Section B.2, the pair (u, curl(eκu)) is approximated by functions

φn ∈ [C∞
# ]3 satisfying the conditions of Proposition 8.3, i.e. such that (cf. (2.4))

∫

Q
eκφn · ∇(eκψ) dµ = 0 ∀ψ ∈ C∞

#
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and curl(eκφn) is pointwise orthogonal to supp(µ), where the approximation is understood in the
sense that (cf. (B.4))

(
eκφn, curl(eκφn)

) n→∞−→
(
u, curl(eκu)

)
in L2(Q, dµ)⊕ L2(Q, dµ).

Writing the bound (B.20) with φ = φn, where {φn} ⊂ [C∞
# ]3 is the approximating sequence

for u as described above, and passing to the limit as n → ∞ yields the inequality (4.7) with the
constant CP given by (B.21).
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