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We first propose a quantitative approach to detect high risk outbreaks of independent and coin-
fective SIR dynamics on three empirical networks: a school, a conference and a hospital contact
network. This measurement is based on the k-means clustering method and identifies proper samples
for calculating the mean outbreak size and the outbreak probability. Then we systematically study
the impact of different temporal correlations on high risk outbreaks over the original and differently
shuffled counterparts of each network. We observe that, on the one hand, in the coinfection process,
randomization of the sequence of the events increases the mean outbreak size of high risk cases.
On the other hand, these correlations dont have a consistent effect on the independent infection
dynamics, and can either decrease or increase this mean. While randomization of the daily pattern
correlations has no significant effect on the size of outbreak in either of the coinfection or indepen-
dent spreading cases. We also observer that an increase in the mean outbreak size doesn’t always
coincide with an increase in the outbreak probability; therefore we argue that merely considering
the mean outbreak size of all realizations may lead us into misestimating the outbreak risks. Our
results suggest that some sort of randomizing contacts in organization level of schools, events or
hospitals might help to suppress the spreading dynamics while the risk of an outbreak is high.

INTRODUCTION

Infectious diseases have had drastic impacts on human
health throughout the history, resulting in major social
and economical disruptions [13]. Mathematical models
are well known methods, used in order to achieve better
understanding and prediction of this phenomena [2, 19].
Susceptible-Infectious-Recovered (SIR) model [20] is one
of the most basic and common models for describing and
predicting the epidemics of the contagious diseases. This
model and its variations have been developed to model
patterns of spreading dynamics in different scenarios. For
instance, some models discuss how considering contact
networks of the host population can alter dynamics, e.g.
epidemic threshold [7, 23–29]. Some other works im-
proved models by considering temporality of the contacts
[22, 31, 36] and some studies focus on impact of some
temporal correlations on spreading dynamics [17, 33].
Moreover, some models consider the case of coinfective
diseases: when getting infected by one disease, alters the
chance of getting infected by another one. They stud-
ied cooperative or competitive spreading dynamics in the
mean field approximations and on complex networks with
different topologies [4–6, 11, 12, 30, 32, 34, 35, 40].

Despite all these successes, we lack a quantitative
method to measure systematically how temporal corre-
lations of the contact networks affect the spreading dy-
namics, specially when two or more dynamics interact.
On the other hand, the increasing amount of empirical
contact data, better computational performance, and our
interest in understanding real-world situations, lead us to
propose a quantitative measurement for studying the im-
pact of temporal correlations of the empirical networks on
independent and cooperative SIR dynamics. To address
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these issues, we run the independent and coupled SIR
model on three empirical temporal networks and their
randomized counterparts. Our proposed measurement
is based on the k-means clustering [1] and determines
which samples to pick up and average in order to detect
the impact of different correlations on outbreak size and
probability of the outbreak, theses samples represent the
high risk outbreaks.

MATERIALS AND METHODS

Topology: Empirical Temporal Networks

Here we study three different empirical temporal net-
works. All data sets are representative of the interac-
tions among individuals, using wearable sensors which
detect close-range contacts between individuals. These
data sets contain the list of contacts recorded within a
specific time period. Every contact is characterized by
the labels of the individuals conducting the interaction
and the time of the interaction; their format informs the
contact sequence picture which contrasts with the inter-
val graph [9, 14]. The networks are:

1. Hospital Network : ”Contacts between patients and
health-care workers in a hospital ward in Lyon,
France, from Monday, December 6, 2010 at 1:00
pm to Friday, December 10, 2010 at 2:00 pm” [38].

2. Conference Network : ”Face-to-face interac-
tions between ACM Hypertext 2009 conference
attendees”[16].

3. Primary School Network : ”Contacts between the
children and teachers in a primary school in Lyon,
France during two days in October 2009”[10, 37].

Some characteristics of these networks are summarized
in the table I.
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Data Vertices # Contacts # Duration Resolution link/t Ave

Hospital 75 32424 4 days 20s 0.093

Conference 113 20818 3 days 20s 0.098

Primary School 242 125773 32 hours 20s 1.076

TABLE I. Some characteristics of three different empirical temporal networks: Hospital Network[38], Conference Network [16]
and Primary School Network [37]

Shuffling temporal correlations

In order to study effects of different temporal cor-
relations on any spreading phenomena, one can shuffle
the correlations. Any shuffling method randomizes some
correlations and preserves the rest. Comparison of the
spreading dynamics on the original and shuffled networks
determines the impact of that specific temporal correla-
tion on the dynamics.
Let’s first introduce some attributes of our temporal net-
works:

1. D: Daily pattern: as is it’s shown in the first set of
graphs, daily patterns are the frequency of events,
namely contact occurrences.

2. C: Community structure.

3. B: Bursty event dynamics of single links.

4. W: Weight-topology correlations.

5. E: Event-event correlations between links.

Some of the shuffling methods we practiced are titled in
[17] by the network attributes they preserve, also a com-
prehensive naming convention has been designed in [9] to
label different methods of temporal network shufflings;
we will introduce our shuffles, using both conventions.

We define the time-stamps which every edge has ap-
peared as the single-link event sequence, and the number
of appearances of an edge as weight.

The shuffling methods, also demonstrated in Fig. 1 are
listed bellow:

1. DCWB (equal-weight link-sequence shuffled):
”Whole single-link event sequences are randomly
exchanged between links having the same number
of events. Temporal correlations between links are
destroyed”[17], titled P [w, pL(Θ)] in [9].

2. DCB (link-sequence shuffled): ”Whole single-link
event sequences are randomly exchanged between
randomly chosen links. Event-event and weight-
topology correlations are destroyed”[17], titled
P [L, pL(Θ)] in [9].

3. DCW (time-shuffled): ”Time stamps of the whole
original event sequence are randomly reshuffled.
Temporal correlations are destroyed”[17], titled
P [w, t] in [9].

4. D (configuration model): ”The original aggregated
network is rewired according to the configuration
model, where the degree distribution of the nodes
and contentedness are maintained but the topol-
ogy is uncorrelated. Then, original single-link event
sequences are randomly placed on the links, and
time shuffling as above is performed. All correla-
tions except seasonalities like the daily cycle are
destroyed”[17], titled P [k, Iλ, p(w), t] in [9]. The
only preserved attribute is the daily patterns, since
we use the previous time-stamp to randomly shuffle
our new edges on them. Since this kind of shuffling
may destroy the connectivity of our network, if so
one needs to use the giant cluster of the produced
network.

5. SOU (same-ordered): We introduce a new method
of shuffling for temporal networks. Using a uniform
random distribution, we create a new time-series
for our temporal network, and we assign the new
time-series to the occurrence time of our contacts,
while preserving the ordering of the events. Unlike
the previously implemented shuffles, the ordering
of the events (appearance of the edges) will remain
intact, but the time difference correlations (daily
patterns) will be destroyed.

Please note that all of the three original aggregated
networks have a single connected component as big as the
system size. Also all of the shuffling methods preserve the
size of connected component for the aggregated shuffled
network.

Dynamics

In this model every agent can be in any of three dif-
ferent states: ”S-I-R” (Susceptible-Infected-Recovered)
based on its status regarding any of the two disease. This
in total makes up 9 different states which are demon-
strated in Fig. 2. The simulations occur using the
rejection-based modeling [39]. on each time step,

1. every infectious agent, turns its susceptible neigh-
bors to an infectious agent for the same disease with
probability p.

2. every infectious agent, infects its neighbors which
have been infected (recovered) by the other disease
with probability q with the secondary infection.
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FIG. 1. Visualization of a sample original network and its shuffled counterparts. For each network, the upper figure demonstrates
the aggregated network with times of contacts as labels on edges. And the lower figure demonstrates a timeline for vertices,
while the vertical line denotes the existence of a contact between two vertices at that specific time-step.

3. every infectious agent recovers from each disease by
the probability r [3].

The two diseases generally act independently, except
that when an agent has been infected with one disease
(whether it’s recovered or still infectious), the probability
for becoming infected by the other disease q. The three
parameters r, p and q are our control parameters. Since
the number of control parameters are relatively high, we
set a specific value for r, for each temporal network, con-
sidering the frequency and distribution of its contacts,
see Fig. 4 and Table I. As it is noted in [33] we notice
the inactivity periods within each activity histogram. To
examine the effects of each network’s dynamics, we need
to consider a recovery rate, low enough, which enables
the infection to survive during the inactivity period. On
the other hand, considering a very low recovery rate will
decrease the speed of the spreading dynamic. It has been
reported that in cases in which, the speed of the dynamic
on the network (spreading) and the speed of the dynamic
of the temporal network have a large difference, the effect
of the spreading over the temporal will be the same as

on its weighted aggregated counterpart [8]. Therefore, to
capture the temporal effects, we consider the length of
the valleys as an indicator of the suitable recovery rate,
please see Fig. 4. by considering the time-scale of val-
ley’s for both hospital and conference network which is
approximately the size of 1000 steps(each step is 20 sec-
onds), we assign r = 0.001. In the case of primary school
the size of the valley is of the order of 5000 time steps
(each step is 20 seconds) so we assign r = 0.0002. We
also consider two cases for q, called cooperative and in-
dependent spreading as indicated in [33]. In the former
situation, we set q = 1 so the probability of acquiring
a second disease would be higher than the first one (the
range of values for p are drastically lower than 1). And
in the latter, we set q = p, so the spreading would be
totally independent.
The simulations run until the dynamics reach the sta-
tionary states, i.e. all of the agents will be in one of the
blue or green states of Fig. 2, while a temporal-periodical
boundary condition is applied to the contact network.
Our initial condition is set to a single randomly chosen
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FIG. 2. Different states in the SIR-SIR model [5] and the
probabilities of switching between states. Capital letters de-
note the infectious state regarding one disease, small case let-
ters denote the recovered states. Each arrow indicates a tran-
sition with a certain probability. State S illustrated by color
blue, denotes the agents’ initial states. Blocks illustrated by
color pink and green, respectively represent infectious and re-
covered states.

doubly infected node.

Macroscopic Observables (Order Parameters)

In such dynamics, the most common macroscopic ob-
servable is the average fraction of infected individuals, in
this case < ab >. However, as shown in [4] and [33] due to
the branching effect of the coinfection dynamics, average
won’t be a good indicator of suchh epidemic behaviors.
Moreover, this may not be specific to the situation of
coinfection and due to finite size effect one can observe
branches with somewhat similar results. The histograms
in Fig. 3, left panel and also in the supplementary ma-
terial, show at least two branches, one formed around
the 0 value (which may be cut out in our presentations)
and the other, i.e. outbreak branch, formed around a
higher value. This outbreak branch represents the high
risk outbreak instances. Therefore instead of averaging
the whole distribution, we only average over the outbreak
branch, namely mean out break size (ab), and also look
at another order parameter, namely outbreak probabil-
ity (Pab): the probability for a realization to land on
the outbreak branch. In simple terms the first parame-
ter indicates the pervasiveness of an outbreak, and the
second implies how likely it is that an outbreak would
occur. These parameters are mathematically defined in

equations 1 and 2, where ρab is the fraction of doubly
infected agents, π(ρab(p∗)) is the distribution of ρab for
a specific p∗ value of the control parameter and integra-
tion over outbreak branch (OB), accounting for high risk
outbreaks.

Pab(p∗) =

∫
OB

π(ρab(p∗))dρab(p∗) (1)

ab =

∫
OB

π(ρab(p∗))ρab(p∗)d(ρab(p∗)) (2)

Now a problem may arise that the main two branches
are not well distinguishable, specially in the case of coin-
fections on [4]. So we introduce a new method, using
k-means clustering [1] to determine their values.

k-means Clustering

Dynamics evolves following one of these scenarios: 1-
No considerable growth for either of the diseases. It
means that the dynamics dies out early in the process
and lands on the lower branch in Fig. 3, left and mid-
dle panels. 2- One disease dies out early and the other
disease gaining a considerable growth independently. It
means that cooperation does not affect the process. Sim-
ilarly, also in this scenario, dynamics lands on the lower
branch. 3- Both diseases gaining a considerable growth.
This type of dynamics ends up on the upper branch in
Fig. 3, left and middle panels.
Now to address the issue of distinguishing the outbreak
branch from the lower branch, we look at not only the ab
infected ones, but also the a (or b as the dynamics is sym-
metrical) infected ones. Fig. 3, right panel depicts these
scenarios in 3 clusters: blue, green and red respectively.
k-means clustering method provides us a systematic mea-
sure to classify these cases and find the red cluster, right
panel, as counterpart of the upper branch in the left and
middle panels. k-means clustering is a method of par-
titioning data into a specific number of clusters so that
data points within the same cluster will have less dis-
tance from each other, compared to data points of other
clusters. Here a and ab are the parameters employed to
devise an euclidean distance between the data points and
as we discussed, we set the number of requested clusters
for the k-means algorithm to 3.

By defining the red cluster which corresponds to the
outbreak branch, we can now quantitatively define Pab
as the fraction of realizations which fall in the outbreak
branch and ab as the outbreak branch center.

RESULTS

We proceed to span the phase space of p to observe the
behavior of the number of doubly infected agents (ab).
We first derive the distribution of the ab size for each
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FIG. 3. Systematic measurement of Pab (Eq. 1) and ab (Eq. 2). This figure demonstrates, how the k-means clustering measure
works, for example here for coinfection dynamics on the DCWB shuffled hospital network while q = 1 and r = 0.001. The
left panel shows the density of the ab population, and the probability that a realization ends to the given value of the density
(Pab: color code) while varying p, the first infection probability. The middle panel distinguishes precisely the two epidemic
branches in the left panel at p = 0.069, the vertical window. The right panel shows the fraction of individuals infected by
disease a (axis x) and by both diseases (axis y), within each realization. Each point denotes a single realization and different
colors indicate different clusters: red (doubly infected outbreaks), green (single infected), blue (no outbreaks). The lower parts
of left and middle panels are cut out in order to better emphasize on discrepancies in higher ab values. The dashed shapes,
encircle the realizations which make up the outbreak branch (OB) in each illustration. The number of realizations is 50000,
but for illustrative purposes in the right panel, only a sample of 5000 realizations are depicted.

FIG. 4. The periodic behavior of the number of contacts for 3600s aggregated time intervals for the a) Hospital Network, b)
Conference Network and c) Primary School Network.

set of parameters and networks. To visualize our results
we use 2D histograms consisting of 1D histograms for
each p value, as shown in Fig. 3, left panel and also in
the supplementary material.

The first point we observe by investigating 3, left panel
and all of the figures in the supplementary material
is the change in pc or the outbreak threshold. This
parameter which indicates the lowest value of p that
causes a significant outbreak, is lower for all coinfection
spreadings (q = 1), compared to their independent
(q = p) spreading counterparts.

Furthermore, we calculate Pab and ab for different shuf-
fled versions of our networks in Fig. 5.

As mentioned, all of the shufflings starting with
capital D (we will call them D family shuffles), retain the
daily patterns i.e. original time-series of the network,
while destroying the ordering of the events, (event-event
correlations) and therefore causality between the events;
whereas SOU shuffling retains the event-event correla-
tions and randomizes the time-series.

We firstly summarize our observations for coinfec-
tion, Fig. 5 panels a-f, scenarios:

1. D family shuffles will increase the value of ab for
high p values, therefore in case an outbreak hap-
pens it would be more hazardous. This may be
due to the fact that in the empirical networks with
an underlying spatio-temporal structure, there ex-
ist a localized behavior, meaning that individuals
will interact with the same group of people instead
of exploring new people, therefore they keep the
disease in close neighborhood during short periods
of time. Additionally spatio-temporal structures
will raise transitive relations, so the individual will
have stronger clustering compared to randomized
networks. For example, if an individual ”Sina”
is interacting with another individual ”Fakhteh”,
and ”Fakhteh” is interacting with ”Reza”, then the
probability that ”Sina” and ”Reza” interact with
each other in a short period of time, is higher than
the average probability of interaction between two
individuals, this is due to both spatio-temporal fea-



6

FIG. 5. Mean of the outbreak size (ab), columns 1 and 3, and the outbreak probability (Pab), columns 2 and 4, for coinfective
SIR-SIR (q = 1), columns 1 and 2, and independent SIR-SIR dynamics (q = p), columns 3 and 4. First, second and third rows
shows results for hospital, conference and primary school networks respectively. These values are respectively obtained based
on the introduced method in the Fig. 3 right panel, i.e. the percentage and average ab of red points in the right panel.

tures of the network and the social relations among
individuals. By destroying the event-event correla-
tions the individuals will have a higher chance to
interact with more people during a short period,
therefore it leads to an increase in the size of a pos-
sible outbreak. Due to the stronger clustering in
original networks, the pathogens can be trapped in
an spatio-temporal structure. Since D family shuf-
fling methods randomize these clusters, the trap-
ping probability get reduced and two diseases can
interact more often. Thus if they could meet, the
fraction of doubly infected people would increase.

2. SOU shuffle has no significant effect on ab. This
agrees with the results in [15], albeit there only a

single SIR dynamics is studied. Holme and Liljeros
have performed a type of shuffling named Inter-
event Interval Neutralized (IIN) method, which
sets a uniform time distribution to the activity of
each edge, within its original first (birth) and last
(death) appearance. By considering the average
number of infected individuals during SIR spread-
ing, they concluded that inter-event time distribu-
tions don’t have a significant effect on the spread-
ing, while the time of birth and death of a link are
important. One should note that, SOU shuffling
keeps the order of the events and redistributes the
time intervals between all events while IIN method
[15] redistributes the time intervals between the
events of the same type. This means that IIN may



7

lead to reordering of the events in small time du-
rations; but these methods are of the same nature
since they both keep the order of appearance of the
edges and the activity clock [18] between birth and
dead of a link intact, but they destroy the inter-
event time distributions.

However, as we can observe in Fig. 5, panels b, d
and f, SOU shuffles can either decrease or increase
the outbreak probability (Pab). This means that
inter-event time distributions may affect the dy-
namics but we need to look at proper order param-
eters and proper averaging. For instance, Holme
and Liljeros have only studied the outbreak size
(ab) averaged over all realizations and concluded
that inter-event time distributions have no signifi-
cant impact on the dynamics.

3. Some correlations which hinder the process of coin-
fection for a range of control parameters, may also
enhance the spreading for another set of parame-
ters. Fig. 5 panels a and c, present such examples,
where the DCB shuffles have less ab in compari-
son to the original networks for p < 0.03 (hospital)
and p < 0.05 (conference). Nevertheless, for the
DCB shuffles, ab manages to surpass the value of
the original network for greater values of the con-
trol parameter. Hence it should be noted that the
effect of link weight correlations on spreading phe-
nomena is highly dependent on the range of the
control parameter.

While recently some studies discussed that tempo-
ral correlations can either facilitate the spreading
dynamics or weaken such processes[8]; Here, our
results show that both scenarios can happen de-
pending on where the system is in the parameter
space. Which represents the dynamical and topo-
logical characteristic-times of the system.

Secondly, we compare the results of coinfection (q = 1)
Fig. 5 panels a-f with independent spreading dynamics
(q = p) Fig. 5 panels g-l we observe that:

1. Both order parameters ab and Pab are less in com-
parison to the coinfection case (q = 1).

2. D family shuffles don’t show a consistent effect on
ab, while they increase this value for coinfections.
This signifies that the order of the events and also
spatio-temporal correlations have a more intensive
effect on coinfection compared to the independent
spreading dynamics. This could be caused by the
fact that formation of the spatio-temporal commu-
nities may constraint the spreading of each infec-
tion in separate communities; considering that a
collision of the two diseases, leads to a greater effect
on the ab for the coinfection, this type of correla-
tions have a greater effect on the coinfective dynam-
ics. In another word, neighboring effects caused
by the existence of smaller communities in tempo-
ral networks, decrease the chance of two diseases

interacting with each other, so lack of interaction
between two diseases for proper time can impact
stronger the coinfection dynamics compared to the
independent dynamics.

3. SOU shuffle doesn’t have any significant effects on
ab, though it can affect (increase or decrease) Pab,
same as the situation with coinfection.

4. Similar to the coinfection cases, Fig. 5g shows
that some correlations which hinder the process of
spreading in a range of parameter p, may also en-
hance it in other ranges.

Finally as an alternative we can quantitatively com-
pare the results of the dynamics under different shuffles,
we compute the cross entropy or KullbackLeibler diver-
gence [21] for the probability distribution of ab for each
shuffled network in relation to the original network. To
avoid the singularity caused by the logarithm in the cross
entropy formula we increase the values of the histogram
by the minimum non-zero value and then normalize the
probability distribution again. The values for cross en-
tropy with the original network for our shuffled networks
can be seen in Fig. 6. We observe that generally the
dynamics have the closest behavior on the SOU shuffled
networks in comparison to the original networks. Since
the SOU shuffling keeps the order of events intact, we can
conclude that for such dynamics the sequence of events
has the most significant effect on the results. Further-
more, we show that although KullbackLeibler divergence
is taking to the account the whole ab distribution (Fig.
3 middle panel) in comparison to the K-means clustering
which focuses only on the outbreak branch (Fig. 3 red
dots in the right panel), the two measures agree that D
shuffle has the greatest impact on the conference and the
primary school networks Fig. 5 panels c, e, while DCB
has the greatest impact on the hospital network Fig. 5
panel a.

DISCUSSION

In summary, in this work, we studied the effects of
various temporal correlations on the spreading process,
both independent infection and coinfection. The dynam-
ics were SIR type and simulated on three different tem-
poral empirical networks, as well as their several shuffled
counterparts. Each of the shuffling methods preserved
some temporal correlations and randomized others. For
instance, we introduced SOU shuffling which keeps the
ordering of the events intact while randomizing the fre-
quency of the events. We argued that in order to see
the impact of any temporal correlation we need to in-
vestigate properly two order parameters: the probability
of outbreak (Pab) and the outbreak size (ab) as macro-
scopic observables. Moreover, since in so many cases a
simple ensemble averaging may lead to misinterpretation,
therefore, we introduced a systematic measurement to
identify the proper samples which represent the high risk
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FIG. 6. The value of cross-entropy for the dynamic results
under each shuffle in relation to the original network for the
value: p = 0.07 for hospital and conference networks and
p = 0.005 for the primary school network. This parameter in-
dicates the difference between the result of ab distribution for
coinfection (q = 1) on each shuffled network and its original
counterpart.

outbreaks, for calculating these two order parameters.
This measurement is based on the k-means clustering
method. Furthermore, we introduced another alterna-
tive method, namely KullbackLeibler divergence which
calculates the difference between distributions of ab for
shuffled and original networks. While k-means clustering
identifies the proper samples and then takes an average
over them, KullbackLeibler divergence computes the dis-
crepancy between two histogram cell by cell and then
takes an average; We showed that both measurements,
agree on which shuffling has dominant impact on which
network.

We showed that cooperation between two diseases fa-
cilitate the spreading dynamics on original networks as
well as shuffled networks. In the coinfection process, ran-
domization of the sequence of the events makes the out-
break more pervasive, i.e. ab decreases. On the other
hand, these correlations don’t have a consistent effect
on the independent infection dynamics, and can either
decrease or increase the outbreak size. This point indi-
cates that the ordering of the events and spatio-temporal
features have a greater effect on coinfection. In both in-
dependent infection and coinfection, daily patterns have
no significant effect on the outbreak size, but they can
change the probability of outbreaks for various networks.
The last but not the least, in order to understand the im-
pact of temporal correlations on spreading phenomena,
not only the proper order parameter and proper averag-
ing matters, but also the dependency on the range of the
control parameter matters.

Our proposed systematic measurement provides a
more precise method to trace the macroscopic observ-
ables. Thus it can help us to improve the epidemic risk

calculations [33]. Also our results can help organizers and
managers to better organize meetings and institutes, in
order to decrease high risk outbreaks. For instance, some
sort of shuffling of the shift charts in a hospital can de-
crease the probability of a high risk outbreak.

This method not only improves our understanding of
the dynamics ”on” the networks, but also can open a road
to understand better the topological features of the tem-
poral empirical networks, dynamics ”of” the networks.
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FIG. 7. The results of independent SIR-SIR infection (q = p) simulation on the hospital network, the x axis is the
control parameter p, the y axis is the size of the final doubly infected agents (ab), and the color axis denotes the percentage of
realization with the specific value of ab. Please note that the coloring scale is different on each graph, to clarify the discrepancy
between different regions of each graph.
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FIG. 8. The results of coinfective SIR-SIR (q = 1) simulation on the hospital network, the x axis is the control
parameter p, the y axis is the size of the final doubly infected agents (ab), and the color code denotes the percentage of
realization with the specific value of ab. Please note that the coloring scale is different on each graph, to clarify the discrepancy
between different regions of each graph.
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FIG. 9. The results of independent SIR-SIR infection (q = p) simulation on the conference network, the x axis
is the control parameter p, the y axis is the size of the final doubly infected agents (ab), and the color code denotes the
percentage of realization with the specific value of ab. Please note that the coloring scale is different on each graph, to clarify
the discrepancy between different regions of each graph.
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FIG. 10. The results of coinfective SIR-SIR (q = 1) simulation on the conference network, the x axis is the control
parameter p, the y axis is the size of the final doubly infected agents (ab), and the color code denotes the percentage of
realization with the specific value of ab. Please note that the coloring scale is different on each graph, to clarify the discrepancy
between different regions of each graph.
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FIG. 11. The results of independent SIR-SIR infection (q = p) simulation on the primary school network, the x
axis is the control parameter p, the y axis is the size of the final doubly infected agents (ab), and the color code denotes the
percentage of realization with the specific value of ab. Please note that the coloring scale is different on each graph, to clarify
the discrepancy between different regions of each graph.
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FIG. 12. The results of coinfective SIR-SIR (q = 1) simulation on the primary school network, the x axis is the
control parameter p, the y axis is the size of the final doubly infected agents (ab), and the color code denotes the percentage of
realization with the specific value of ab. Please note that the coloring scale is different on each graph, to clarify the discrepancy
between different regions of each graph.
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