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Abstract

Connections between Deep Neural Networks (DNNs) training and optimal control
theory has attracted considerable attention as a principled tool of algorithmic
design. Differential Dynamic Programming (DDP) neural optimizer [1] is a recently
proposed method along this line. Despite its empirical success, the applicability has
been limited to feedforward networks and whether such a trajectory-optimization
inspired framework can be extended to modern architectures remains unclear.
In this work, we derive a generalized DDP optimizer that accepts both residual
connections and convolution layers. The resulting optimal control representation
admits a game theoretic perspective, in which training residual networks can be
interpreted as cooperative trajectory optimization on state-augmented dynamical
systems. This Game Theoretic DDP (GT-DDP) optimizer enjoys the same theoretic
connection in previous work, yet generates a much complex update rule that better
leverages available information during network propagation. Evaluation on image
classification datasets (e.g. MNIST and CIFAR100) shows an improvement in
training convergence and variance reduction over existing methods. Our approach
highlights the benefit gained from architecture-aware optimization.

1 Introduction

Attempts from different disciplines to provide a fundamental understanding of deep learning have
advanced rapidly in recent years. Among those, interpretation of DNNs as discrete-time nonlinear
dynamical systems, by viewing each layer as a distinct time step, has received tremendous focus
as it enables rich analysis ranging from numerical equations [2], mean-field theory [3], to physics
[4, 5, 6]. For instance, interpretation of residual networks as a discretization of ordinary differential
equations (ODEs) [7] provides theoretical reasoning on its optimization landscape [8]. It also inspires
new architecture that inherits numerical stability [9, 10, 11] and differential limit [12, 13].

Development of practical optimization methods, however, remains relatively limited. This is primarily
because classical approach to optimize dynamical systems relies on the optimal control theory, which
typically considers systems with neither the dimensionality nor parameterization as high as DNNs.
Such a difficulty limits its application, despite showing promising convergence and robustness in
trajectory optimization [14], to mostly theoretical interpretation of DNNs training [15, 16]. The
algorithmic progress has been restricted to either specific network class (e.g. discrete weight [17])
or training procedure (e.g. hyper-parameter adaptation [18] or computational acceleration [19, 20]),
until the recently proposed Differential Dynamic Programming (DDP) optimizer [1].

DDP is a second-order optimizer built upon a formal connection between trajectory optimization
and training feedforward networks, and from such it suggests existing training algorithms can be
lifted to embrace the dynamic programming principle, resulting in superior parameter updates with
layer-wise feedback policies. However, DDP is an architecture-dependent optimizer, in that the
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feedback policies need to be derived on a per architecture basis. This raise questions of its flexibility
and scalability to training modern architectures such as residual networks [21], since the existing
formulation scales exponentially with the batch size (see Fig. 1).
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Figure 1: Comparison on MNIST.

In this work, we present a game-theoretic extension to the DDP
optimizer (GT-DDP) which arises naturally from the optimal
control representation of residual networks. GT-DDP treats each
layer as a decision maker in a multi-stage coalition game con-
nected through network propagation. This leads to much com-
plex feedback policies as information is allowed to exchanged
between layers. Despite the increasing computation, we lever-
age efficient approximations which enable GT-DDP to run on
a faster wall-clock yet with less memory (see Fig. 1). On the
theoretical side, we extend previous analysis for feedforward
networks to arbitrary architecture (Proposition 4), and derive game-theoretic integration for existing
second-order optimizers (Theorem 3 and Corollary 7). GT-DDP shows an overall improvement on
image classification dataset.

There has been a rising interest in game-theoretic analysis since the landmark Generative Adversarial
Network [22]. By framing networks into a two-player competing game, prevalent efforts have been
spent on studying its convergence dynamics [23] and effective optimizers to find stable saddle points
[24, 25], Notably, our layer-as-player formulation has appeared in Balduzzi [26] to study the signal
communication implied in the Back-propagation, yet without any practical algorithm being made.
On the other hand, the cooperative game framework has been used to discover neuron contribution in
representation learning and network pruning [27, 28], which are of independent interest for this work.

The paper is organized as follows. We first review the connection between optimal control and DNNs
training in Sec. 2. Extending such framework to residual networks is then given in Sec. 3, with
GT-DDP demonstrated in Sec. 4. We provide empirical results and discussion in Sec. 5 and 6.

2 Preliminaries

2.1 Optimal Control Formulation of Training DNNs

Classical optimal control problem (OCP) in discrete time considers the following programming:

min
ū
J(ū;x0) :=

[
φ(xT ) +

T−1∑
t=0

`t(xt,ut)

]
s.t. xt+1 = ft(xt,ut) , (1)

where xt ∈ Rnt and ut ∈ Rmt represent the state and control at each time step t ∈ {0, · · · , T}. ft,
`t and φ respectively denote the dynamics, intermediate cost and terminal cost. The control trajectory
is denoted as ū , {ut}T−1

t=0 . Eq. (1) can be interpreted as the training objective of DNNs by treating
xt and ut as the vectorized activation map (x0 and xT being input image and prediction vector) and
weight at each layer t. ft stands as the compositional module propagating the activation vector, e.g.
an affine transformation followed by an element-wise activation in a feedforward network. `t and φ
denote the per-layer regularization (e.g. weight decay) and terminal loss (e.g. cross-entropy).

Following these notations, the gradient descent (GD) update at iteration k can be written as ū(k+1) =
ū(k) + δū∗ = ū(k) − η∇ūJ , where η is the learning rate. We can further break down the update for
the full network to each layer, i.e. δū , {δut}T−1

t=0 , computed backward by
δu∗t = arg min

δut∈Rmt
{Jt +∇utJ

T
t δut + 1

2δu
T
t ( 1

ηIt)δut} , (2)

where Jt(xt,ut) , `t(ut) + Jt+1(ft(xt,ut),ut+1) , JT (xT ) , φ(xT ) (3)
is the per-stage objective1 at layer t. It can be readily verified that ∇xtJt gives the exact Back-
propagation dynamics. Eq. (2) follows the standard optimization interpretation in which GD mini-
mizes the second-order Taylor expansion of Jt with its Hessian∇2

utJt replaced by 1
ηIt, i.e. spherical

Notation: t will always be denoted the time step of dynamics, or equivalently the layer’s index. Given
a time-dependent function Ft(xt,ut) : X × U 7→ R, we will denote and sometimes abbreviate it Jacobian,
Hessian, and mixed partial derivative respectively as∇xtFt ≡ F tx,∇2

xtFt ≡ F
t
xx, and∇xt∇utFt ≡ F txu.

1 We drop xt in all `t(·) hereafter as the layer-wise regularization typically involves network weight alone.
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Algorithm 1 DDP Neural Optimizer (at iteration k)

1: Input: forward pass {xt}Tt=0 with weights ū(k)

2: Set V Tx = ∇xφ and V Txx = ∇2
xφ

3: for t = T − 1 to 0 do
4: Compute derivatives of Qt with V t+1

x , V t+1
xx

5: Compute kt, Kt, V tx and V txx

6: end for
7: Set x̂0 = x0

8: for t = 0 to T − 1 do
9: ût = u

(k)
t +kt +Ktδxt, (δxt = x̂t−xt)

10: x̂t+1 = ft(x̂t, ût)
11: end for
12: ū(k+1) ← {ût}T−1

t=0

Figure 2: Comparison of computational graphs in
feedforward networks.

curvature. In a similar vein, adaptive first-order methods, such as RMSprop and Adam, approximate
∇2

utJt by diagonal matrices with the leading entries adapting to the second-moment statistics in each
coordinate. Second-order optimizers like KFAC [29, 30] and EKFAC [31] compute much complex
non-diagonal curvature matrices with Gauss-Newton approximation, i.e. ∇2

utJt ≈ J
t
uJ

t
u
T.

2.2 Differential Dynamic Programming Neural Optimizer

Differential Dynamic Programming (DDP) is a second-order trajectory optimization algorithm
that solves the same programming in Eq. (1). Instead of searching updates from Rmt , at each
decision stage DDP aims at finding a locally-optimal feedback policy, i.e. δut(δxt) ∈ Γδxt , where
Γδxt = {bt + Atδxt : bt ∈ Rmt ,At ∈ Rmt×nt} denotes all possible affine mappings from the
state differential δxt. The resulting per-stage updates can also be computed backward:

δu∗t (δxt) = arg min
δut∈Γδxt

{Qt +
1

2

[
1
δxt
δut

]T  0 Qtx
T

Qtu
T

Qtx Qtxx Qtxu
Qtu Qtux Qtuu

[ 1
δxt
δut

]
} , (4)

where Vt(xt) , min
ut∈Γxt

`t(ut) + Vt+1(ft(xt,ut))︸ ︷︷ ︸
Qt(xt,ut)≡Qt

, VT (xT ) , φ(xT ) (5)

is the value function that summarizes the objective value when all the afterward stages, i.e. Qs≥t, are
minimized. Hereafter we will denote the quadratic expansion in Eq. (4) as δQt(δxt, δut). Qt will be
referred to the Bellman objective, as Eq. (5) is well-known as the Bellman equation [32].

The analytic solution to Eq. (4) is given by δu∗t (δxt) = kt + Ktδxt, where kt , −(Qtuu)−1Qtu
and Kt , −(Qtuu)−1Qtux are the locally optimal open and feedback gains. From the chain rule,
evaluating the derivatives of Qt in Eq. (4) requires one to compute V t+1

x and V t+1
xx . These quantities

can be obtained by simply substituting δu∗t (δxt) to Eq. (5) at each stage:
V tx = ∇xt{Qt + δQt(δxt, δu

∗
t (δxt))} = Qtx +Qtxukt ,

V txx = ∇2
xt{Qt + δQt(δxt, δu

∗
t (δxt))} = Qtxx +QtxuKt .

(6)

It is obvious that Eq. (4, 5) resemble Eq. (2, 3) in several ways. Both classes of optimizer perform
quadratic approximation of the stage-wise objective, except DDP also expands the objective wrt δxt,
which requires computing the mixed partial derivatives Qtux. The theoretical connection between
these two approaches for feedforward networks has been made formally in Liu et al. [1].
Proposition 1 ([1]). When Qtux = 0 at all stages, the first-order derivative of the value function
collapses to the Back-propagation gradient in feedforward networks, i.e. V tx = J tx. In this case, DDP
computes the same update in stage-wise Newton2: δu∗t (δxt) = −(J tuu)−1J tu. If we further assume
Qtuu = 1

ηIt, then DDP degenerates to the Back-propagation with gradient descent.

Proposition 1 suggests that by setting Qtux = 0 and choosing a proper Qtuu, we can recover existing
optimizers from DDP. Meanwhile, existing methods can be extended to accept DDP framework by
computing Qtux. The resulting layer-wise feedback policies generate weight update with additional
forward pass (lines 7-11 in Alg. 1), in which the state differential is computed. We summarize the
backward pass and weight update procedure of the DDP optimizer in Alg. 1 and Fig. 2.

2 Stage-wise Newton preconditions the gradient by the block-wise inverse Hessian at each layer.
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3 Optimal Control Representation for Residual Networks

In this section, we extend the Bellman optimization framework to networks consist of residual paths.
Despite that in the Back-propagation this simply involves merging additional gradient flow from the
shortcut, its optimal control representation is much complex when second-order information and
Bellman minimization are involved. We leave the complete derivation in the Appendix A.

3.1 Residual Connection as State-Augmented Dynamics

Consider the residual network in Fig. 3a. Let us denote xr as the residual state shortcutting from the
layer ts to tf , so that the output is merged by xtf+1 = xr + ftf (xtf ,utf ). The Bellman equation
along the residual path is given by

Vts(xts) = minut∈[ts,tf ]
`ts(uts) + · · ·+ `tf (utf ) + Vtf+1(xr + (ftf ◦ · · · ◦ fts)(xts)) , (7)

which can be decomposed into the following minimization and solve recursively from tf :

Vt(xr,xt) = minut Qt(xr,xt,ut) :=

{
`t(ut) + Vt+1(xr + ft(xt,ut)) , t = tf (8a)
`t(ut) + Vt+1(xr, ft(xt,ut)) , t ∈ (ts, tf ) (8b)

Vts(xts) = minuts Qts(xts ,uts) := `ts(uts) + Vts+1(xts , fts(xts ,uts)) (8c)

Eq. (8) suggests the value functions of layers parallel to the shortcut depend not only on its own state
xt but also the residual xr. This is better explained from the game theoretic viewpoint. As xr affects
the payoff obtained during t ∈ [ts, tf ] through the addition at tf + 1, it shall contribute to decisions
made at these stages. Notice that we can rewrite the propagation rule as state-augmented dynamics
f̂t(xr,xt,ut). Dynamics of such forms resemble time-delayed systems [33], f(xt−i, · · · ,xt,ut).
Instead of a constant moving window, here we consider a fixed time stamp anchored at ts.

The new DDP update can be solved similar to Eq. (4), except the Bellman objective should be
expended additionally wrt to δxr. The optimal feedback law thus depends on the differential of both
states:

δu∗t (δxt, δxr) = kt + Ktδxt + Gtδxr , where Gt , −(Qtuu)−1f tu
T
V t+1
xxr (9)

is the optimal residual feedback gain. kt and Kt are the same open and feedback gains computed in
the absence of shortcut. Thus, the new update rule has an additional feedback from the channel of
residual state (cf. Fig. 3b). The term V t+1

xxr denotes the mixed partial derivatives of Vt+1(xr,xt+1),
quantifying how these two states should be correlated mathematically. It can be computed, together
with the residual value Hessian V t+1

xrxr , through backward recursions similar to Eq. (6),

V txxr = f tx
T
V t+1
xxr −KT

t Q
t
uuGt , V txrxr = V t+1

xrxr −GT
t Q

t
uuGt , (10)

with the terminal conditions given by V tf+1
xxr = V

tf+1
xrxr = V

tf+1
xx .

It is natural to ask how the optimal control representation differs between residual and feedforward
networks. This is summarized in the following proposition.

Proposition 2. When networks contain shortcut from ts to tf , the derivatives of the value function at
stage ts, denoted Ṽ tsx and Ṽ tsxx, relate to the ones in feedforward networks, denoted V tsx and V tsxx, by

Ṽ tsx = V tsx + V
tf+1
x −

∑
t∈[ts,tf ] G

T
t Q

t
uukt , (11)

Ṽ tsxx = V tsxx + V
tf+1
xx −

∑
t∈[ts,tf ] G

T
t Q

t
uuGt + V tsxxr + V tsTxxr (12)

There are several interesting implications from Proposition 2. First, recall that in the Back-propagation,
the gradient at ts is obtained by simply merging the one from the shortcut, i.e. J̃ tsx = J tsx + J

tf+1
x .

In the Bellman framework, Ṽ tsx is modified in a similar manner, yet with an additional summation
coming from the Bellman minimization along the shortcut. Interpretation for Ṽ tsxx follows the same
road map, except the mixed partial derivative V tsxxr also contributes to the Hessian of the value function
at ts. We highlight these traits which distinguish our work from both standard Back-propagation and
previous work [1].
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Figure 3: Terminology and weight update graph for (a) standard Back-propagation and (b)(c) GT-DDP
optimizer with identity and arbitrary shortcut mapping.

3.2 Cooperative Trajectory Optimization with Non-identity Shortcut Mapping

In some cases, the dimension of feature map between ts and tf may be mismatched; thus the residual
path will contain a non-identity shortcut mapping [34]. For CNNs this is typically achieved by
down-sampling xr with an 1×1 convolution. Hereafter we will denote this non-identity mapping as
x′r = ht(xr,vt), where vt is the vectorized weight. The new Bellman equation, consider for instance
when we add the mapping to the middle of residual path, i.e. t ∈ (ts, tf ) in Eq. (8b), becomes

Vt(xr,xt) = min
ut,vt

`(ut) + `(vt) + Vt+1(ht(xr,vt), ft(xt,ut))︸ ︷︷ ︸
,Qt(xr,xt,ut,vt)

. (13)

MinimizingQt(xr,xt,ut,vt) simultaneously wrt ut and vt resembles the formulation in a complete
Cooperative Game (CG) [35]. In its common setup, two players observe the same state and decide
their policies to maximize a cooperative payoff. The game is complete in that all information is
known and shared in prior; thus can be leveraged to make better decisions. Application of DDP to
solving CG has been studied previously in robotics for robust trajectory optimization [36].

Before solving Eq. (13), it will be useful to first revisit cases when each policy can be solved
independently, i.e. whenQt(xr,xt,ut,vt) = Qt(xt,ut)+Qt(xr,vt). In this case, we know kt,Kt

is the solution to arg minut Qt(xt,ut). Let us further denote It + Ltδxr = arg minvt Qt(xr,vt),
where It , −(Qtvv)−1Qtv and Lt , −(Qtvv)−1Qtvxr . Now, solving Eq. (13) by quadratically
expanding Qt(xr,xt,ut,vt) wrt all variables will arrive at the following form3:

δu∗t (δxt, δxr) =k̃t + K̃tδxt + G̃tδxr (14)

=− Q̃−1
uu

(
Qtu +QtuvIt + (Qtux −QtuvQ

−1
vvQ

t
vx)δxt + (Qtuxr +QtuvLt)δxr

)
,

δv∗t (δxt, δxr) =Ĩt + L̃tδxr + H̃tδxt (15)

=− Q̃−1
vv

(
Qtv +Qtvukt + (Qtvxr −Q

t
vuQ

−1
uuQ

t
uxr )δxr + (Qtvx +QtvuKt)δxt

)
,

where Q̃tuu , Qtuu−QtuvQ
−1
vvQ

t
vu and Q̃tvv , Qtvv−QtvuQ−1

uuQ
t
uv result from the block-matrices

inversion with the Schur complement. The update rules provided in Eq. (14, 15) are much complex
and do not admit forms of superposition as in Eq. (9). To make some intuitions, compare for instance
the open gain kt , −Q−1

uuQ
t
u with its cooperative variant k̃t , −Q̃−1

uu(Qtu + QtuvIt). The latter
adjusts the policy by knowing the companion’s update rule It, and information between two players’
actions communicates through Quv and Qvu. Similar interpretation can be drawn for the feedback
gains Kt and K̃t, as Qvu allows information to flow from Qux through Qvx, and etc.

Fig. 3c illustrates how these feedback policies generate the weight update. kt and Kt are applied
in the same manner as in feedforward networks (c.f. Fig. 2). Layers parallel to the skip connection
receive additional residual feedback from Gt. At the decision stage when the non-identity shortcut
mapping is involved, policies will be modified to their cooperative form, i.e. k̃t, K̃t, G̃t, Ĩt, L̃t, H̃t.
Notice that the residual policies Gs≤t and Gs>t now take different state differential (δxr and δx′r
resp.). This implies the GT-DDP solution to residual networks is not unique, as placing ht(xr,vt) at
different location along the shortcut will result in different value of weight update. Despite seemly
unintuitive, from the game theoretic perspective it implies one would prefer δx′r to δxr whenever the
former is available, since states closer to the decision stage reveal more information.

3 We omit the superscript t of Q−1
uu,Q−1

vv ,Q̃−1
uu,Q̃−1

vv sometimes for notational simplicity but stress that Q is
always time (i.e. layer) dependent in this work.
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Table 1: Relation between existing first (e.g. RMSprop) and
second-order (e.g. EKFAC) algorithms under GT-DDP framework4

Quu,Qvv Quv ,Qvu
nonzero Qux,

Qvxr ,Quxr , Qvx

RMSprop 1
η

diag(Ju � Ju + ε) 0 7

GT-DDP-RMSprop 1
η

diag(Qu �Qu + ε) 0 3

EKFAC E[xxT]⊗ E[JhJ
T
h ] 0 7

GT-DDP-EKFAC E[xxT]⊗ E[VhV
T
h ] Theorem 3 3

4 Game Theoretic DDP Neural Optimizer

In this section we discuss efficient computation of the update rules proposed in the previous section to
training residual networks. As the algorithm generalizes the DDP framework [1] to new architectures
under game-theoretic perspective, we name it the Game Theoretic DDP neural optimizer (GT-DDP).
Detailed derivation and proof in this section are left in the Appendix B.

4.1 Curvature Approximation

Computation of the GT-DDP solution involves extensive evaluation of the derivatives of Qt wrt
different variables. Since ft is highly over-parametrized in each network layer, second-order deriva-
tives wrt the weight parameter, e.g. Qtuu Q

t
vv , are particularly expansive to compute, let alone their

inversions. Thus, approximation must be made for these matrices.

Following the curvature interpretation in Sec 2.1, one can simply substitute these expansive Hessians
with the ones considered in existing methods. For instance, replacing Qtuu with an identity (or diago-
nal) matrix resembles the (adaptive) first-order update rule. Note that this first-order approximation
implicitly implies both Qtuv and Qtvu to vanish, since by construction first-order methods omit the
covariances among different weight coordinate.

As for second-order approximation, in this work we consider the popular Kronecker factorization
used in EKFAC [31]. Let ft ≡ σ(Wtxt+bt) be the generic dynamics where σ is the activation
function, and denote ht ≡ Wtxt + bt as the pre-activation vector. EKFAC factorizes Qtuu ≈
E[xtx

T
t ]⊗ E[gtg

T
t ], where ⊗ is the Kronecker operator and gt := J th is the first-order derivative of

the per-stage objective wrt the pre-activation vector5. The expectation is taken wrt the batch sample.
Factorizing GT-DDP with Kronecker operation requires one to derive the Kronecker representations
for the cooperative matrices appeared in CG, which are given below.
Theorem 3 (Kronecker factorization in Cooperative Game). Suppose Quu and Qvv are factorized
respectively by Quu ≈ Auu ⊗Buu and Qvv ≈ Avv ⊗Bvv , where

Auu , E[xux
T
u] , Buu , E[gug

T
u] , Avv , E[xvx

T
v ] , Bvv , E[gvg

T
v ]

are the Kronecker block matrices for layers f(xu,u) and h(xv,v). Further, let Auv , E[xux
T
v ]

and Buv , E[gug
T
v ], then the unique Kronecker factorizations for the matrices in CG are given by

Q̃−1
uu ≈ Ã−1

uu ⊗ B̃−1
uu = (Auu −AuvA

−1
vvA

T
uv)−1 ⊗ (Buu −BuvB

−1
vvB

T
uv)−1 (16)

Q̃−1
vv ≈ Ã−1

vv ⊗ B̃−1
vv = (Avv −AT

uvA
−1
uuAuv)−1 ⊗ (Bvv −BT

uvB
−1
uuBuv)−1 , (17)

and Quv = QT
vu ≈ −Auv ⊗Buv . The CG update, take k̃t for example, can be computed by

k̃t = −vec(B̃−1
uu(Qu +BuvB

−1
vvQvA

−T
vv A

T
uv)Ã−Tuu) . (18)

Hereafter we will refer these approximations respectively to GT-DDP-RMSprop, GT-DDP-EKFAC,
and etc. The algorithmic relation between existing methods and their DDP integration is summarized
in Table 1, with the theoretical connection given by the following proposition.
Proposition 4. The update rules derived from stage-wise minimization of the Bellman equation
degenerate to the method it uses to approximate the weight Hessian, i.e. Quu Qvv , when the Bellman
objective Qt at all stages satisfies (i) all mixed partial derivatives between parameter and activation,
e.g. Qux,Quxr , vanish, and (ii) parameters between distinct layers are uncorrelated.

4� denotes element-wise multiplication. h is the pre-activation vector defined in Sec. 4.
5 For GT-DDP-EKFAC, we have gt := V th. We left further introduction and derivation in Appendix B.1.
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Note that Proposition 4 extends Proposition 1 to arbitrary architectures beyond feedforward and
residual networks, so long as its layer-wise Bellman objective is properly defined.

4.2 Practical Implementation

Figure 4: Example of
V tx′x′ for batch size B =
4 in DIGITS dataset.
Higher (whiter) values
concentrate along the di-
agonal blocks V t

x(i)x(i)

Block-diagonal Value Hessian: Extending the Bellman optimization
framework to accept mini-batch samples {x(i)

0 }Bi=0 has been made in pre-
vious work [1] by augmenting the state space to x′t = [· · · ,x(i)

t , · · · ]T.
However, such a formulation can cause memory explosion when xt is
lifted to 3D feature map in convolutional layers, let alone the augmented
value function considered in GT-DDP (cf Eq. (8)). In this work, we
propose to approximate the batch-augmented value Hessian V tx′x′ as
block-diagonal. The approximation is made from an empirical obser-
vation (see Fig. 4) that V tx′x′ contains only nontrivial values along the
diagonal blocks, even when networks contain Batch Normalization (BN)
layers. This suggests one can reduce the memory consumption by approx-
imating the batch-augmented value Hessian as block-diagonal and only
carry batch matrices, {V t

x(i)x(i)}Bi=0, along the backward computation.

Gauss-Newton (GN) Approximation at the Terminal Hessian: Next,
we impose Gauss-Newton approximation to the Hessian at the prediction
layer. Surprisingly, this will lead to a nontrivial factorization in the Bellman optimization framework.
For dynamics represented by feedforward networks, we have the following proposition.
Proposition 5 (Outer-product factorization in DDP). Consider the following form of OCP:

min
ū

[
φ(xT ) +

T−1∑
t=0

`t(ut)

]
s.t. xt+1 = ft(xt,ut) . (19)

If the Hessian of the terminal loss can be expressed by an outer product of vectors, i.e. ∇2φ(xT ) ≈
zTx ⊗ zTx for some vector zTx (e.g. zTx = ∇φ for GN approximation), then we have the factorization:

∀t , Qtux = qtu ⊗ qtx , Qtxx = qtx ⊗ qtx , V txx = ztx ⊗ ztx , (20)

where qtu, qtx, and ztx are outer-product vectors which can be computed backward:

qtu = f tu
T
zt+1
x , qtx = f tx

T
zt+1
x , ztx =

√
1 + qt Tu (Qtuu)

−1
qtu qtx . (21)

In other words, the outer-product factorization at the final stage can be backward propagated to all
proceeding layers. Thus, state-dependent second-order matrices can be represented as outer products
of vectors. We note that the low-rank structure at the prediction layer has been observed when
classification loss (e.g. cross-entropy) is used [37, 38]. Prop. 5 can be extended to residual networks:
Proposition 6 (Outer-product factorization in GT-DDP). The residual value Hessians considered in
Eq. (10), when the same outer-product factorization is imposed at the terminal stage, take the form

V txxr = ztx ⊗ ztxr and V txrxr = ztxr ⊗ ztxr , where ztxr =

√
1 + qt Tu (Qtuu)

−1
qtu zt+1

xr
(22)

and (qtu, q
t
x, z

t
x) are given by Eq. (21). When the non-identity shortcut mapping, i.e. ht(xr,vt) in

Eq. (13), is presented, the cooperative forms of ztx and ztxr , denoted z̃tx and z̃txr , are given by

z̃tx =

√
1 + qt Tu Q−1

uuqtu + qt Tv Q−1
vvqtv qtx , z̃txr =

√
1 + qt Tu Q−1

uuqtu + qt Tv Q−1
vvqtv qtxr ,

(23)

where qtxr = ht Txr z
t+1
xr , and qtv = ht Tv zt+1

xr .

The outer-product factorization, together with the block-diagonal approximation, reduces the compu-
tational dependency by dropping the memory by 2/3 and the runtime by 1/5 compared with previous
work [1], as shown in Fig. 1. As such, we adopt both approximation in all experiments.

Jacobian of Layers Dynamics: Finally, computing the derivatives of the Bellman objective involve
evaluating the Jacobian associated with each layer, e.g. Qtx = f tx

T
V t+1
x and Qtu = f tu

T
V t+1
x . These

computations can be done efficiently for both fully-connected (FC) and convolution (Conv) layers:

f tx
T
V t+1
x =

{
W T

t V
t
h

ωT
t ∗̂ V th

, f tx
T
V t+1
x =

{
xt ⊗ V th
xt ∗̂ V th

, where f tx = σt(ht) , ht ,
{

Wtxt + bt
ωt ∗ xt
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respectively denote the pre-activation of FC and Conv layers. ∗ and ∗̂ denote the convolution and
deconvolution (transposed convolution) operator [39, 40].

5 Evaluation on Classification Data Set
Table 2: Performance comparison on train loss and validation accuracy (over 6 random seeds).
(+) and (-) respectively denote improvement and degradation over non-GT-DDP baselines.

Data Set SGD RMSProp Adam EKFAC
GT-DDP

-SGD
GT-DDP

-RMSProp
GT-DDP
-Adam

GT-DDP
-EKFAC

Tr
ai

ni
ng

DIGITS 0.0053 0.0247 0.0182 0.0514 0.0050 (+) 0.0124 (+) 0.0081 (+) 0.0514 (+)
MNIST 0.0250 0.0284 0.0330 0.0290 0.0240 (+) 0.0282 (+) 0.0312 (+) 0.0291 (-)
SVHN 0.2755 0.2670 0.2544 0.2049 0.2692 (+) 0.2637 (+) 0.2517 (+) 0.2047 (+)

CIFAR-10 0.0296 0.0107 0.0127 0.0922 0.0284 (+) 0.0069 (+) 0.0096 (+) 0.0907 (+)
CIFAR-100 0.0075 0.0058 0.0055 0.0120 0.0075 (-) 0.0058 (+) 0.0054 (+) 0.0125 (-)

V
al

id
at

io
n

(%
) DIGITS 96.09 95.61 95.81 95.31 96.10 (+) 95.92 (+) 95.84 (+) 95.55 (+)

MNIST 98.59 98.52 98.51 98.56 98.62 (+) 98.53 (+) 98.51 (+) 98.56 (-)
SVHN 88.58 88.96 89.20 88.75 89.90 (+) 89.02 (+) 89.22 (+) 89.91 (+)

CIFAR-10 74.69 70.88 72.51 74.33 74.69 (+) 70.97 (+) 72.68 (+) 74.18 (-)
CIFAR-100 71.78 71.65 71.96 71.95 72.06 (+) 71.91 (+) 72.19 (+) 72.24 (+)

Figure 5: Archi-
tecture and residual
block in Sec. 5.

In this section we verify the performance of our GT-DDP optimizer and discuss
the benefit of having layer-wise feedback policies during weight update. Detail
experiment setup and additional results are provided in the Appendix C.

We validate the performance of GT-DDP on digits recognition and image
classification data set. The networks consist of 1-4 residual blocks followed
by fully-connected (FC) layers (see Fig. 5), except that we use ResNet18 [21]
for the CIFAR-100 dataset. Each block contains a skip connection between 3
convolution modules, possibly with a non-identity shortcut mapping if needed.
Following the discussion in the previous section, we select our baselines
as SGD, RMSprop [41], Adam [42], and EKFAC [31], as they cover most
widely-used curvature approximation in training deep nets, including (adaptive)
diagonal matrices and second-order Kronecker factorization.

Table 2 summarizes our main results. In each experiment we keep the shared
hyper-parameters (e.g. learning rate and weight decay) between baselines
and their GT-DDP variants the same, so that the performance difference only comes from GT-DDP
framework. On all data set, GT-DDP achieves better or comparable results on both training and
accuracy. Notably, when comparing original methods with their GT-DDP integrated variants, the latter
improve training convergence on almost all dataset. Empirically, it also leads to better generalization.

Since the feedback updates are typically order of magnitude smaller than the open gain due to the
sparse Hessian of standard classification loss (i.e. cross-entropy), GT-DDP follows similar training
trend with the baseline it used to approximate the parameter curvature (see Fig. 6a). Nevertheless,
these additional updates have a non-trivial effect on not only improving the convergence but robusti-
fying the training. As shown in Fig. 6b, GT-DDP reduces the variation of the performance difference
over random seeds subjected to same hyper-parameters6. In fact, the Bellman framework has been
shown numerically stable than direct optimization such as Newton method [43], since it takes into
account the temporal, i.e. layer-wise, structure inherit in Eq. (1). As the concern for reproducibility
arises [44], GT-DDP provides a principled way to improve the robustness and consistency during
training. We highlight this perspective as the benefit gained from architecture-aware optimization.

To understand the effect of feedback policies more perceptually, we conduct eigen-decomposition
on the feedback matrices of convolution layers and project the leading eigenvectors back to image
space, using techniques proposed in [45]. These feature maps, denoted δxmax in Fig. 6c, correspond
to the dominating differential image that GT-DDP policies shall respond with during weight update.

6 Additional experiments across different hyper-parameters are provided in the Appendix C.
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Figure 6: (a) Training performance on CIFAR-10 for Adam, RMSprop and their GT-DDP variants.
(b) Variation reduction over 3-6 random seeds on CIFAR-10 and CIFAR-100. We report the value
(VARGT-DDP-Baseline−VARBaseline)/VARBaseline. (c) Visualization of the feedback policies on MNIST.

Fig. 6c demonstrates that the feedback policies indeed capture non-trivial visual feature related to
the pixel-wise difference between spatially similar classes, e.g. (8, 3) or (7, 1). We note that these
differential maps differ from adversarial perturbation [46] as the former directly link the parameter
update to the change in activation; thus being more interpretable.

6 Discussion on Game-Theoretic Second-order Optimizer
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Figure 7: (a) Illustration of the cooperative-game module. (b) Training and testing performance on
MNIST using the architecture in 7a. GT-EKFAC denotes integration of EKFAC with Corollary 7.

Theorem 3 may be of independent interest for developing game-theoretic second-order optimizer, as
Eq.(16,17) provide efficient second-order approximation to the cooperative Hessian regardless of
the presence of Bellman framework. To better show its effectiveness, let us consider the modules in
Fig. 7a that resemble the cooperative game, i.e. two (p)layers take the same input and affect each
payoff through output addition. Such an architecture has also appeared in recent work of progressive
training [47]. Interestingly, for this particular structure, we have the following corollary to Thm. 3:
Corollary 7. Let Quu ≈ Auu ⊗ Buu = UΣuuU

T be the eigen-decomposition of the Kronecker
factorization, where Σuu = diag(λuu) + γI and γ > 0 is the Tikhonov damping. Consider the
architecture in Fig. 7a, its cooperative matrix corresponds to rescaling in the eigenspace of Quu, i.e.

Q̃uu = U Σ̃uuU
T , Σ̃uu = diag(λ̃uu) + γI , and λ̃iuu =

γ

γ + λiuu

λiuu . (24)

Notice that γ
γ+λiuu

≤ 1 for positive eigenvalues; thus the inverse Hessian Q̃−1
uu shall take a larger step

in eigenspace compared with Q−1
uu. As shown in Fig 7b, integrating this game theoretic perspective

with existing second-order methods, denoted GT-EKFAC, leads to better convergence. Having
additional layer-wise policies from the GT-DDP framework further improves the performance.

7 Conclusion

In this work, we present the Game-Theoretic Differential Dynamic Programming (GT-DDP) optimizer
as a new class of second-order algorithm. Theoretically, we strengthen the optimal control connection
proposed in previous work by showing training residual networks can be linked to trajectory opti-
mization in a cooperative game. Algorithmically, we propose several effective approximation which
scales GT-DDP to training modern architectures and suggest how existing methods can be extended
to accept such a game-theoretic perspective. We validate GT-DDP on several image classification
dataset, showing improvement on both convergence and robustness.
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Supplementary Material
A Derivation of Optimal Control Representation for Residual networks

A.1 Derivation in Section 3.1

First, recall the Bellman objective in feedforward networks, Qt(xt,ut) , `t(ut)+Vt+1(ft(xt,ut)).
Following standard chain rule, the second-order expansion of Qt in Eq. (4) takes the form

δQt =
1

2


1

δxt

δut


T 

0 Qtx
T
Qtu

T

Qtx Q
t
xx Q

t
xu

Qtu Q
t
ux Q

t
uu




1

δxt

δut

 ,

Qtx =

Qtu =

Qtuu=

Qtux=

Qtxx=

f tx
T
V t+1
x

f tu
T
V t+1
x + `tu

f tu
T
V t+1
xx f tu + V t+1

x · f tuu + `tuu

f tu
T
V t+1
xx f tx + V t+1

x · f tux

f tx
T
V t+1
xx f tx + V t+1

x · f txx

, (25)

where the dot notation represents the product of a vector with a 3D tensor. Note that in practice, the
dynamics is often expanded up to the first order, i.e. by omitting f txx,f tuu,f tux above, while keeping
the full second-order expansion of the value function V t+1

xx . This can be seen as Gauss-Newton
(GN) approximation, and the stability obtained by keeping only the linearized dynamics is discussed
thoroughly in trajectory optimization [14, 49]. As such, both DDP [1] and our GT-DDP optimizer
adopt the same setup.

Now, let us consider the value minimization described in Eq. (8) for residual networks. We shall
interpret the propagation rules as f̂t(x̂t,ut), where x̂t is the residual-augmented state x̂t , [xt,xr]

T.
The Jacobian of this state-augmented dynamics and its relation to the ones in the absence of residual
paths, i.e. f tu f

t
x, can be summarized below:

At t = tf , Eq. (8a) gives xt+1 = xr + ft(xt,ut)︸ ︷︷ ︸
xt+1=f̂t(x̂t,ut)

⇒ f̂ tx̂ =
[
f tx I

]
, f̂ tu = f tu , (26a)

At t ∈ (ts, tf ), Eq. (8b) gives
[
xt+1

xr

]
=

[
ft(xt,ut)

xr

]
︸ ︷︷ ︸

x̂t+1=f̂t(x̂t,ut)

⇒ f̂ tx̂ =

[
f tx 0
0 I

]
, f̂ tu =

[
f tu
0

]
, (26b)

At t = ts, Eq. (8c) gives
[
xt+1

xr

]
=

[
ft(xt,ut)

xt

]
︸ ︷︷ ︸

x̂t+1=f̂t(xt,ut)

⇒ f̂ tx̂ =

[
f tx
I

]
, f̂ tu =

[
f tu
0

]
, (26c)

where I is the identity matrix.

Once we have the explicit form of dynamics written, the optimal control representation can be derived
by substituting Eq. (26) into Eq. (25). After some algebra, one can verify that for t ∈ (ts, tf ] we will
have

Q̂tx̂ = f̂ t Tx̂ V̂ t+1
x̂ =

[
Qtx V t+1

xr

]T
(27a)

Q̂tu = f̂ t Tu V̂ t+1
x̂ + `tu = Qtu (27b)

Q̂tuu = f̂ t Tu V̂ t+1
x̂x̂ f̂ tu + `tuu = Qtuu (27c)

Q̂tux̂ = f̂ t Tu V̂ t+1
x̂x̂ f̂ tx̂ =

[
Qtux f tu

T
V t+1
xxr

]
(27d)

Q̂tx̂x̂ = f̂ t Tx̂ V̂ t+1
x̂x̂ f̂ tx̂ =

[
Qtxx f tx

T
V t+1
xxr

V t+1
xrx f

t
x V t+1

xrxr

]
. (27e)

The optimal feedback policy is given by

δu∗t (δx̂t) = −(Q̂tuu)−1(Q̂tu + Q̂tux̂δx̂t) = kt + Ktδxt−(Qtuu)−1f tu
T
V t+1
xxr︸ ︷︷ ︸

,Gt

δxr , (28)
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Note that V̂ t+1
x̂ and V̂ t+1

x̂x̂ are the derivatives of the value function V̂t+1(x̂t+1) induced by the
state-augmented dynamics. We can compute these matrices backward from tf similar to Eq. (6):

V̂ tx̂ = Q̂tx̂ − Q̂tx̂u(Q̂tuu)−1Q̂tu =

[
Qtx +Qtxukt

V t+1
xr −GT

t Q
t
uukt

]
,

[
V tx
V txr

]
, (29)

V̂ tx̂x̂ = Q̂tx̂x̂ − Q̂tx̂u(Q̂tuu)−1Q̂tux̂ =

[
Qtxx +QtxuKt f tx

T
V t+1
xxr −KT

t Q
t
uuGt

V t+1
xrx f

t
x −GT

t Q
t
uuKt V t+1

xrxr −GT
t Q

t
uuGt

]
,

[
V txx V txxr
V txrx V

t
xrxr

]
, (30)

with the terminal conditions given by V tf+1
xr = V

tf+1
x and V tf+1

xrxr = V
tf+1
xxr = V

tf+1
xrx = V

tf+1
xx .

As for the stage t = ts where the residual state is split out, the derivatives of Qt follow (again one
can readily verify by substituting Eq. (26c) into Eq. (25)) by

Q̂tsx̂ = Qtsx + V ts+1
xr , (31a)

Q̂tsux̂ = Qtsux + f tsu
T
V ts+1
xxr , (31b)

Q̂tsx̂x̂ = Qtsxx + f tsx
T
V ts+1
xxr + V ts+1

xrx f tx + V ts+1
xrxr , (31c)

and Q̂tu and Q̂tuu remain the same with Qtu and Qtuu. The resulting optimal policy admits the same
form as in Eq. (28).

Proof of Proposition 2: Finally, one can verify Eq. (11, 12) by noticing that the derivatives of the
value function at t = ts follow

Ṽ tsx = Q̂tsx̂ − Q̂
ts
x̂u(Q̂tsuu)−1Q̂tsu

= (Qtsx +Qtsxukts) + (V ts+1
xr − f tsu

T
V ts+1
xxr kts)

= V tsx + V ts+1
xr −GT

tsQ
ts
uukts

= V tsx + V
tf+1
x −

∑
t∈[ts,tf ] G

T
t Q

t
uukt , (32)

Ṽ tsxx = Q̂tsx̂x̂ − Q̂
ts
x̂u(Q̂tsuu)−1Q̂tsux̂

= (Qtsxx +QtsxuKts) + (f tsx
T
V ts+1
xxr −KT

tsQ
ts
uuGts)

+ (V ts+1
xrx f tsx −GT

tsQ
ts
uuKts) + (V ts+1

xrxr −GT
tsQ

ts
uuGts)

= V tsxx + V tsxxr + V tsTxxr + V ts+1
xrxr −GT

tsQ
ts
uuGts

= V tsxx + V tsxxr + V tsTxxr + V
tf+1
xx −

∑
t∈[ts,tf ] G

T
t Q

t
uuGt , (33)

where the last equalities in Eq. (32, 33) follow by applying the recursions

V txr , V t+1
xr −GT

t Q
t
uukt , V

tf+1
xr = V

tf+1
x

V txrxr , V t+1
xrxr −GT

t Q
t
uuGt , V

tf+1
xrxr = V

tf+1
xx .

(34)

Thus we conclude the proof.

A.2 Derivation in Section 3.2

Here we provide the derivation of Eq. (14, 15). Recall in Eq. (13) the cooperative Bellman objective
Qt(xr,xt,ut,vt) and expand it wrt all variables to the second order.

δQt =
1

2


1
δxt
δxr
δut
δvt


T

0 Qtx

T
Qtxr

T
Qtu

T
Qtv

T

Qtx Qtxx Qtxxr Qtxu Qtxv
Qtxr Q

t
xrx Q

t
xrxr Q

t
xru Q

t
xrv

Qtu Qtux Qtuxr Qtuu Qtuv

Qtv Qtvx Qtvxr Qtvu Qtvv




1
δxt
δxr
δut
δvt

 . (35)
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Similar to section A.1 where we consider the augmented state x̂t , [xt,xr]
T, here we can addi-

tionally interpret the joint control as ût , [ut,vt]
T. The derivatives of the state-control-augmented

Bellman objective Q̂t(x̂r, ût) thus follow

Q̂tû =

[
Qtu
Qtv

]
, Q̂tûx̂ =

[
Qtux Q

t
uxr

Qtvx Qtvxr

]
, Q̂tûû =

[
Qtuu Q

t
uv

Qtvu Qtvv

]
, (36)

and the feedback policy in this case is given by

δû∗t (δx̂t) = −(Q̂tûû)−1(Q̂tû + Q̂tûx̂δx̂t)

= −
[
Qtuu Q

t
uv

Qtvu Qtvv

]−1([
Qtu
Qtv

]
+

[
Qtux Q

t
uxr

Qtvx Qtvxr

]
δx̂t

)
. (37)

Now, we apply the block-matrices inversion with the Schur complement by recalling

[
Qtuu Q

t
uv

Qtvu Qtvv

]−1

=

[
(

Q̃tuu︷ ︸︸ ︷
Qtuu −Qtuv(Qtvv)−1Qtvu)−1 −(Q̃tuu)−1Qtuv(Qtvv)−1

−(Q̃tvv)−1Qtvu(Qtuu)−1 (︸ ︷︷ ︸
Q̃tvv

Qtvv −Qtvu(Qtuu)−1Qtuv)−1

]
. (38)

Substitute Eq. (38) into Eq. (37) and after some algebra, we will arrive at

δû∗t (δx̂t) =

[
k̃t
Ĩt

]
+

[
K̃t G̃t

H̃t L̃t

]
δx̂t =

[
k̃t + K̃tδxt + G̃tδxr
Ĩt + H̃tδxt + L̃tδxr

]
,

[
δu∗t (δxt, δxr)
δv∗t (δxt, δxr)

]
, (39)

where

k̃t = −(Q̃tuu)−1(Qtu −Qtuv(Qtvv)−1Qtv) , (40a)

K̃t = −(Q̃tuu)−1(Qtux −Qtuv(Qtvv)−1Qtvx) , (40b)

G̃t = −(Q̃tuu)−1(Qtuxr −Q
t
uv(Qtvv)−1Qtvxr ) , (40c)

Ĩt = −(Q̃tvv)−1(Qtv −Qtvu(Qtuu)−1Qtu) , (40d)

H̃t = −(Q̃tvv)−1(Qtvx −Qtvu(Qtuu)−1Qtux) , (40e)

L̃t = −(Q̃tvv)−1(Qtvxr −Q
t
vu(Qtuu)−1Qtuxr ) , (40f)

which conclude Eq. (14, 15).

B Derivation in Section 4

B.1 Preliminary on Second-Order Kronecker Factorization

Popular curvature factorization methods, such as KFAC [29] and EKFAC [31], rely on the fact that
for feedforward networks:

xt+1 = σt(ht) , ht ≡Wtxt + bt , (41)

where σt is the nonlinear activation function and ht denotes the pre-activation vector, we have
J tu = xt ⊗ J th. ⊗ denotes the Kronecker product and Jt is the per-stage objective defined in Eq. (3).
Thus, the Gauss-Newton (GN) approximation of J tuu can be computed as

J tuu ≈ E[J tuJ
t T
u ] = E[(xt ⊗ J th)(xt ⊗ J th)T] ≈ E[(xtx

T
t )]⊗ E[(J thJ

t
h
T

)] , (42)

where the expectation is taken over the mini-batch.

The factorization in Eq. (42) is also applicable to DDP and GT-DDP, as Eq. (41) can be expressed by
xt+1 = ft(xt,ut), with ut , [vec(Wt), bt]

T; thus it is a valid dynamics. Further, we have

f tu
T
V t+1
x = xt ⊗ V th, where V th = σt Th V t+1

x (43)
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is the derivative of the value function wrt to the pre-activation. Following similar derivation, we will
arrive at the Kronecker approximation of Qtuu:

Qtuu ≈ E[QtuQ
t
u
T

] = E[(xt ⊗ V th)(xt ⊗ V th)T] ≈ E[xtx
T
t ]⊗ E[V thV

t
h
T

] . (44)

The Kronecker factorization allows us to compute the preconditioned update efficiently by noticing
that for matrices A ∈ Rn×n, B ∈ Rm×m, and X ∈ Rm×n, we have

(A⊗B)vec(X) = vec(BXAT) , (45)

where vec denotes the vectorization. Here, we shall interpret A and B respectively as E[xtx
T
t ] and

E[V thV
t
h
T

]. Additionally, the following properties will become handy for the later derivation.

(A⊗B)−1 = A−1 ⊗B−1 (46)

(A⊗B)T = AT ⊗BT . (47)

B.2 Derivation of Theorem 3

Let us consider two distinct layers, f(xu,u) and h(xv,v), and denote the propagation rules of their
pre-activation, along with the Kronecker factorization, respectively as

hu = uxu , Quu ≈ E[xux
T
u]⊗ E[gug

T
u] , Auu ⊗Buu ,

hv = vxv , Qvv ≈ E[xvx
T
v ] ⊗ E[gvg

T
v ] , Avv ⊗Bvv ,

(48)

where gu ≡ Vhu and gv ≡ Vhv for notational simplicity. We drop the bias in the propagation rules
but note that our derivation extends to the bias cases. Following Eq. (45, 46), the preconditioned
update, take kt for instance, can be computed by kt , −Q−1

uuvec(Qu) ≈ −vec(B−1
uuQuA

−T
uu).

Now consider the CG formulation where the two layers are placed parallel in a residual network. A.2
suggests that one can derive the cooperative representation by considering the joint parametrization
[u,v]T and state augmentation x̂ = [xu,xv]T. To this end, we interpret Eq. (48) as an augmented
dynamics and rewrite it compactly as[

hu

hv

]
=

[
u 0
0 v

] [
xu

xv

]
⇔ ĥ = wx̂ . (49)

The approximated Hessian can thus be factorized as Qww ≈ Aww ⊗Bww, where

Aww = E[x̂x̂T] =

[
E[xuxu

T] E[xuxv
T]

E[xvxu
T] E[xvxv

T]

]
=

[
Auu Auv

Avu Avv

]
Bww = E[ĝĝT] =

[
E[gugu

T] E[gugv
T]

E[gvgu
T] E[gvgv

T]

]
=

[
Buu Buv

Bvu Bvv

] (50)

are the Kronecker blocks. Their inverse matrices are given by the Schur component (c.f. Eq. (38)):

A−1
ww =

[
Ã−1

uu −Ã−1
uuAuvA

−1
vv

−Ã−1
vvAvuA

−1
uu Ã−1

vv

]
, where

{
Ãuu , Auu −AuvA

−1
vvAvu

Ãvv , Avv −AuvA
−1
vvAvu

B−1
ww =

[
B̃−1

uu −B̃−1
uuBuvB

−1
vv

−B̃−1
vvBvuB

−1
uu B̃−1

vv

]
, where

{
B̃uu , Buu −BuvB

−1
vvBvu

B̃vv , Bvv −BuvB
−1
vvBvu

(51)

Now, we are ready to derive Theorem 3. First notice that the preconditioned open gain can be
computed by

−Q−1
wwvec(

[
Qu 0
0 Qv

]
) = −(A−1

ww ⊗B−1
ww)vec(

[
Qu 0
0 Qv

]
) = −vec(B−1

ww

[
Qu 0
0 Qv

]
A−Tww) (52)

Expanding Eq. (52) by substituting B−1
ww and A−Tww with Eq. (51), after some algebra we will arrive at

k̃ ≈ −vec(B̃−1
uuQuÃ

−T
uu + B̃−1

uuBuvB
−1
vvQv(Ã−1

uuAuvA
−1
vv )T) ,

Ĩ ≈ −vec(B̃−1
vvQvÃ

−T
vv + B̃−1

vvBvuB
−1
uuQu(Ã−1

vvAvuA
−1
uu)T) ,

(53)
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which give the Kronecker approximation of the cooperative open gains. The Kronecker factorization
for each cooperative matrix can be obtained by decomposed Eq. (53) into the following

k̃ =− vec(B̃−1
uuQuÃ

−T
uu + B̃−1

uuBuvB
−1
vvQv(Ã−1

uuAuvA
−1
vv )T)

=− vec(B̃−1
uu(Qu +BuvB

−1
vvQvA

−T
vv A

T
uv)Ã−Tuu)

=− (Ã−1
uu ⊗ B̃−1

uu)vec(Qu +BuvB
−1
vvQvA

−T
vv A

T
uv)

=− (Ã−1
uu ⊗ B̃−1

uu)(vec(Qu) + vec(BuvB
−1
vvQvA

−T
vv A

T
uv))

=− (Ã−1
uu ⊗ B̃−1

uu)(vec(Qu) + (Auv ⊗Buv)vec(B−1
vvQvA

−T
vv ))

=− (Ã−1
uu ⊗ B̃−1

uu︸ ︷︷ ︸
≈Q̃−1

uu

)(vec(Qu) +(Auv ⊗Buv)︸ ︷︷ ︸
≈−Quv

(A−1
vv ⊗B−1

vv︸ ︷︷ ︸
≈Q−1

vv

)vec(Qv)) ,

(54)

where we recall the definition k̃ , −Q̃−1
uu(vec(Qu)−QuvQ

−1
vvvec(Qv)). Similarly, it can be readily

verified that Q̃−1
vv ≈ Ã−1

vv ⊗ B̃−1
vv . Note that when Quv vanishes, i.e. Auv = Buv = 0, Eq. (54) will

degenerate to original Kronecker factorization for the non-cooperative update. Thus, we conclude the
proof.

B.3 Derivation of Corollary 7

Before deriving Corollary 7, we first review the eigen-basis representation of the Kronecker ap-
proximation appeared in George et al. [31]. Recall the factorization Quu ≈ Auu ⊗ Buu and let
Auu = UAΣAU

T
A, Buu = UBΣBU

T
B be their eigen-decomposition. We can rewrite the Kronecker

factorization in its eigen-basis

Auu ⊗Buu =(UAΣAU
T
A)⊗ (UBΣBU

T
B)

=(UA ⊗UB)(ΣA ⊗ ΣB)(UA ⊗UB)T

, UΣuuU
T ,

(55)

where U is the eigen-basis of the Kronecker factorization. Σuu , diag(λuu) contains eigenvalues
along the diagonal entries. In practice, we will also add a positive Tikhonov coefficient γ > 0 for
regularization purpose.

Now, observe that for the cooperative game module in Fig. 7a, we have

Auu = Auv = Avv , Buu = Buv = Bvv , (56)

since the two layers share the same input xu = xv and output derivative gu = gv. In other words,
Quv and Qvv are factorized by the same Kronecker blocks with Quu; thus they share the same
eigen-basis U . The cooperative matrix Q̃uu can thus be rewritten as

Q̃uu = Quu −QuvQ
−1
vvQ

T
uv

= Auu ⊗Buu − (−Auv ⊗Buv)(Avv ⊗Bvv)−1(−Auv ⊗Buv)T

= U(γI + Σuu)UT − (−UΣuuU
T)(U(γI + Σuu)−1UT)(−UΣuuU

T)T

= U Σ̃uuU
T ,

(57)

where Σ̃uu = γI + diag(λ̃uu) and

λ̃iuu = λiuu −
(λiuu)2

γ + λiuu

=
γ

γ + λiuu

λiuu . (58)

In short, the cooperative matrix Q̃uu admits a scaling in the eigen-basis of its non-cooperative variant.

B.4 Proof for Proposition 4

Recall the connection we made in Sec. 2.1 and 2.2. It is sufficient to show that when the two
conditions in Proposition 4 are met, we will have Eq. (4, 5) collapse exactly with Eq. (2, 3). First,
notice that at the final layer, we have V Tx = JTx = ∇xφ and V Txx = JTxx = ∇2

xφ without any
condition. Further, Eq. (29, 30) suggest that when all mixed partial derivatives between parameter and
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activation vanish, the backward dynamics of (V tx,V txx) degenerates to (Qtx, Q
t
xx). The derivatives of

Jt wrt xt in this case (c.f. Eq. (3)),

J tx = f tx
T
J t+1
x , J txx = f tx

T
J t+1
xx f tx ,

are the same as the backward dynamics for (V tx,V txx),

V tx = Qtx = f tx
T
V t+1
x , V txx = Qtxx = f tx

T
V t+1
xx f tx .

Thus the two functionals Jt and Vt coincide with each other.

Next, when the parameters between distinct layers are uncorrelated, we will have Qtuv = Qtvu = 0
at all stages. The cooperative precondition matrices, if exist along the network, degenerate to the
curvature approximation it uses to approximate the parameter Hessian. In fact, we will have

Qtu = J tu , Q̃tuu = Qtuu = J tuu .

Thus, the update rule Eq. (4) also collapses to Eq. (2).

C Experiment Detail

C.1 Experiment Setup in Section 5 and 6

Network architectures for classification task are shown in Fig. 5. We use 1 residual block for DIGITS,
MNIST, SVHN dataset and 4 residual blocks for CIFAR-10. For CIFAR-100, we use ResNet18 [21]
architecture. All networks use ReLU activation for the intermediate layers and identity mapping at the
last prediction layer. The batch size is set to 128 for all data set except 8 for DIGITS. As for section
6, the network contains 3 convolution CGBs (c.f. Fig. 7a), 1 fully-connected CGB, and finally 1
standard fully-connected layer with identity mapping. We use Tanh activation for this experiment but
note that similar trend can be observed for ReLU. The batch size is set to 12. Regarding the machine
information, we conduct our experiments on GTX 1080 TI, RTX TITAN, four Tesla V100 SXM2
16GB on AWS, and eight GTX TITAN X. All experiments are implemented and conducted with
Pytorch [50]. We use the implementation in https://github.com/Thrandis/EKFAC-pytorch
for EKFAC baseline.

C.2 Additional Result and Discussion

Variation Reduction Over Different Learning Rate. Recall Fig. 6b reports the variation reduction
on the hyper-parameter used in Table 2. Here we provide additional results and show that the
robustness gained from GT-DDP integration remains consistent across different hyper-parameters.
Particularly, in Fig. 8 we report the variance difference on 3 different learning rates for each GT-DDP
variant. We use the same setup as in Fig. 5, i.e. we keep all hyper-parameters the same for each
experiment so that the performance difference only comes from the existence of feedback policies.
For all cases, having additional updates from GT-DDP stabilizes the training dynamics by reducing
its variation over random initialization.

0 0 20 40 60 80

Variation Reduction 
 over Random LR (%)

GT-DDP
-SGD

GT-DDP
-RMSprop

GT-DDP
-Adam

GT-DDP
-EKFAC

LR=2e-1
LR=1e-1
LR=7e-2

LR=2e-3
LR=1e-3
LR=7e-4

LR=1e-3
LR=9e-4
LR=7e-4

LR=6e-2
LR=4e-2
LR=2e-2

Figure 8: Variation reduction over 3 different learning rates for each GT-DDP variant on CIFAR-10.
We report the value (VARGT-DDP-Baseline−VARBaseline)/VARBaseline, where each variance is computed
over 3 random seeds.

18

https://github.com/Thrandis/EKFAC-pytorch

	1 Introduction
	2 Preliminaries
	2.1 Optimal Control Formulation of Training DNNs
	2.2 Differential Dynamic Programming Neural Optimizer

	3 Optimal Control Representation for Residual Networks
	3.1 Residual Connection as State-Augmented Dynamics
	3.2 Cooperative Trajectory Optimization with Non-identity Shortcut Mapping

	4 Game Theoretic DDP Neural Optimizer
	4.1 Curvature Approximation
	4.2 Practical Implementation

	5 Evaluation on Classification Data Set
	6 Discussion on Game-Theoretic Second-order Optimizer
	7 Conclusion
	A Derivation of Optimal Control Representation for Residual networks
	A.1 Derivation in Section 3.1
	A.2 Derivation in Section 3.2

	B Derivation in Section 4
	B.1 Preliminary on Second-Order Kronecker Factorization
	B.2 Derivation of Theorem 3
	B.3 Derivation of Corollary 7
	B.4 Proof for Proposition 4

	C Experiment Detail
	C.1 Experiment Setup in Section 5 and 6
	C.2 Additional Result and Discussion


