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The instability of a Fermi surface against Ising nematic order destroys the quasiparticle character
of the low-energy degrees of freedom. Therefore, observables exhibit deviations from Fermi liquid
behavior which gives rise to the term Ising nematic quantum critical metal. To obtain a theoretical
description we use a finite-temperature version of Eliashberg theory which allows to treat the strong
coupling between quantum and thermal fluctuations in the absence of well-defined quasiparticles.
Here, we use this self-consistent, diagrammatic approach to compute, in particular, the nematic
susceptibility and the non-Fermi liquid correlations. Upon decreasing the temperature, the sus-
ceptibility crosses over from a (T log T )−1 to T−2/3 behavior, which is induced by the absence of
quasiparticles and restores the Ising nematic critical scaling. Correspondingly, the fermions obey a
simple ω/T scaling law at low enough temperatures. However, this regime is characterized by strong
IR-UV mixing since the proportionality factors exhibit a dependence on the spectral width of the
non-quasiparticle excitations and on the underlying lattice. Tuning the parameters of the model,
therefore, gives rise to several scenarios for the breakdown of the scaling theory. We discuss them
within the Eliashberg approach and estimate the related crossover scales. We also show that the
leading order vertex corrections do not change the scaling with temperature or coupling constants.

I. INTRODUCTION

Nematic correlations have been observed in a variety
of strongly correlated electron systems like underdoped
cuprates [1–6] or iron-based compounds [7–14]. These ne-
matic signatures [15–17] are associated with a quantum
critical point [18] (QCP). In particular, the coupling be-
tween the low-energy Fermions to the critical modes close
to a QCP is a standard route to the creation of a non-
Fermi liquid state [19] (non-FL) which is characterized
by the absence of well-defined quasiparticles (qp).

In this work we consider the Ising nematic model [20]
(INM) in d = 2 that describes the coupling of the Fermi
surface (FS) to an Ising order parameter which gives
rise to a QCP accompanied by the reduction of the ro-
tational symmetry of the electronic system from C4 to
C2. While first studied within the Hertz-Millis-Moriya
framework [21–23] for Bose-Fermi-models it turned out
that the underlying effective bosonic action contains an
infinite set of highly singular, nonlocal terms [24–26].
Therefore, various methods and expansion schemes have
been devised to treat the bosonic and fermionic sectors
of the INM and the very related problem of a FS cou-
pled to an U(1) gauge field on equal footing, in order
to access the low-energy physics down to the ground
state in a controlled way [24–48]. An essential ingre-
dient are Landau overdamped Boson that gives rise to
the dynamical critical exponent z = 3 in Hertz-Millis
theory. The Fermions, on the other hand, acquire in
the ground state a self-energy that is non-analytic in the
low energy regime with branch cuts rather than poles,
which manifests the non-qp character of the excitations.
For instance, at one loop one obtains the self-energies

ΣB(p, ωp) ∼ ωp/p and ΣF (kF , ωk) ∼ ω
1/3
IN |ωk|2/3 where

kF denotes a momentum on the FS. However, it turns
out that these expressions also solve the corresponding
self-consistent theory [49], which is called Eliashberg the-
ory (ET) for its formal similarity to the electron-phonon

Figure 1. Phase diagram of the Ising nematic order parame-
ter 〈Φ̂Q=0〉; α denotes the effective coupling constant between
the fermionic and bosonic sector. The nematic susceptibility
M−2(T ) scales like T−2/3 below Tmax. The fermionic self-
energy obeys a non-universal ω/T scaling form below Tscal.

case. Corrections to the fermionic self-energy are found
at three loops for the momentum dependence in form of
a small anomalous dimension [25], while the inclusion of
four loops [42, 43] indicates a deviation from z = 3.

At finite temperature the situation becomes more in-
volved since quantum and thermal fluctuations become
intertwined. This is of particular importance for the
quantum critical regime (QCR) depicted in Fig. 1, which
features two large correlations lengths: Spatial corre-
lations extend over a distance ξ ∼ |α − αc|−ν much
larger than the intrinsic length scales of the system,
while the correlations in the imaginary time domain ex-
ceed the standard interval set by the inverse tempera-
ture: ξT ∼ |α− αc|−zν � ~/(kBT ). Here, ν denotes the
correlation length exponent and α refers to the effective
coupling between the bosonic and fermionic modes.
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Regarding the INM, the static nematic susceptibil-
ity in the limit of long-wave lengths −D(p = 0, ωp =
0) = 1/M2(T ), which diverges at the QCP, can be
parametrized at T > 0 by a thermal mass gap M(T ) of
the bosonic modes. Imposing scale invariance on D(0, 0)
implies

M(T ) ∼ T 1/z z=3−−→ T 1/3 . (1)

Based on the assumption of scale invariance one can fur-
thermore postulate a quantum critical scaling form for
the single electron correlation functions that obeys ω/T
scaling. The resulting temperature dependence of ther-
modynamic and transport quantities depends on z and
differs from the standard FL predictions [50]. However,
the low-energy physics of the INM in the ground state
can be described in terms of a two-patch model which fea-
tures an emergent U(1) gauge symmetry [25, 36, 38]. This
symmetry restricts M(T ) ≡ 0 even at finite temperatures
and a finite value of M(T ) is only generated when effects
from higher energies like the underlying band dispersion
are taken into account [40]. Indeed, Hertz-Millis theory
and an equivalent expansion in the number of Fermion
flavours yields [22, 40]

M(T ) ∼ (T log T )1/2 . (2)

Combining this form with Eliashberg theory at finite
temperatures furthermore leads to the break-down of
ω/T scaling [32] in the electronic correlations. This is
caused by the strong impact of static bosonic fluctua-
tions with ωp → 0 due to their large thermal occupation
∼ T/ωp. Using ET to adress the INM at finite tem-
peratures is quite appealing since a lot of results can
be obtained in closed form. Moreover, such theories
also give reasonable quantitative descriptions, sometimes
even beyond their expected range of validity [51, 52].
Quite remarkably in this regard, Klein et al. [48] have
shown recently for the INM that ET agrees very well
with Quantum-Monte-Carlo (QMC) simulations [53–55],
provided that it is properly modified to include thermal
effects. These unbiased, sign-problem-free QMC results
provide the most reliable quantitative analysis available
and confirm the temperature dependence of (2).

While these observations certainly settle the behav-
ior at sufficiently high temperatures, the question how
M(T ) vanishes at the lowest temperatures is not ulti-
mately answered: The QMC simulations always work at
finite temperatures and extracting ground state corre-
lations poses an additional task [56]. Furthermore, the
non-FL is unstable against the transition to a supercon-
ducting phase such that nematic and pairing fluctuations
become entangled which was both observed in QMC and
in ET [57–60]. On the other hand, the existing analytic
results of the form (2) rely on methods that treat the
electrons basically as quasiparticles.

In this spirit, the major goal of the present work is to
compute M(T ) in the QCR as function of temperature
in a fully self-consistent manner in order to include the

non-FL excitations. In order to focus on the nematic
correlations we suppress the superconducting instability.
Nevertheless, the resulting features of the spectral func-
tions are expected to survive close and below Tc in a large
range of frequencies. Regarding M(T ), we indeed find a
solution of the form (1) within ET. The proportionality
factor depends on the spectral width ωmax of the non-FL
excitations and the corresponding domain |k−kF | . Λ in
momentum space. ET allows to estimate these scales by
determining the range-of-validity of the underlying Ising
nematic scaling relations in the high-energy limit. Thus,
M(T ) exhibits IR/UV mixing which cannot be described
within an effective low-energy theory focused on the IR
only. In particular, extending the latter to all scales by
taking the limit Λ → ∞, ωmax → ∞ leads to M(T ) = 0
in agreement with the symmetry constraints. At suffi-
ciently high temperatures, ET reproduces the form (2).
The corresponding crossover temperature Tmax ∼ ωmax

coincides with maximal spectral width of the non-FL ex-
citations. For temperatures larger than this scale the
thermal broadening of the excitations exceeds the in-
verse lifetime which restores a scenario rather typcial for
quasiparticles. Irrespective of the temperature, we argue
that the fermionic compressibility (∂n/∂µ)T scales in the
same way with T as M2(T ), when evaluated in ET.

Regarding the electrons, we find that ω/T scaling is
restored for temperatures below Tscal . Tmax. For in-
stance, the imaginary of the retarded self-energy can be
written as Im ΣRF (ω, T ) ∼ T 2/3Σ̃RF (ω/T ) but the scaling

function Σ̃RF inherits a dependence on ωmax and Λ from
the bosonic mass and thus exhibits IR/UV-mixing, too.
As a consequence, the breakdown of the scaling solution
of ET can have different physical origins due to the ap-
pearance of various ratios of nonuniversal parameters.
ET not only allows to identify them but also to estimate
the corresponding Tscal. In the range Tscal . T . Tmax

the inverse susceptibility is still of the form (1) but the
fermionic self-energy cannot be described in terms of a
specific scaling function. Fig. 1 illustrates the different
scaling regimes with respect to temperature.

In principle, ET provides only an uncontrolled approx-
imation to a strongly coupled problem. In particular,
the neglected higher-order diagrams potentially give rise
to IR singularities that can change scaling forms ob-
tained from ET. This can be seen by the anomalous
fermionic dimension [25] or the anomalous correction to
z = 3 [42, 43]. In addition, even the lowest order vertex
diagram in the ground state shows a rather rich behavior
in the low-energy limit, which depends delicately on how
the latter is approached [24, 25, 61]. At finite tempera-
tures, the highly-occupied static bosonic fluctuations give
rise to an additional contribution which is not perturba-
tively suppressed. Nevertheless, we argue that at T > 0
at least the total first order vertex correction merely
changes the O(1)-prefactors of the self-energy, whereas
the temperature dependence and the crossover scales are
left invariant.

The manuscript is organized as follows: In Sec. II we
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introduce the INM and the Eliashberg equations. Fur-
thermore, we discuss known results and the physical ex-
pectations for the correlations functions at finite temper-
ature. In Sec. III we summarize the key results while the
details of the underlying computations can be found in
Sec. IV. Before turning to M(T ), we make contact to pre-
viously established results of ET at finite temperatures
and extend the calculations where necessary in Secs. IV A
and IV B. Sec. IV C is dedicated to the computation of
the bosonic mass and the resulting scaling solution of the
fermionic self-energy. Sec. V considers the vertex correc-
tions before we conclude in Sec. VI.

II. GENERAL FRAMEWORK

In the following, we will first briefly introduce the
model and state the Eliahsberg equations in Sec. II A.
Afterwards, we summarize the known behavior of the rel-
evant Green’s functions in the ground state and discuss
the expected changes at finite temperatures in Sec. II B.

A. Model

The INM consists of a two-dimensional Fermi surface
(FS) of spin-1/2 electrons and a real bosonic field, whose
expectations value is the Ising nematic order parameter.
The two sectors are coupled by a Yukawa interaction.
The corresponding euclidean action reads

S =
∑

k,ωn,σ

c̄k,ωn,σ(−iωn + ξk)ck,ωn,σ

+
1

2

∑
p,Ωn

φp,Ωn
D−1

0 (p,Ωn)φ−p,−Ωn
(3)

+
g√
βV

∑
k,ωn,σ
p,Ωn

dkφp,Ωn
c̄k+p/2,ωn+Ωn,σck−p/2,ωn,σ .

Here, ck,ωn,σ denote fermionic fields with momentum k,
Matsubara frequency ωn and spin index σ. We will use
units with ~ = 1 = kB throughout. The dispersion
ξk = εk − µ is measured with respect to the chemi-
cal potential and we will assume an isotropic FS with
εk = k2/(2m) rather than one generated by filling elec-
tronic bands of a d = 2 square lattice. If necessary, one
can always restore the non-trivial directional dependence
of the density of states in a genuine band by introduc-
ing an angle-dependent Fermi velocity vF (ϕk). However,
this will merely affect the angular weights entering the
numerical prefactors of order one.

The bare nematic susceptibility corresponds to the
propagator of a noninteracting real bosonic field:
D0(p,Ωn) = [−(iΩn)2 + c2B,0p

2 +M2
0 )]−1. Here, we keep

both the bare frequency-dependence and a bare mass
term which can be assumed to be of Curie-Weiss form
M2

0 ∼ T − T0. Both of them turn out to be irrelevant

once the contributions from the interactions are consid-
ered. The variable cB,0 refers to the bare speed of the
bosonic modes.

The strength of the interactions is set by g, V denotes
the volume and β = 1/T . Furthermore, the coupling
term also carries the d-wave nematic form factor which
on a square lattice of constant a reads as

dk = cos(kxa)− cos(kya) . (4)

In the vicintiy of the spherical symmetric FS we use in-
stead the approximation

dk ' cos(2ϕk) , (5)

where ϕk denotes the angle between k and the x-axis.
The action (3) is invariant under rotations of π/2 pro-
vided that the Bose field transforms as φ → −φ which
means that the Ising Z2-symmetry is conserved. For fi-
nite expectation values of 〈ΦQ=0〉 6= 0, however, this
symmetry is spontaneoulsy broken. In the presence of a
finite, conserved density of Fermions, a symmetry-broken
phase with a homogoneous order parameter can always
be realized at sufficiently large coupling g. The result-
ing phase diagram is most conveniently described in the
α − T plane, where α ∼ g2 turns out to be the relevant
effective coupling constant. It is schematically shown in
Fig. 1. In the following, we will always focus on the crit-
ical value α = αc such that the QCP is approached from
the QCR in the limit T → 0.

Within ET, the effects of interactions are included via
the two lowest-order diagrams depicted in Fig. 2. In
Matsubara frequencies the corresponding bosonic and
fermionic self-energies read (spin indices are supressed):

ΣF (k) =
g2

βV

∑
p,Ωn

d2
k−p/2D(p)G(k − p)

ΣB(p) = −2
g2

βV

∑
k,ωn

d2
k+p/2G(k + p)G(k) ,

(6)

where k = (k, ωn) and p = (p,Ωn) and the factor of
two results from the sum over spins. In addition to the
Fock diagram, also the Hartree diagram contributes to
ΣF at one loop. However, it merely induces a shift of
the chemical potential which we absorb into the physical
value µ = µ(n) at density n.

To obtain information about the dynamics and in
particular the electronic spectral functions we analyti-
cally continue the Matsubara self-energies to their re-
tarded counterparts by the prescription [62] ΣRF (k, ωk) =
Σ(k, iωn → ωk + i0+) and equivalently ΣRB(p, ωp) =
−ΣB(p, iΩn → ωp + i0+), which applies in the same way
for the continuation G,D → GR, DR. Moreover, the re-
tarded Green’s functions allow to define the spectral func-
tions AF (k, ωk) = −2 ImGR(k, ωk) and AB(p, ωp) =
−2 ImGR(p, ωp) that connect the Matsubara and the re-
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tarded Green’s function via the Hilbert transformation

G(k, ωn) =

ˆ
dω

2π

AF (k, ω)

iωn − ω

D(p,Ωn) =

ˆ
dω

2π

AB(p, ω)

iΩn − ω
.

(7)

Introducing the new variables k = (k, ωk) and p =
(p, ωp), this yields for the imaginary parts

Im ΣRF (k) = −2g2

ˆ
d2p dωp
(2π)3

d2
k−p/2 ImGR(k − p)

× ImDR(p) [nB(ωp) + nF (ωp − ωk)]
(8a)

Im ΣRB(p) = 4g2

ˆ
d2k dωk
(2π)3

d2
k+p/2 ImGR(k + p)

× ImGR(k) [nF (ωk)− nF (ωk + ωp)] ,
(8b)

which contain information about the inverse lifetimes of
the excitations. The functions nF,B denote the Fermi and
Bose functions, respectively. The real parts Re ΣRF,B are

obtained from Im ΣRF,B via the Kramers-Kronig relations

Re ΣRF,B(q, ω) =

 
dω′

π

Im ΣRF,B(q, ω′)

ω′ − ω
, (9)

where necessary. Inserting ΣRF,B into the Greens’s func-

tions GR and DR via the Dyson equation leads to

GR(k) =
1

ωk − εk + µ− ΣRF (k)
(10a)

DR(p) =
1

ω2
p − c2B,0p2 −M2

0 − ΣRB(p)
. (10b)

Eliashberg theory considers the one-loop expressions (8)
and (9) as functionals ΣRF,B [GR, DR] and the Dyson equa-
tions turn into a coupled, self-consistent problem. For-
mally, the one-loop approximation can be seen as the
leading term of perturbative expansion in the effective
coupling constant with units (energy)2

α =
mg2

π
, (11)

which is assumed to be small in the sense α/ε2
F � 1.

However, naive power counting generically breaks down
due to strong fluctuations in the vicinity of the QCP and
the problem cannot be treated in a perturbative man-
ner. In the absence of another expansion parameter, one
cannot establish a strict hierarchy of diagrams in this sit-
uation and higher order diagrams like vertex corrections
typically become important, too. In the ground state
this not the case, because the correlation functions obey
a Ward identity which allows to neglect vertex corrections
provided that the typcial scaling relations of the INM are
not violated [25]. However, depending on how the limit of

a)

b)

Figure 2. Bosonic self-energy ΣB (a) and fermionic self-
energy ΣF (b); Solid lines represent G and dashed ones D.

small external energies and momenta is approached, the
vertex function may vary between a perturbatively small
value or even a divergence [24, 61]. Since the self-energy
at finite temperatures is not guaranteed to be exclusively
described within the T = 0 scaling limit of the INM [48],
the stability of ET against vertex corrections requires fur-
ther justification. Furthermore, it has been shown that
the thermally occupied static fluctuations of the order
parameter give rise to large vertex corrections. In the
following, we will evaluate the Eliashberg equations first
without vertex corrections and return to them in Sec. V,
where we show that they in total affect only the O(1)
prefactors but do not affect the scaling with T and α at
the lowest temperatures.

B. Approach and validity

Before solving the Eliashberg equations (8) to (10), we
recapitulate the T = 0 results and state the expected
changes at finite temperatures. Furthermore, we esti-
mate the region in frequency and momentum space where
ET applies.

The dressed bosonic Green’s function (10b) at small
energies will acquire the form

DR(p) =
1

ω2
p − c2Bp2 −M2(T ) + iΓB(p)

, (12)

which is amenable to an analytic treatment within ET.
Here, we do not consider larger momenta where nest-
ing effects across the FS imprint a nontrivial momentum
structure on the nematic susceptibility [63–65]. We in-
troduce for the imaginary part Im ΣBR(p→ 0) = −ΓB(p),
which encodes the decay of the modes. ΓB(p) must be
odd in frequency since it inherits its symmetry prop-
erties from the retarded expectation value iDR(t) =



5

θ(t)〈[Φ̂(t), Φ̂(0)]〉 such that ωp ΓB(p, ωp) > 0. In the
ground state the bosonic modes relevant for the genera-
tion of the non-FL correlations acquire a Landau damp-
ing form

ΓB(p, ωp)|T=0 = αd2
p

ωp
vF p

, (13)

which corresponds to strongly overdamped excitations.
Furthermore, if Landau damping is present, the dynam-
ical critical exponent attains the value z = 3. As we will
discuss in Sec. IV A, Landau damping is cut off either
by thermal fluctuations or by sufficiently large frequen-
cies. The first case leads to ΓB(p, ωp) = αd2

pωp/ΓF (T ),
which implies the reduced dynamical critical exponent
z = 2 as pointed out by Punk [44]. In addition, Lan-
dau damping does not apply in the vicinity of the angles
ϕp ∈ {1, 3, 5, 7} · π/4 due to the nematic form factor.
In the computations these directions will be suppressed
by additional powers of dp anyway and we will not dis-
cuss them further. The real part of [DR]−1 encodes the
dispersion of the modes which resembles the standard rel-
ativstic form ωp = ±

√
c2Bp

2 +M2(T ). We parametrize
the renormalized, physical velocity as cB = AvF and as-
sume A = O(1) for simplicity. The main focus of this
work is the physical energy gap M2(T ). In order to de-
scribe the quantum critical regime, we have to impose
a renormalization scheme that guarantees to recover the
quantum critical point which means M(T ) → 0 in the
limit T → 0. In mathematical terms, we absorb the bare
parameter M2

0 from Eq. (10b) together with the ground-
state self-energy in the condition

M2
0 + Re ΣRB(0)|T=0 = 0 . (14)

At T > 0 we thus obtain the bosonic mass as

M2(T ) = −(DR)−1(0) = M2
0 + Re ΣRB(0)|T

= Re ΣRB(0)|T − Re ΣRB(0)|T=0 .

(15)

Note that M2(T ) must be positive since negative val-
ues correspond to the symmetry-broken state. The re-
quirement of scale invariance for the boson propagator D
would imply M(T ) ∼ T 1/z. However, the effective gauge
symmetries of the two-patch model [25, 36, 38] prohibit
an anomalous dimension of the bosonic propagator and
enforce M(T ) ≡ 0. A nonzero M(T ) can then only be
introduced by considering non-universal effects [40] like
the band structure, which goes beyond the scope of the
infrared theory. In order to compute M(T ), we, there-
fore, need to know the range of validity of ET, which we
will estimate at the end of this section .

Physically, M(T ) can be observed via the nematic sus-
ceptibility DR(0) = −1/(2M2(T )). Moreover, M2(T ) is
quite closely related to the compressibility [66] (∂n/∂µ)T
of the Fermions: In any ergodic system the static
limit of the density-density response function (i.e., the
Lindhard function) χnn(ω,q) must coincide with the

thermodynamic susceptibility for densitiy fluctuations
χTnn = (∂n/∂µ)T which means limω→0 χnn(ω,q = 0) =
(∂n/∂µ)T . Because ET neglects the vertex corrections,
the Lindhard function is diagrammatically represented
by the particle-hole bubble for the bosonic self-energy in
Fig. 2, except for the replacement of the bare coupling
g dp → 1. Since the nematic form factor only affects the
numerical prefactor of the diagrams, both M2(T ) and
(∂n/∂µ)T−(∂n/∂µ)T=0 scale identically [67] with T . We
will verify this connection explicitly in Sec. IV C.

Let us turn to the electrons now. In the ground state,
the Eliashberg equations (8) to (10) are usually solved
in imaginary frequencies Ω. The electronic self-energy
acquires a noninteger power-law typical for the non-FL
behavior in the vicinity of the FS

ΣF (k,Ω) = ΣF (Ω, ϕk) = −2iω
1/3
IN |dk|

4/3 sgn(Ω)|Ω|2/3,

for angles not too close to directions where dk vanishes.
The scale

ωIN =
1

83 · 33/2A4

α2

ε3
F

, (16)

is set by the interactions. The nonanalytic scaling ΣRF ∼
α2/3 indicates the break-down of naive perturbation the-
ory. Furthermore, it is indepedent of the magnitude |k| of
the momentum. By analytic continuation to real frequen-
cies iΩ → ωk + i0+, we find the corresponding retarded
self-energy

ΣRF (k)|T=0 = −|dk|4/3(
√

3 sgn(ωk) + i)ω
1/3
IN |ωk|

2/3 ,
(17)

consistent with the Kramers-Kronig relation (9), see also
App. A. Regarding the momentum dependence, Ref. [32]
shows that deviations from the frequency-dependence
|ωk|2/3 by the finite momentum difference δk = |k− kF |
appear only below a very small scale suppressed by δk3.
Moreover, corrections to the bare dispersion εk appear
in form of a small anomalous dimension only when three
loop diagrams are included [25], while corrections to the
exponent 2/3 at T = 0 appear only at four loops [43].
As a consequence, using Eq. (17), which only depends on
frequency and the angular variable, as a starting point
for the ET-calculations at finite temperatures seems well
justified. More precisely, we expect the following asymp-
totics of the self-energy for a low-energy Fermion

ΣRF (k) ' ΣRF (ωk, ϕk) '

{
ΣRF (k)|T=0 , if |ωk| & ω>
−iΓF,k(T ) , if |ωk| . ω<

.

(18)

The upper line is based on standard quantum critical
scaling arguments [18, 19]: Within the QCR the scal-
ing forms of the underlying QCP are recovered at ener-
gies above the crossover scale ω>. On the other hand,
below ω< the Fermions acquire a thermal decay rate
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ΓF,k(T ) = ΓF (T )|dk|x that inherits an angular depen-
dence from the interaction term with an exponent x > 0.
A nonzero damping rate is expected on quite general
grounds: Finite temperatures broaden the thermal dis-
tribution functions nB,F in Eq. (8a) as compared to their
T = 0 forms nB,F (ω)|T=0 = ∓θ(−ω). As a consequence,
the low-energy single-particle states are no longer pro-
tected against energy dissipation, irrespective whether
a quasiparticle picture applies or not. However, one
expects that ΓF (T ) scales more slowly to zero than T
if quasiparticles are absent. On the other hand, one
finds in a FL ΓF (T ) ∼ T 2 such that the thermal de-
cay rate is less important than the the thermal broad-
ening of the distribution. Regarding the real part we
do not introduce a modification of Re ΣRF for frequencies
below ω< since the latter is forced to vanish by sym-
metry for small frequencies and momenta in the vicin-
ity of the FS. Moreover, we show in App. A that solv-
ing the Eliashberg equations with the approximation

Re ΣRF (k) =
√

3ω
1/3
IN |dk|4/3 sgn(ωk)|ωk|2/3 at all relevant

frequency scales is consistent with the Kramers-Kronig
relations.

Let us discuss the implications of ω/T scaling, intro-
duced in Sec. I, for the low-temperature regime in fur-
ther detail. If it applies, the self-energy can be written
in terms of a positive scaling function Σ̃F

Im ΣRF (k) ∼ −T 2/3Σ̃RF (ω/T, ϕk) , (19)

whose limiting behavior for T → 0 obeys Σ̃RF ∼ (ω/T )2/3,

while the total prefactor becomes−|dkF
|4/3ω1/3

IN to match
the ground state result. Correspondingly, the damping
rate must scale like ΓF (T ) ∼ T 2/3 since Σ̃RF (0, ϕk) is
independent of temperature. In the analysis of quan-
tum critical systems the scaling functions are typically
universal in the sense that they contain only dimension-
less ratios of the relevant scaling variables and universal
numbers that can be fully determined within an effec-
tive low-energy theory. As we will see below, however,
here the proportionality factor of dimension (Energy)1/3

consists in the weak-coupling limit of a combination of α
and εF which is fixed by UV-physics. At larger couplings
an admixture of parameters from the band structure is
possible.

Quite generically, one expects that the non-FL corre-
lations exist only in a certain low-energy regime close to
the FS. This allows to restrict δk = k − kF ≤ Λ by a
momentum cut-off Λ which we parametrize as

vFΛ := hΛεF � εF , (20)

or equivalently hΛ � 1. One constraint on this number
follows from the range in momentum space within which
the dispersion can be linearized around the Fermi surface:

εkF +p − µ ' vF p cos(ϕkF
− ϕp) , (21)

where p denotes a typical momentum transfer while the
angles refer to the orientation of kF and p, respectively.

Thus, the curvature of the Bloch band gives rise to one
bound on hΛ. Furthermore, we obtain one constraint
that arises intrinsically from the scaling structure of the
INM. In the ground state, the non-FL correlations are
generated by the exchange of energy and momentum be-
tween the Fermions via low-energy Bosons which can be
far off-shell due to Landau damping (13). At finite T we
expect from quantum critical scaling that this processes
still dominate at energies beyond ω>. The physical pic-
ture translates into a criterion for the applicability of ET:
Nematic fluctuations transfer typical momenta p and en-
ergies ωp between Fermions with |k| ' kF and ωk → 0,
that obey [20, 24, 28, 32, 61]

vF p�
∣∣ωp − ΣRF (ωp, ϕkF

)|T=0

∣∣ . (22)

Then, the electronic |ωk|2/3 correlations arise from the
momentum transfers that scales like

vF p ∼ (αωp)
1/3 . (23)

The connection to the computations is detailed in
Sec. IV B 1, in particular below Eq. (48). We combine
the last two relations by equating the left-hand-sides to
find an upper frequency bound for the validity of Eliash-
berg theory and consequently for the non-FL regime,
too. First of all, for frequencies on the scale ωp ∼ ωIN

this implies vF p ∼ α/εF � ωIN because ωIN ∼ α2/ε3
F

and α/ε2
F � 1. This sets the minimal possible value

hmin = α/ε2
F � 1 since for smaller hΛ the typical

scale ωIN for the non-FL behavior is discarded. On the
other hand, we find that the maximally allowed frequency
scales like ωmax ∼ α1/2 � ωIN, where now the linear
term on the left-hand side of Eq. (22) dominates. A sim-
ilar estimate has also been given in Ref. [24]. To actually
satisfy the inequality (22), we define ωmax = hωα

1/2 with
hω � 1. Translated to momentum this corresponds to

the maximal cut-off hmax = h
1/3
ω α1/2/εF � 1. Note that

these bounds result exclusively from the structure of the
interactions and apply in the weak-coupling limit α of
interest here. Therefore, we use in the following

hmax = h1/3
ω

α1/2

εF
ωmax = hωα

1/2 . (24)

However, for bigger values of α one has to check whether
the last definition violates the linearization criterion (21).
In this case one has to take the constraints from the non-
linearity of the band dispersion into account by decreas-
ing the cut-offs appropriately. We emphasize that any
value hmin ≤ hΛ ≤ hmax gives rise to the same tempera-
ture scaling for all quantities. However, the range where
ω/T scaling emerges, as well as the T -independent pref-
actors of ΓF (T ) and M2(T ) are strongly influenced. This
is exemplified on the basis of the minimal cut-off scheme
using hmin and ωIN in App. C.

Finally, we expect the non-FL metal correlations to
decay quickly as function of ωk or k when at least one of
these variables violates the given bounds for the non-FL
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regime. Then the ΣRF approaches the standard FL form
due to residual Fermi-Fermi interactions not considered
in the model.

III. KEY RESULTS

The major goal of the present work is to obtain the
temperature-dependence of M2(T ) at the onset of finite
temperatures in a fully self-consistent approach, thereby
finding also ΓF,kF

(T ) and the crossover scales ω≷. In
addition, one answers also the question whether an ω/T

scaling form Σ̃RF exists. We point out that the behavior
of ΣRF (ω) in the regime ω< ≤ |ω| ≤ ω> is in general not
guaranteed to follow a simple functional dependence that
can be extracted in an analytic way. However, within

the QCR it turns out possible to determine the domi-
nant behavior of the solution of the Eliashberg equations
by analytic means. In the following, we summarize our
main results for the Eliashberg equations and give their
solution. The details of the underlying calculations can
be found in the next section.

The fermionic self-energy can be decomposed [32, 44,
48] as a sum of a quantum ΣRF,Q and a thermal component

ΣRF,T , discussed in Secs. IV B 1 and IV B 2, respectively.
The first function contains the non-FL correlations in
the ground state and obeys ω/T scaling at finite tem-
peratures, as has been pointed out already in Ref. [32],
provided that M(T )/(αT ) � 1 to avoid the FL regime.
In particular, we find the asymptotic behavior for large
frequencies (cf. Eqs. (55) and (62)):

Im ΣRF,Q(kF , |ωk| � T ) = Im ΣRF |T=0(kF , |ωk| � T ) + Im δΣRF |(kF , |ωk| � T )

− ω1/3
IN |dkF

|4/3|ωk|2/3 + 0.318919...
|dkF
|4/3α2/3

A4/3εF
T 2/3 .

(25)

The frequency-independent correction Im δΣRF,Q ∼ T 2/3

has not been discussed so far. Its scaling is is intrinsically
related to the non-FL quantum fluctuations. Moreover,
it turns out to be responsible for the temperature depen-
dence of the bosonic mass gap M2(T ).

On the other hand, the thermal part ΣRF,T dominates
the behavior of the total self-energy for small frequencies
|ωk| � T . Its most general form reads as

Im ΣRF,T (kF , ωk) =

Im

αd2
kF
T

4εFA2 arcosh

(
−i (ωk − ΣRF (ωk, ϕkF

))

M/A

)
(ωk − ΣRF (ωk, ϕkF

))

√
1 +

M2/A2

(ωk − ΣRF (ωk, ϕkF
))2

,

(26)

which is derived in Eq. (68). This poses a self-consistent
problem since the total self-energy ΣRF,Q + ΣRF,T appears
on the right-hand side. This form is closely related to
the results by Klein et. al [48] obtained in Matsubara
frequencies. The expansion (69) admits to find simple
analytic expressions in different regimes. By taking the
limit ωk → 0, we can extract the thermal damping rate.
If M � ΓF (T ), which includes the vicinity of the thermal
phase transition but also the QCR at sufficiently large
temperatures, it becomes (up to log(log...) terms)

ΓF,kF
=
|dkF
|

2A

√√√√αT

εF
log

(√
αT |dkF

|
√
εFM/A2

)
, (27)

which agrees with the analytic continuation of the results
in Ref. [48, 68]. On the other hand, if M(T ) � ΓF (T ),

which applies to the QCR at the smallest temperatures,
we find

ΓF,kF
(T ) =

π

8

αd2
kF

εFA

T

M(T )
, (28)

in agreement with the results by Dell’Anna and Met-
zner [32], as well as by Punk [44]. Taking the lat-
ter two equations together, as well as the condition
M(T → 0) → 0 algebraically in a critical system, we

conclude that ΓF (T ) vanishes at least like
√
T (possi-

bly enhanced by logarithmic terms) but not faster than
T . This reveals the non-quasiparticle behavior since the
thermal decay rate approaches zero more slowly than the
temperature. However, to satisfy the necessary condition
ΓF (T ) ∼ T 2/3 for ω/T scaling, one needs M(T ) ∼ T 1/3

according to Eq. (28), which is the marginal case for
the existence of Fermi liquid correlations, as discussed
in Sec. IV B 1.

As becomes obvious from Eqs. (26) to (28), the bosonic
mass determines the overall behavior of ΣRF,T and, there-

fore, M2(T ) is an important ingredient for a complete
solution of Eliashberg theory. In Sec. IV C we show
that at the smallest temperatures in the QCR, the
main contribution to M2(T ) arises from ΣRF,Q. In par-
ticular, the bosonic mass inherits the temperature de-
pendence T 2/3 of the frequency-independent Im δΣRF,Q
but aqcuires a cut-off dependent, nonuniversal prefactor
since the underlying integration is sensitive to the full
spectral width of the non-FL excitations in the ground
state. In agreement with the expectations [40] from the
gauge-symmetry constraints of the low-energy two-patch
model [25, 36, 38], M2(T ) vanishes when one sends the
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cut-off Λ to infinity, for details see Eq. (89) below. For
finite cut-off values the result is thus formally equivalent
to Eq. (1) and reads explicitly for the maximal cut-off
scheme from Eq. (24):

M2(T ) ' 0.08241...hω
α7/6T 2/3

εF
. (29)

Here, the parameter hω incorporates the influence of the
UV-physics. The corresponding calculation for the mini-
mal cut-off is presented in App. C, where the same T 2/3

scaling is obtained. Notice that this term is more im-
portant at small temperatures than the estimate from
Eq. (2) M2(T ) ∼ T log T obtained from the RG ap-
proach of Millis [22] and the equivalent diagrammatic
calculation of Hartnoll et al. [40]. In the first reference
M2(T ) is obtained within a purely bosonic theory that
takes Landau damping and a standard Φ4 interaction
with coupling constant u into account. In the second
reference, M2(T ) is determined from a self-consistent
equation derived from diagrams up to three loop order.
These arise from adding further bosonic lines to the po-
larization bubble in Fig. 2. However, the Fermions are
still treated as noninteracting with infinite lifetimes. The
anomalous scaling T log T is then caused by the strongly
damped, almost critical bosonic fluctuations that inter-
act with particle-hole excitations of the Fermi gas. Our
result is instead governed by the thermal corrections to
the anomalous non-FL correlations, which incorporate
the non-quasiparticle character of the low-energy degrees
of freedom. As a consequence, taking them properly into
account, e.g. by dressing GR self-consistently, is neces-
sary to determine the leading scaling behavior. However,
once T becomes comparable to the extent of the non-FL
regime in frequency space (ωmax for the maximal cut-
off), the temperature dependence of M2(T ) is dominated
by the asymptotic tails of Im ΣRF,T , which are insensi-
tive to the non-FL correlations. Furthermore, the width
of the thermal distribution starts to exceed the broad
spectral features characteristic of the non-quasiparticles,
such that a qp-picture is restored. As a result, ET repro-
duces M2(T ) ∼ T times logarithmic terms for tempera-
tures T & Tmax = ωmax, when the cut-off scheme (24) is
used (see the discussion below Eq. (110)). If the mini-
mal cut-off ωIN is employed instead, Tmax is substituted
by ωIN, but the connection between the spectral width
of the non-FL regime and the temperature remains un-
changed, as is shown in App. C. In fact, we show that
the connection between the crossover temperature above
which M2(T ) ∼ T with logarithmic corrections and the
extent of the non-FL correlations in the ground state is
generic.

Next, we summarize (within the maximal cut-off
scheme) the scaling relations, which are detailed in
Sec. IV C 2. According to the discussion below Eq. (15),
the fermionic compressibility scales like (∂n/∂µ)T −
(∂n/∂µ)T=0 ∼ M2(T ) ∼ T 2/3. Furthermore, the scaling

M(T ) ∼ h1/2
ω α7/12T 1/3ε

−1/2
F implies M(T )/(αT )1/3 � 1

such that Fermi liquid correlations are irrelevant. For the

thermal damping rate, we find from Eq. (28)

ΓF (T ) ∼ α5/12

h
1/2
ω ε

1/2
F

T 2/3 , (30)

which indeed satisfies M(T ) � ΓF (T ) for T → 0 and
is compatible with ω/T scaling. Moreover, the domi-
nant temperature dependence of the total fermionic self-
energy admits a representation in terms of a simple but
nonuniversal scaling form (see Eq. (95))

Im ΣRF (kF , ωk, T, hω) = −α
5/12

ε
1/2
F

T 2/3Σ̃RF

(ωk
T
, ϕk, hω

)
Σ̃RF

(ωk
T
, ϕk, hω

)
=

b1

h
1/2
ω

d2
kF

+
α1/4|dkF

|4/3

8 · 31/2A4/3ε
1/2
F

[
|ωk|
T

]2/3

.

(31)

where b1 = 1.367.... The first part, which is sensitive
to the UV physics, originates from Im ΣRF,T , whereas the

second is associated with ΣRF,Q. By comparing them we
obtain the single crossover scale

ω≶ ∼ h−3/4
ω

ε
3/4
F

α3/8
T , (32)

which impies that both ω< and ω>, defined in Eq. (18),
coincide with the latter scale. The scaling function is
compared to the full numerical evaluation in Fig. 3, which
indeed reveals a scaling collapse at sufficiently low tem-
peratures. With increasing temperature, however, Σ̃RF
ceases to describe the total fermionic self-energy. Within
ET, we obtain thresholds for the range-of-validity of the
given scaling function. In particular, it can be applied
for temperatures below

Tscal =


h

15/8
ω

(
α1/2

εF

)23/8

εF , if
α

ε2
F

� h
6/5
ω

B16/5

B−3h3
ωα

1/2 , if
α

ε2
F

� h
6/5
ω

B16/5

,

(33)

which is derived in Eq. (99): Due to the nonuniversal
character of the scaling function we must distinguish sev-
eral effects that destroy ω/T scaling in different param-
eter regimes: The first line applies to the extreme weak-
coupling limit. In this case, the total self-energy becomes
a nonmonotonic function of ωk because an intermediate
regime emerges, which is governed by the tails of Im ΣRF,T .
For larger values of α, the thermal scattering rate is in-
stead no longer given by Eq. (28) but approaches the
form of Eq. (27). This results in a scaling mismatch of
the low- and high-frequency regimes. In particular, the
second form of Tscal originates from the minimal ratio
M(T )/ΓF (T ) & B ' 100, needed for the evaluation of
ΓF (T ) via Eq. (28).

Finally, we argue in Sec. V that the vertex correction
obtained from the self-consistent propagators change the
numerical O(1) prefactors but do not affect the found
scaling with T and α.



9

0.1 100 10
5

10
8

0.1

1

10

100

1000

10
4

10
5

Figure 3. Comparison of the total, self-consistent self-energy
ΣR

F,Q · εF /(α5/12T 2/3) with the scaling form Σ̃R
F given in

Eq. (30) at different temperatures T̃ = T/εF for the param-
eters α̃ = α/ε2F = 10−2, hω = 10−1, A = 1. For low enough

temperatures the scaling form Σ̃R
F agrees perfectly with the

total self-energy, i.e the curve for T̃ = α̃11/2 complete overlaps
with Σ̃R

F . At larger temperatures one observes deviations. In
particular, Eq. (33) predicts Tscal ' 0.002ωIN from the sec-
ond relations with the very large value B = 100 to obtain
an error of at most one percent by deviations of the scaling
ΓF (T ) ∼ T 2/3. Indeed, the self-energy at the second lowest
temperature shows this, yet hardly visible. Upon increas-
ing the temperature further, this effect becomes more pro-
nounced while the nonmonotonic behavior emerges, too. The
colored vertical lines indicate the position of ωmax/T whereas
the black line refers to the crossover of the scaling function at
ω≶ according to Eq. (32) (with fully restored numerical prefac-
tor). For temperatures below Tscal we have ω≶/T � ωmax/T
such that non-FL correlations of the ground state indeed dom-
inate in the regime ω≶ . |ω| . ωmax. On the other hand, this
is not the case for the highest presented temperature.

IV. COMPUTATIONAL DETAILS OF
ELIASHBERG THEORY AT FINITE

TEMPERATURE

We present now the calculations necessary to derive
the results of the previous section. We begin with the
bosonic damping rate ΓB in Sec. IV A. This allows to
compute the fermionic self-energy in Sec. IV B. The cal-
culation of the inverse order parameter susceptibility is
presented in Sec. IV C, where we elucidate the connection
with the fermionic compressibility, too. Furthermore, we
will find that M2(T ) can be related to the finite temper-
ature corrections of the non-FL terms contained in ΣRF,Q
at the lowest temperatures while at temperatures above
Tmax the tails of ΣRF,T generate the M2(T ) ∼ T log T scal-
ing. Eventually, we solve the Eliashberg equations and
establish boundaries on the validity of ω/T scaling.

A. The bosonic damping function

In this section we compute the damping of the bosonic
modes ΓB(p) = − Im ΣRB(p), defined below Eq. (12),
at finite temperature. We keep the fermionic decay
rate ΓF (T ) and ωIN as parameters in order to close
the self-consistent loop. In addition, we will see how
and for which momenta the important Landau damp-
ing form (13), found in the ground state, is recovered.
The results are presented for two different temperatures
in Fig. 4. The retarded bosonic self-energy is given in
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Figure 4. Numerical evaluation of the bosonic damping from
Eq. (37) for two different temperatures with the self-consistent
self-energy from Eq. (31) and the parameters α̃ = α/ε2F =
1/100, A = 1 and ϕk = π/10. In fact, all frequencies ωp/εF
smaller than the minimal one shown in the figure cannot be
distinguished from the red curve. The dashed lines indicate
the asymptotic expressions summarized in Eq. (43). Black
dashed: Landau damping. Blue dashed: Numerical evalua-
tion of (40). Red dashed: asymptotic result Eq. (42). The in-
termediate frequencies (yellow and green lines) cannot be de-
scribed by the asymptotic expressions because both the low-
and the high-frequency regime of Im ΣR

F contribute. This is
also the source of the remaining discrepancy between the solid
and dashed red lines results.
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Eq. (8b). Obviously, it vanishes when ωp → 0 in agree-
ment with the general constraint that ImDR(p) is odd
in frequency (see the discussion below (12)). We insert
the explicit forms of GR from Eq. (10a) and introduce
the new momentum variable k′ = k − kF . We keep only
terms of first order in k′, thereby discarding processes far
away from the FS:

Im ΣRB(p) ' −4g2

ˆ
dωk
2π

ˆ Λ

−Λ

dk′kF
2π

ˆ 2π

0

dϕk

2π
d2
k

× Im
1

ωp + ωk − ΣRF (k′ + p)− vF p cos(ϕk − ϕp)− vF k′

× Im
1

ωk − ΣRF (k′)− vF k′
[nF (ωk)− nF (ωk + ωp)] .

(34)

In addition, we have also linearized the expression in the
small ratio p/kF � 1, which allows to replace ϕk+p → ϕk

and to neglect εp. Indeed, p corresponds to the momen-
tum transfer onto a Fermion in the vicinity of the FS
which is restricted by p ≤ Λ� kF according to the state-
ments above Eq. (20) for the deviations of momenta away
from the FS. Therefore, we have introduced the cut-off
explicitly in the integral. In case of ΓB , the integrals are
UV-finite and we take the limit Λ→∞ in the following.
Introducing rescaled frequencies ω̄ = ω/T and momenta
k̄′ = k′/kF we arrive at

Im ΣRB(p) = −2παT

εF

ˆ
dω̄k
2π

ˆ
dk̄′

2π

ˆ 2π

0

dϕk

2π
d2
k

× Im
1

E(T (ω̄p + ω̄k, ϕk))

2εF
− p̄ cos(ϕk − ϕp)− k̄′

× Im
1

E(T ω̄k, ϕk)

2εF
− k̄′

[n̄F (ω̄k)− n̄F (ω̄k + ω̄p)] ,

(35)

where we have defined the functions

E(ω, ϕ) = ω − ΣRF (ω, ϕ)

n̄F,B(ω̄) =
1

exp(ω̄)± 1
.

(36)

Furthermore, we have replaced g2 by the effective cou-
pling α via Eq. (11). For small T � εF , the first factor
in the second line can be approximated by −πδ(k̄) like
for noninteracting Fermions, which yields

Im ΣRB(p) ' παT

εF

ˆ
dω̄k
2π

ˆ 2π

0

dϕk

2π
d2
k

× Im
1

E(T (ω̄p + ω̄k), ϕk)

2εF
− p̄ cos(ϕk − ϕp)

× [n̄F (ω̄k)− n̄F (ω̄k + ω̄p)] .

(37)

This result establishes the most general form that can
be obtained by analytic means. However, the function
admits further simplifications in various limits which can
be classified by the ratio of p̄ and |E|/εF . Note that this
implies a frequency-dependent threshold determined by
the external frequency ω̄p because ω̄k varies on the same
scale as ω̄p due to the thermal distribution functions. In
the case p̄ � |E|/εF , the remaining imaginary part can
be replaced by a Dirac delta, too. This allows to solve
the integral over the angle by picking the two points on
the FS whose tangential vectors are parallel to p:

Im ΣRB(p� |E(ωp)|/vF , ϕp, ωp) '

− παT

εF p̄
d2
p

ˆ
dω̄k
2π

[n̄F (ω̄k)− n̄F (ω̄k + ω̄p)] = −αd2
p

ωp
vF p

,

(38)

and the Landau damping term from Eq. (13) is recov-
ered. As a result, it exists also at finite temperatures
provided that the bosonic damping is evaluated at suf-
ficiently large momenta. Note that the dependence on
ΣRF has completely dropped out and the evaluation co-
incides with the perturbative one based on free Green’s
functions. This explains the fact that in the ground state
the self-consistent solution is obtained after a single in-
teration initialized with bare Green’s functions.

Landau damping breaks down when p is tangential to
the FS in any of the noninteracting directions along the
diagonals of momentum space ϕp = π/4 · {1, 3, 5, 7}. In
agreement with Eq. (38) the p−1 tail vanishes, but it is re-
placed by a p−2 tail from the angular integral in Eq. (37)
(see also Ref. [40]). In the vicinity of the noninteracting
directions the two tails can even mix, yet in such a way
that the resulting | Im ΣRB(k)| is always larger or equal to
the Landau damping tail and no additional poles arise
in the dressed DR. Since the diagonals are always sup-
pressed by the d-wave form factor it will not be necessary
to consider them any further.

Next, we examine the opposite regime p̄ � |E|/εF ,
which is important to understand how Landau damping
is regularized at small momenta. After setting p̄ = 0 in
Eq. (37), we obtain:

Im ΣRB(0, ωp) ' 2παT

ˆ
dω̄k
2π

ˆ 2π

0

dϕk

2π
d2
k

× Im
1

T (ω̄k + ω̄p)− ΣRF (T (ω̄k + ω̄p), ϕk)

× [n̄F (ω̄k)− n̄F (ω̄k + ω̄p)] .

(39)

Again, we can establish asymptotic forms for different
limits. First, we consider the case |ωp| & ω> which in-
cludes the behavior in the ground state when T → 0 (see
Eq. (18)). Here, we undo the ω̄ = ω/T transformation
and introduce instead ω̂ = ω/ωIN. In addition, we re-
place the thermal distribution functions by their ground
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state counterparts. This leads to

Im ΣRB(p = 0, |ωp| & ω>) ' −2πα

ˆ
dϕk

2π
d2
k

ˆ ω̂p

0

dω̂k
2π

|ω̂k|2/3|dk|4/3

(ω̂k +
√

3 sgn(ω̂k)|ω̂k|2/3|dk|4/3)2 + (|ω̂k|2/3|dk|4/3)2

=: −2παΓ̂B(ω̂p) ,

(40)

where we have inserted the self-energy at the QCP from
Eq. (17) and substituted ω̂k → ω̂p − ω̂k. Since the in-

tegrand varies like |ω̂k|−2/3 at the origin, Im ΣRB(p =

0, |ωp| & ω>) ∼ sgn(ω̂p)|ω̂p|1/3, which is odd but not
linear in ω̂p.

In the opposite limit |ωp| . ω< we expand the inte-
gral (39) to first order around ω̄p = 0, which yields

Im ΣRB(p = 0, |ωp| . ω<) ' 8παω̄p

ˆ
dω̄k
2π

ˆ 2π

0

dϕk

2π
d2
k

× 1

cosh2
( ω̄k

2

) Im
1

T ω̄k − ΣRF (T ω̄k, ϕk)
.

(41)

The first factor in the second line becomes a δ function in
the limit of T → 0 while the denominator of the last fac-
tor approaches −ΣRF (0, ϕk) = iΓF,k = iΓF (T )d2

k. Here,
we have set the angular dependence of the damping rate
according to Eq. (72) for the QCR. As a result, we obtain

Im ΣRB(p = 0, |ωp| . ω<) = − αωp
ΓF (T )

, (42)

which agrees with the observation by Punk [44].
All in all, we can summarize the results for the bosonic

damping rate ΓB(p) = ΣRB(p) that appears in DR(p) by
two scaling subregimes that are distinguished by the fre-
quency argument ωp:

|ωp| & ω> :

ΓB(p)→


αd2

p

ωp
vF p

, if vF p� |E(ωp)|T=0

2παΓ̂B

(
ωp
ωIN

)
, if vF p� |E(ωp)|T=0

|ωp| . ω< :

ΓB(p)→


αd2

p

ωp
vF p

, if vF p� ΓF (T ) = |E(ωp → 0)|

αωp
ΓF

, if vF p� ΓF (T ) = |E(ωp → 0)|

.

(43)

The index T = 0 indicates that the ground-state self-
energy ΣRF |T=0 is used for the evaluation of P . Fig. 4
presents the numerical evaluation and compares to these
analytic results. As function of the momentum one ob-
serves that ΓB crosses over quickly between the limiting
regimes.

B. Calculation of the fermionic self-energy

The expression for Im ΣRF is given in Eq. (8a). We are
mostly interested in the behavior in the vicinity of the
FS and focus therefore on momenta kF on the FS with
polar angle ϕkF

not too close to the noninteracting di-
rections. The major difference between the calculation at
zero temperature and finite temperature is caused by the
change of the analytic structure through the appearance
of the T/ωp pole in nB at small frequencies. To deal with
this effect, we separate the self-energy in a quantum and
a thermal part [32, 44]

Im ΣRF (kF , ωk) = Im ΣRF,Q(kF , ωk) + Im ΣRF,T (kF , ωk) .

(44)

where the thermal part contains the contribution from
the additional pole only. In the vincity of the QCP this
term is closely related the contribution from the the static
Ωn = 0 component of the order-parameter field [48].
With our definition the two terms read

Im ΣRF,Q(kF , ωk) = −2g2

ˆ
d2p dωp
(2π)3

d2
kF−p/2 ImDR(p)

× ImGRF (kF − p, ωk − ωp)

×
[
nB(ωp)−

T

ωp
+ nF (ωp − ωk)

]
(45)

and

Im ΣRF,T (kF , ωk) = −2g2T

ˆ
d2p dωp
(2π)3

d2
kF−p/2

ImDR(p)

ωp

× ImGRF (kF − p, ωk − ωp) .
(46)

Apparently, Im ΣRF,T approaches zero when T → 0, pro-
vided that the integral exists, but has a finite limit when
ωk → 0. On the other hand, the factor in the third line of
Eq. (45) has no singularities but converges for T → 0 to
the combination −θ(−ωp)+θ(ωk−ωp). Therefore, we an-

ticipate that the strange metal correlations ∼ |ωk|2/3 are
encoded in Im ΣRF,Q while the dominant contribution to

the damping rate ΓF (T ) emerges from Im ΣRF,Q. We will
now compute each function first individually and then
discuss how they mix within the self-consistent loop.

1. Quantum component of the self-energy

Im ΣRF,Q has already been studied by Dell’Anna and

Metzner [32]. In particular, Im ΣRF,Q attains a univer-

sal scaling function Im Σ̃RF,Q. Here, we extend the pre-

vious analysis in two ways: The scaling of M(T ) in
our solution of the Eliashberg equations potentially gives
rise to an instability of the non-FL regime, which has
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to be taken into account carefully. Moreover, we in-
clude thermal corrections to the non-FL asymptotics
Im ΣRF (kF , ωk)T=0 ∼ |ωk|2/3 for frequencies |ωk| � T ,
which is necessary for the computation of M(T ). The

result for Σ̃RF,Q as function of the dimensionless ratios

ωk/T and M/(αT )1/3 is presented in Fig. 5. The differ-
ence between the result in the ground state and at finite
temperatures, which illustrates the second issue, is shown
in Fig. 6.
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0.100
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Figure 5. Numerical result for Σ̃R
F,Q(ω̄, M̄) for different values

of the dimensionless mass. The solid black line indicates the
non-FL result (54). The black dashed lines show the inter-
mediate FL regime observed for M̄ & 25. For smaller masses
it cannot be resolved since it becomes entangled with the
crossover to the value Σ̃R

F,Q(0, M̄). The sign change of Σ̃R
F,Q

corresponds to the minimum in this plot.

Anticipating that the magnitude of the bosonic mo-
mentum p is much less than kF we can approximate the
angular variable ϕkF +p ' ϕkF

and d2
kF−p/2 ' d2

kF
. For

the explicit calculation it is convenient to split the p inte-
gral in Eq. (46) into two parts separated by the threshold
vF p = |E(ωk − ωp, ϕkF

)|, where P is defined above in
Eq. (36). We show in App. B that the contribution from
vF p ≤ |E(ωk−ωp, ϕkF

)| is negligible and we consequently
consider only vF p ≥ |E(ωk − ωp, ϕkF

)| in the following.
In this regime one encounters the Landau damping form
ΓB(p) = αd2

pωp/(vF p) according to Eq. (38). In addi-
tion, we rescale frequencies via ω̄ = ω/T and employ the
transformation p̄ = vFA

2/3/(d2
kF
αT )1/3 · p for momenta.

Together with the definition of α in Eq. (11), this brings
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Figure 6. Comparision of the quantum part of the self-energy
ΣR

F,Q at finite temperatures (solid lines) vs. Im ΣR
F,Q

∣∣
T=0

(dashed lines) obtained with ground state distribution func-
tions for different masses. The latter are not cut-off by
thermal fluctuations such that the FL or non-FL correla-
tions persist in the limit ω̄ → 0. The inset shows the dif-
ference Im δΣR

F,Q defined in Eq. (58) (solid lines) with the
same colour-coding. The dashed lines correspond to the high-
frequency asymptotics (61). For the largest two masses they
cannot be distinguished anymore.

the integral to the form:

Im ΣRF,Q(kF , ωk) =
π

εF

|dkF
|4/3α2/3T 2/3

A4/3

×
ˆ 2π

0

dϕp

2π

ˆ
dω̄p
2π

ˆ ∞
Ē

dp̄

2π
p̄ Im

1

Ē + p̄ cos(ϕp − ϕkF
)

d2
p

d2
kF

ω̄pp̄
[
n̄B(ω̄p)− 1

ω̄p
+ n̄F (ω̄p − ω̄k)

]
p̄2

[
T 4/3ω̄2

p

α2/3A2/3|dkF
|4/3
− p̄2 − M2

(Ad2
kF
αT )2/3

]2

+
d4
p

d4
kF

ω̄2
p

,

(47)

with the short-hand notation

Ē = A2/3(d2
kF
αT )−1/3E(T (ω̄k − ω̄p), ϕkF

).

Since the cut-off regularisation is irrelevant here, we have
dropped it from the beginning. The last line contains the
bosonic propagator. Its T 4/3ω̄2

p term, which originates
from the dispersion of Eq. (12), is always irrelevant in the
T → 0 limit. However, the mass term can influence the
results quite dramatically: If M(T ) vanishes faster than
T 1/3, we can drop it. This scenario has been discussed
in Ref. [32]. On the other hand, if M(T ) decays more
slowly than T 1/3, it is the most relevant parameter and
we have to evaluate the function in the limit M → ∞,
which corresponds to a FL state. Finally, the marginal
case M(T ) ∼ T 1/3 requires a careful analysis, since an
additional T -independent variable emerges whose value
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has to be determined self-consistently. In fact, the solu-
tion presented in Eq. (29) falls into this class. Therefore,
we define the dimensionless parameter

M̄ = M/(Ad2
kF
αT )1/3 (48)

and examine Im ΣRF (kF , ωk) as function of ωk, α, T and
M in the following.

Returning to the expression (47), we recall that the fre-
quencies of interest range between 0 and ωmax. The ther-
mal distribution functions imply that ωp varies predom-
inantly on the same scale as the external frequency ωk.
To simplify the integrals we consider different regimes of
ωk: For the smallest frequencies |ωk| . ω<, the function
E(T (ω̄k−ω̄p), ϕkF

) approaches the thermal damping rate
ΣRF (kF , 0) = −iΓF,kF

. Provided that the latter vanishes

faster than T 1/3 for small temperatures, which is in fact
guaranteed by the Eliashberg equations (see Eq. (28)),
we can set Ē → 0+. Thus, the imaginary part of the
fermionic Green’s function Im[Ē + p̄ cos(ϕp − ϕkF

)]−1

turns into a Dirac delta −πδ(p̄ cos(ϕp − ϕkF
)), similar

to the case of Landau damping, and the integration over
p̄ includes all positive values. On the other hand, for
the largest frequencies |ωk| & ω> we recover the non-FL
correlations. In this case, the self-energy attains the non-
FL form ∼ |ωk −ωp|2/3 such that Ē ∼ T 1/3. In the limit
of small temperatures, the regime of the largest frequen-
cies admits the same simplifications as the low-frequency
regime discussed above. Furthermore, we expect that
the intermediate regime ω< . |ω| . ω> can also be
treated with these approximations since, otherwise, one
finds a highly nonmonotonic

∣∣ΣR(ω< . |ω| . ω>)
∣∣. This

assumption will be justified a posteriori by our self-
consistent solution. These considerations show that the
quantum component satisfies the relation (22), which
states the condition for the applicability of Eliashberg
theory at T = 0, also at finite temperatures.

Next, we use the Dirac delta −πδ(p̄ cos(ϕp − ϕkF
)) to

integrate the over the angle. This picks out the pair of
bosonic modes whose wave vectors are tangential to the
FS a kF and reduces effectively the two-dimensional inte-
gration measure dp̄ p̄ to its one-dimensional counterpart
dp̄:

Im ΣRF,Q(kF , ωk) = − π

εF

|dkF
|4/3α2/3T 2/3

A4/3

×
ˆ
dω̄p
2π

ˆ ∞
0

dp̄

2π

ω̄pp̄
[
n̄B(ω̄p)− 1

ω̄p
+ n̄F (ω̄p − ω̄k)

]
p̄2
(
p̄2 + M̄2

)2
+ ω̄2

p

.

(49)

The largest contribution to the p̄ integral arises from the

regime p̄ ∼ max(ω̄
1/3
p , M̄). In the limit M̄to0 this is

equivalent the standard scaling argument of Eliashberg
theory for the INM (23), just formulated in the rescaled
variables ω̄, p̄. We can solve the integral over the magni-
tude p̄ by the variable transformation u = p̄2. This leads

to

Im ΣRF,Q(kF , ωk) ' |dkF
|4/3α2/3T 2/3

4A4/3εF

ˆ
dω̄p
2π

ω̄p

×
3∑
j=1

log(uj)

M̄4 + 4M̄2uj + 3u2
j

[
n̄B(ω̄p)−

1

ω̄p
+ n̄F (ω̄p − ω̄k)

]
,

(50)

where the uj denote the three solutions of

u(u+ M̄2)2 + ω̄2
p = 0 . (51)

According to Eq. (50) the quantum component admits a

representation in terms of a universal scaling form Σ̃RFQ

Im ΣRF,Q(kF , ωk) =
|dkF
|4/3α2/3T 2/3

4A4/3εF
Σ̃RF,Q(ω̄k, M̄) .

(52)

This representation is closely related to the results
by Dell’Anna and Metzner [32]. It reveals that
Im ΣRF,Q(kF , ωk) indeed obeys ω/T scaling when M̄ → 0.
As long as the scaling function is not singular in this limit,
we expect that ω/T scaling applies also in the regime
M̄ � 1 up to small corrections from the finite mass. The
numerical evaluation of Σ̃RF,Q for different values of the
mass is presented in Fig. 5. First, of all, we observe that
the scaling function is positive at small frequencies, which
contradicts the physical constraint of a positive spectral
function A(k, ωk) = −2i ImGR(k, ωk). This will be rec-
tified as soon as the thermal component is taken into
account, as can be seen by adding Eqs. (45) and (46). In

fact, the sign change of Σ̃RF,Q is expected due to a ”sum

rule for the first Matsubara frequency” [48, 69, 70].
Regarding the behavior when M̄ is varied, we indeed

observe only small corrections to Σ̃RF,Q(ω̄k, 0) for M̄ � 1.

Furthermore, even values M̄ ≤ 1 predominantly affect
the low-frequency regime of positive sign, while the high-
frequency regime is unchanged to logarithmic accuracy
and described by the non-FL asymptotics (17) (see also
Eq. (54) below). At this stage ω/T scaling with non-
FL exponents remains possible, even in the presence of
a mass M̄ ≤ 1 since the regime ω̄k → 0 is anyway domi-
nated by the thermal component. On the other hand,
if M̄ � 1, the scaling function differs strongly from
Σ̃RF,Q(ω̄k, 0) on all frequency scales because the system

is in the FL-regime (see also Eq. (54)) and ω/T scaling
with non-FL exponents is ruled out. As a result of these
findings, we have to check the condition M̄ � 1 when
we close the self-consistent loop. Finally, the crossover
between the low- and the high-frequency regime of Σ̃RF,Q
takes place at the rather large scale ω̄ ' 10 when M̄ → 0
and grows with M̄ . To better capture the properties
of the quantum component we can obtain closed forms
of the scaling functions in different limits. To this end,
we inspect the zeros uj from Eq. (51) in greater detail.
First, we distinguish two regimes that are smoothly con-
nected: For M̄ → 0, we have uj ∼ |ω̄p|2/3 whereas
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in the opposite regime M̄ � ω̄p, we find u1 → 0 and
u2,3 ∼ M̄2. We can estimate the crossover scale by the

criterion |ω̄p|2/3 ∼ M̄2, which leads to ω̄p ∼ M̄3. By
restoring dimensions this is equivalent to ωp = M3/α.
More precisely, we obtain the following asymptotic re-
sults for the sum from Eq. (50):

|ω̄p| � M̄3 |ω̄p| � M̄3

u1,2,3 |ω̄p|2/3 · {−1, e±iπ/3} −
ω̄2
p

M̄2
, −M̄2 ± ω̄p

M̄
+

ω̄2
p

M̄2

∑3
j=1

log(uj)

M̄4 + 4M̄2uj + 3u2
j

−2π

3
√

3|ω̄p|4/3
2

log

(
√
e
|ω̄p|
M̄3

)
M̄4

. (53)

Let us now consider the limit T → 0 to check the
convergence towards the established properties in the
ground state. Approaching this limit eventually implies
for any finite ωk that |ω̄k| � 1. In this regime the inte-
gral is dominated by the internal frequencies |ω̄p| � 1.
As a consequence, the thermal distribution functions in
Eq. (50) can be replaced by their ground state forms
n̄B(ω̄p) → −θ(−ω̄p) and n̄F (ω̄p − ω̄k) → ∓θ(ω̄k − ω̄p),
whereas the ω̄−1

p term that originates from subtracting
the thermal pole of the Bosons is negligible. The result-
ing asymptotic function reads

Σ̃RF,Q(ω̄k, M̄)
∣∣∣
T=0

=

ˆ ω̄k

0

dω̄p
2π

ω̄p

3∑
j=1

log(uj)

M̄4 + 4M̄2uj + 3u2
j

→


−|ω̄k|

2/3

2
√

3
, if ω̄k � M̄3

ω̄2
k

2πM̄4
log

(
|ω̄k|
M̄3

)
, if ω̄k � M̄3

,

(54)

which follows from inserting the expansions given in
Eq. (53). With Eq. (52) and the definition of M̄ in
Eq. (48), we find for the self-energy

Im ΣRF,Q(kF , ωk)T=0 →
− 1

8
√

3εF

(
d4
kF
α2

A4

)1/3

|ωk|2/3 , if |ωk| �M3/α

d4
kF
α2

8πεFM4
ω2
k log

(
Ad2

kF
α|ωk|

M3

)
, if |ωk| �M3/α

,

(55)

where the temperature has dropped out as expected. In
the high-frequency regime we indeed recover the non-
FL scale ωIN in agreement with Eq. (16) by identify-

ing the first line with −|dkF
|4/3ω1/3

IN |ωk|2/3. In contrast,
for frequencies below M3/α we instead observe a two-
dimensional Fermi liquid behavior [71] in agreement with

Ref. [32]. In Fig. 5 we show how Im Σ̃RF,Q at finite temper-

atures approaches ΣR,F,Q|T=0 in the high-frequency limit.
In addition, the inset of Fig. 6 presents the difference be-

tween Im Σ̃RF,Q and ΣR,F,Q|T=0, which will be discussed in
much greater detail below.

Next we turn briefly to the regime |ω̄k| � 1 and eval-

uate Σ̃RF,Q(0, M̄), shown in Fig. 7. The universal value

Σ̃RF,Q(0, 0) = 0.944103... has to be determined by numer-

ical integration while Σ̃RF,Q(0, M̄ → ∞) scales like 1/M̄ .
This is detailed in App. B, where we also provide an es-
timate for the coefficient of the tail:

Σ̃RF,Q(0, M̄)→

{
0.944103... , if M̄ � 1

1.75024...M̄−1 , if M̄ � 1
. (56)

According to Eq. (52), these findings entail the follow-
ing low-frequency behavior of the quantum component

Im ΣRF,Q(kF , ω̄k = 0) '

1

εF

0.236025... ·
(d2

kF
αT )2/3

A4/3
, if M � α1/3T 1/3

0.437561... ·
d2
kF
αT

AM
, if M � α1/3T 1/3

.

(57)

To close the self-consistent loop at the onset of finite
temperatures, it will turn out to be crucial to under-
stand the thermal corrections to the non-FL asymp-
totics Im ΣRF,Q ∼ |ωk|2/3 in the high-frequency regime

|ωk| � T , too. To investigate them we define

Im δΣ̃RF,Q(ω̄k, M̄) :=

Im Σ̃RF,Q(ω̄k, M̄)− Im Σ̃RF,Q(ω̄k, M̄)
∣∣∣
T=0

,

(58)
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and obtain the following expression from Eq. (50)

Im δΣ̃RF,Q(ω̄k, M̄) =

ˆ
dω̄p
2π

ω̄p

3∑
j=1

log(uj)

M̄4 + 4M̄2uj + 3u2
j

×[nB(ω̄p)−
1

ω̄p
+ θ(−ω̄p) + nF (ω̄p − ω̄k)− θ(ω̄k − ω̄p)].

(59)

The last two terms in the second line contribute only sub-
stantially when |ω̄p − ω̄k| . 1. Since this combination is
multiplied with an UV-integrable function, it gives rise
to an algebraically decreasing contribution that is negli-
gible for large arguments |ω̄k| � 1. As a result, we obtain
corrections that are to first approximation independent
of the frequency:

Im δΣ̃RF,Q(|ω̄k| � 1, M̄) '
ˆ
dω̄p
2π

[n̄B(ω̄p)−
1

ω̄p
+ θ(−ω̄p)]

× ωp
3∑
j=1

log(uj)

M̄4 + 4M̄2uj + 3u2
j

.

(60)

which agrees very well with the numerical evaluation, as
confirmed in Fig. 6. Like above, we can find asymptotic
results for this function in the limits M̄ � 1 and M̄ � 1.
In the first one we set M̄ = 0 which allows to replace the
sum by −2π/(3

√
3|ω̄p|4/3) (see Eq. (53)) and evaluate the

integral numerically. In the opposite limit of large masses
the analysis shown in App. B reveals the same M̄−1 tail
as in the ωk → 0 case, see Eq. (56). Altogether, we
have the following positive corrections to the asymptotic
behavior:

δ Im Σ̃RF,Q(|ω̄k| � 1, M̄)→

{
1.27567..., if M̄ � 1

1.75024...M̄−1, if M̄ � 1
,

(61)

which is plotted in Fig. 7. Restoring dimensions via
Eqs. (52) and (48) we obtain

δ Im ΣRF,Q(kF , |ωk| � T )→

1

εF


0.318919...

|dkF
|4/3α2/3

A4/3
T 2/3 , if M � (αT )1/3

0.437561...
αd2

kF

AεF

T

M
, if M � (αT )1/3

.

(62)

For later convenience we introduce b = 0.318919. Quite
importantly, the leading correction scales itself like T 2/3

provided that the mass is small. This is intimately con-
nected to the non-FL correlations in the ground state
with the difference that the frequency integration in
δ Im Σ̃RF,Q is not cut-off by the external frequency but
by the temperature. This result turns out to have a
strong impact on the temperature scaling of the bosonic
mass M(T ), as discussed in Sec. IV C. Before turning to
this function we analyze the classical component in the
next section to obtain a complete understanding of the
fermionic damping rate and the crossover scales.
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Figure 7. M̄ -dependence of the scaling function Σ̃R
F (0, M̄)

(blue) and the thermal corrections δΣ̃R
F,Q(|ω̄k| � 1, M̄) in the

high-frequency regime. The dashed lines indicate the asymp-
totic expressions from Eqs. (56) and (61), respectively. In
particular, the black dashed line shows our estimate for the
M̄−1 tail, which deviates from the numerical result by ap-
proximately 5%.

2. Thermal component of the self-energy

We turn now to the thermal part of the fermionic self-
energy defined in Eq. (46). A graphical representation of
the self-consistent solution is given in Fig. 8. It reveals a
plateau at small frequencies whose value determines the
thermal scattering rate ΓF (T ). For larger frequencies the
plateau crosses over to algebraic tails of different nature
depending on the temperature.

To perform the explicit calculation, we approximate
the angular dependence in the limit p � kF and insert
the physical bosonic propagator (12):

Im ΣRF,T (kF , ωk) = 2g2Td2
kF

ˆ
d2p dωp
(2π)3

1

ωp

× ImGRF (kF − p, ωk − ωp)

× ΓB(p)

(ω2
p − c2Bp2 −M2(T ))2 + Γ2

B(p)
.

(63)

To determine the leading behavior of this function, we
first solve the frequency integral. To this end, we con-
centrate on the factors in the first and last line since the
fermionic Green’s function will turn out below to play
only a subordinate role in this case. In the regimes where
the bosonic damping attains a form linear in the fre-
quency, i.e ΓB(p) = ωpΓ̃B(p) (see Eq. (43)), we observe
that the largest contribution arises from the scale

Ωp =
c2Bp

2 +M2(T )

Γ̃B(p)
, (64)

to lowest order in ωp. The simple pole structure points
towards solving the ωp integration by the residue the-
orem. However, we recall from Eq. (43) that ΓB(p) ∼
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Figure 8. Numerical, self-consistent solution of Eq. (68) at
four different temperatures for α/ε2F = 10−2 and M(T ) from
Eq. (28) with hω = 10−1 and A = 1. The colored dashed lines
represent the asymptotic result (72). However, at the two
largest temperatures the latter deviates from the full result
since the constraint ΓF (T ) � M(T ) ceases to be satisfied.
The black dashed line indicates the |ωk|−1 tail of Eq. (75).
The inset has the same axes as the main plot and presents
Im ΣR

F,T at an extremely small temperature. The blue line
corresponds again to the thermal damping rate of (72). In
addition to the green line for the 1/|ωk| power law, we observe
also the intermediate regime governed by the non-FL self-
energy shown in yellow (see Eq. (75) for details).

α sgn(ωp)|ωp/ωIN|1/3 in the regime |ωp| � T with simul-

taneously vF p � ω
1/3
IN |ωp|2/3. These branch cuts poten-

tially impede the calculation of the ωp integral but we can
argue that they give rise to irrelevant contributions only:
We first note that the 1/ωp pole of the Bose distribution
is not evaluated at the origin because of the constraint
|ωp| � T . Next, we determine the frequency scale where
the denominator of ImDR(p) becomes minimal for the
given form of ΓB(p). This yields

Ωp ∼ ωIN

[
c2Bp

2 +M2(T )

α

]3

,

to lowest order in ωp. If cBp ∼ vF p . M(T ), we have
Ωp ∼ M6(T ) which scales at least with T 2 since we are

only interested in solutions where M(T ) ∼ T 1/3 or faster
to avoid entering a FL regime. As a result, this sce-
nario contradicts the condition Ωp � T . In the opposite
case cBp � M(T ), we find that vF p � εF by insert-
ing Ωp ∼ ωIN(cBp)

6/α3 into the momentum constraint

vF p� ω
1/3
IN Ω

2/3
p . Such high-energy processes do not play

any role at all for the low-energy physics studied here and
can be safely discarded. In other words, the main contri-
butions to Im ΣRF,T arise from those regions in the (p, ωp)
space where the bosonic damping is linear in frequency.
Next, we note that the Im symbol in Eq. (63) can be
taken in front of the integral and that GR(ωk−ωp) is an-

alytic in the lower half of the complex ωp plane. Hence,
we can close the contour below to avoid the fermionic
poles such that only the pole of DR at ωp = −iΩp from
Eq. (64) is enclosed:

Im ΣRF,T (kF , ωk) = g2Td2
kF

Im

ˆ
d2p

(2π)2

1

c2Bp
2 +M2(T )

×GRF (kF − p, ωk + iΩp) .

(65)

Note that the factor Γ̃B(p) that carries the momentum
dependence of the bosonic damping has disappeared.
Furthermore, we see that typical momenta scale like
vF p ∼ M(T ). In case of Landau damping, that is

Γ̃B(p) ∼ 1/(vF |p|), we have Ωp ∼ M3(T ) ∼ T where
the last power law applies for the result (29). On the

other hand, if Landau damping is absent, we have Γ̃B ∼
Γ−1
F (T ) and thus Ωp ∼ ΓF (T )M2(T ) ∼ T 4/3, where the

last relation holds for temperatures below Tscal. This jus-
tifies the omission of the ω2

p term of the dispersive part of

DR in Eq. (64). In addition, Ωp vanises at least like T in
both cases when the self-consistent results from Sec. III
are inserted and the T → 0 limit is taken. We also set
Ωp = 0 in ImGR, which suffices to determine the leading
behavior of the thermal component, since all crossovers
scale in a more relevant way with T or obtain a prefactor
that is much less suppressed in α than Ωp. To proceed
with the calculation, we linearize the dispersion around
the Fermi surface as before

Im ΣRF,T (kF , ωk) = g2d2
kF
T Im

ˆ
d2p

(2π)2

1

c2Bp
2 +M2

1

ωk − ΣRF (ωk, ϕkF
)− vF p cos(ϕp − ϕkF

)
,

(66)

to solve the angular integral (u = vF p) which leads to:

Im ΣRF,T (kF , ωk) = −
g2d2

kF
T

v2
FA

2
Im

ˆ ∞
0

duu

2π

1

u2 +M2/A2

× i√
u2 − (ωk − ΣRF (ωk, ϕkF

))2
.

(67)

The final result reads then

Im ΣRF,T (kF , ωk) =

Im

αd2
kF
T

4εFA2 arcosh

(
−i (ωk − ΣRF (ωk, ϕkF

))

M/A

)
(ωk − ΣRF (ωk, ϕkF

))

√
1 +

M2/A2

(ωk − ΣRF (ωk, ϕkF
))2

.

(68)

Here, arcosh denotes the inverse function of cosh(z) in
the complex plane. This result can be obtained also from
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the corresponding Matsubara self-energy, which has been
computed in Refs. [48, 68], by analytic continuation.

In order to identify the dominant behavior in the dif-
ferent regimes we can again obtain simple analytic forms.
To this end, we note the expansion for M > 0 and
Im z > 0:

Im
arcosh

(
−iMz

)
z

√
1 +

M2

z2

→

Im
2 log

(
2z
M

)
− iπ

2z
, if M � |z|

− π

2M
, if M � |z|

.

(69)

Let us focus first on the fermionic damping rate by setting
ωk = 0 in Eq. (68) and neglecting the negative contribu-
tion from the quantum component (57), which will turn
out to be irrelevant below. With the given expansion we
find

ΓF,kF
(T ) = −

αd2
kF
T

4A2εF
Im

arcosh

(
ΓF,kF (T )

M/A

)
iΓF,kF

(T )

√
1− M2/A2

Γ2
FkF

(T )

→
αd2

kF
T

A2εF


1

4ΓF,kF
(T )

log

(
2ΓF,kF

(T )

M/A

)
if, M/A� ΓF,kF

(T )

π

8

1

M/A
if, M/A� ΓF,kF

(T )

,

(70)

where we have used Re ΣRF,T (kF , ωk = 0) = 0 due to the
symmetry arguments given in App. A. The upper case is
attained close to the classical critical line, where M → 0,
but also for large enough temperatures at the coupling
strength corresponding to the QCP, as we will see below.
The solution for ΓF (T ) reads in this case [48, 68]

ΓF,kF
=
|dkF
|

2A

√√√√αT

εF
log

(√
αT |dkF

|
√
εFM/A2

)
, (71)

up to log(log...) terms. Obviously, the scaling ΓF (T ) ∼√
T log T renders the quantum component, which at most

scales like T 2/3 for small masses, indeed irrelevant. In
particular, Klein et al. [48] showed that this solution
agrees very well with QMC simulations, however at tem-
peratures well above the superfluid transition of the
INM [72] Tc ∼ ωIN. Interestingly, the fermionic damping
rate diverges logarithmically upon approaching Tc. As we
will see in Sec. V, the vertex corrections contain similar
logarithms which require a careful resumation to capture
the real physical result in the limit M → 0. In this re-
gard, Damia et al. [68] showed that including a bosonic
self-interaction in the self-consistent equations cures the
divergences. In the opposite regime M(T )� ΓF (T ), one
finds

ΓF,kF
(T ) =

παd2
kF

8εFA

T

M(T )
, (72)

which has been obtained previously by Dell’Anna and
Metzner [32], as well as by Punk [44]. In fact, this form
turns out to govern the Eliashberg equations at the onset
of finite temperatures (see also the arguments for the

quantum critical scaling, given in Sec. III and Sec. IV C).
Fig. 8 shows that this result indeed describes the ωk → 0
limit of Im ΣRF,T at the smallest temperatures.

In addition to the plateau of Im ΣRF,T (kF , ωk), we
can also extract the large-frequency behavior from
Eq. (68). More precisely, we refer to the regime |ωk −
ΣRF (kF , ωk)| � M , which is formally equivalent to the
M → 0 limit in Eq. (69), In this regime we find:

Im ΣRF,T (kF , ωk) '

αd2
kF
T

4A2εF
Im

2 log

(
2
ωk − ΣRF (ωk, ϕkF

)

M/A

)
− iπ

ωk − ΣRF (ωk, ϕkF
)

 .
(73)

Moreover, for asymptotically large arguments the solu-
tion of the self-consistent problem converges to the so-
lution of the ordinary equation where ΣRF on the right-
hand side is replaced by ΣRF,Q. This allows to distin-

guish two scenarios: At the highest frequencies |ωk| �
ωIN the frequency dependence of the right-hand-side is
determined by the linear frequency terms which im-
plies Im ΣRF (kF , ωk) ∼ |ωk|−1. However, if the asymp-
totic regime is encountered already for |ωk| . ωIN,
the right-hand-side is dominated by the asymptotics

Im ΣRF,Q(kF , ωk) → −|dkF
|4/3ω1/3

IN |ωk|2/3. Then, the
non-FL correlations give rise to an intermediate regime
characterized by an |ωk|−2/3 tail with logarithmic correc-
tions. If present, this regime emerges between the plateau
in the limit ωk → 0 and the high-frequency |ωk|−1 power-
law. Such behavior is indeed observed in Fig. 8 for
the lowest temperatures. We state the functional forms



18

more precisely in Eq. (75) below, but we first extract the
crossovers to complete the analysis. By comparing ΓF (T )
from Eq. (72) to the high-frequency regime we obtain a
simple estimate for the crossover scale between the low-
and high-frequency asymtptotics of Im ΣRF,T

1

M
∼

∣∣∣∣∣∣∣∣∣∣
Im


2 log

(
2
ωk − ΣRF,Q(ωk, ϕkF

)

M

)
− iπ

ωk − ΣRF,Q(ωk, ϕkF
)


∣∣∣∣∣∣∣∣∣∣
,

(74)

where we have omitted numerical factors of order one.
Based on the previous arguments we can further sim-
plify this relation: At the smallest temperatures we
expect M(T ) . ωIN such that the condition |ωk −
ΣRF,Q(ωk, ϕkF

)| �M(T ) is satisfied for frequencies com-
parable or even below ωIN and the intermediate regime
governed by the non-FL correlations is present. On the
other hand, as soon as M(T ) increases with tempera-
ture to O(ωIN), or even beyond, the condition |ωk −
ΣRF,Q(ωk, ϕkF

)| � M(T ) entails a direct crossover from

ΓF (T ) to the 1/|ωk| tail. In summary, we have the fol-
lowing asymptotic scaling behavior:

M(T )� ωIN :

Im ΣRF,T (kF , ωk) ' −
αd2

kF
T

4εFA2



π

2M
, if |ωk| �

M(T )3/2

ω
1/2
IN

π

|ωk|
, if ωIN � |ωk|

1

|dkF
|4/3ω1/3

IN |ωk|2/3
Im

2 log

(
2

M/A
(
√

3 sgn(ωk) + i)|dkF
|4/3ω1/3

IN |ωk|2/3
)
− iπ

(
√

3 sgn(ωk) + i)

, else

M(T )� ωIN : Im ΣRF,T (kF , ωk) ' −
αd2

kF
T

4εFA2


π

2M
, if |ωk| �M

π

|ωk|
, if M � |ωk| ,

(75)

where the crossover scales have been calculated up to
logarithmic corrections. The result for the largest |ωk|
agrees again with the analytic continuation of the Mat-
subara expressions of Ref. [48]. We also notice that the
T/|ωk| tail is not restricted by the non-FL scaling ar-
guments and thus extends beyond the frequency cut-off
ωmax. As already mentioned, the numerically obtained
self-consistent solution for Im ΣRF,T indeed follows these
asymptotic expression as is shown in Fig. 8. Regarding
the numerical evaluation we have not properly considered
the nonzero real part of the thermal component. How-
ever, in App. A we argue that these corrections vanish
for small α, T in the non-FL regime and that neglecting
them is consistent with the structure of the Eliashberg
equations. In addition, we have checked that the nu-
merical stability against small perturbations that mimic
corrections to the real part.

Eq. (75) reveals that a full understanding of the ther-
mal component requires the bosonic mass M(T ) as in-
put parameter. Before embarking on the computation of
M(T ), we briefly consider the momentum dependence of

ΣRF,T . This is necessary to estimate the upcoming inte-
grals. We can parametrize any momentum k close but
not exactly on the FS by a small deviation δk = k− kF
that is parallel to kF (i.e. ϕk = ϕkF

) and satisfies
|δk| � kF . To compute Im ΣRF,T (k, ω) in analogy to

Eq. (66) we have to insert the fermionic Green’s func-
tion

GR(k− p, ωk − ωp) '
1

ωk − ωp − ΣRF (k − p)− vF p cos(ϕk − ϕp)− vF δk
,

(76)

where we have linearized the dispersion as usual. Follow-
ing the same steps for the ωp integration as above and
using that GR(k − p) remains an analytic function of ωp
in the lower complex half plane, we find

Im ΣRF,T (k, ωk) = g2d2
kF
T Im

ˆ
d2p

(2π)2

1

c2Bp
2 +M2

GRF (k− p, ωk) .

(77)
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Here, we have approximated the d-wave form factor by
neglecting corrections from both δk and the bosonic mo-
mentum p. The determination of Im ΣRF,T (k, ωk) for
arbitrary momenta and frequencies actually requires a
full numerical solution of Eq. (77) with the Green’s
function (76). However, the value ΣRF,T (kF , ω →
0) = −ΓF,kF

(T ) must still be approached in the limit
δk → 0, ωk → 0. Moreover, asymptotically large ar-
guments allow to replace ΣRF (k − p) → ΣRF,Q(k − p) '
ΣRF,Q(ωp−ωk, ϕkF

) in analogy to the arguments given be-

low Eq. (73). As a result of the momentum-independent
quantum self-energy, we can solve the ϕp integral just as
in Eq. (66). Afterwards, we perform the p integration like
in Eq. (68). This leads to the asymptotic expression (73),
yet with the dispersive shift ωk → ωk − vF δk:

Im ΣRF,T (k, ωk) '

αd2
kF
T

4A2εF
Im


2 log

(
2
ωk − ΣRF,Q(ωk, ϕkF

)− vF δk
M/A

)
− iπ

ωk − ΣRF,Q(ωk, ϕkF
)− vF δk

.
(78)

At δk = 0 we have seen that Im ΣRF,T approaches the

constant value ΓF,kF
(T ) for small frequencies whereas

at higher frequencies this plateau crosses quickly over to
algebraic tails. For finite deviations away from kF , we
find the crossover condition (74) but again shifted by
ωk → ωk − vF δk:

1

M
∼

∣∣∣∣∣∣∣∣∣∣
Im

2 log

(
2
ωk − ΣRF,Q(ωk, ϕkF

)− vF δk
M/A

)
− iπ

ωk − ΣRF,Q(ωk, ϕkF
)− vF δk

∣∣∣∣∣∣∣∣∣∣
.

(79)

Regarding the range-of-validity of the asymptotic forms
of Im ΣRF,T (k, ωk) as function of the momentum, we ex-

pect that Im ΣRF,T (k, ωk) decays quickly if the lineariza-
tion εk − µ ' vF δk fails to be accurate. As discussed
below Eq. (20), the corresponding scale exceeds the cut-
off Λ from the interaction-based INM scaling relations for
small enough α.

C. Nematic susceptibility

The mass parameter M2(T ) introduced in Eqs. (12)
and (15) is encoded in Re ΣRB(0). To obtain an explicit
expression for the real part of the self-energy, we in-
sert Im ΣRB from Eq. (8b) into the Kramers-Kronig re-
lation (9) and apply the latter to ImGR. This yields

Re ΣRB(0) = −8g2̂ d2k dωk
(2π)3

d2
knF (ωk) ImGR(k)ReGR(k).

(80)

Given this expression, we can consider the connection
between M2(T ) and the compressibility (∂n/∂µ)T , in-
troduced below Eq. (15), in further detail. First, we note
that Re ΣRB(0) can be rewritten as

Re ΣRB(0) = 4g2

ˆ
d2k dωk
(2π)3

d2
k nF (ωk)

∂ ImGR(k)

∂µ
, (81)

when the dressed Green’s function (10a) is inserted, since
ΣRF is independent of µ within ET. The total density n
reads quite generally [62]

n = −2

ˆ
d2k

(2π)2

ˆ
dωk
π
nF (ωk) ImGR(k) , (82)

with the factor 2 for spin. This implies(
∂n

∂µ

)
T

= −4

ˆ
d3k

(2π)3

ˆ
dωk
(2π)

nF (ωk)
∂ ImGR(k)

∂µ
,

(83)

which differs from Eq. (81) only by factors of the coupling
constant and the accompanying angular weight from the
d-wave form factor. The opposite sign arises from the
Fermion loop that is taken into account in ΣRB . Con-
sequently, Eliashberg theory incorporates the thermody-
namic relation between the fluctuations of the conserved
electron density and the compressibily correctly, as is
expected for a self-consistent quantum field theory on
general grounds [73]. Moreover, both the invers order-
parameter susceptibility M2(T ) and the compressibility
(∂n/∂µ)T − (∂n/∂µ)T=0 scale in the same way with T ,
since the nematic form factor does not introduce singu-
larities. Note that we have shown this relation for the
dressed Green’s function but the same statements hold if
GR0 = (ω− εk +µ+ i0+) is used instead. However, there
is a marked difference between evaluating (∂n/∂µ)T with
bare or interacting Green’s functions: For the spherical
FS of noninteracting electrons one finds in d = 2(

∂n(0)

∂µ

)
T

= 2
∂

∂µ

ˆ
d2k dωk
(2π)2

nF (ωk)δ(ωp − εk + µ)

= 2
∂

∂µ

ˆ
d2k

(2π)2
nF (εk − µ)

= 2
∂

∂µ

mT

2π
log(1 + eβµ) =

m

π

1

1 + e−βµ
,

(84)

which is equivalent to the constant density of states
D(ε) = m/π and exponentially small thermal correc-
tions. The arguments from the previous paragraph entail
the that the same behavior arises from the perturbative
evaluation of the one-loop diagram for M2(T ). When
the band structure of the underlying lattice is taken into
account, the Sommerfeld expansion for small tempera-
tures gives rise to analytic corrections ∼ D′(εF )T 2 to
the ground-state result. Even in a FL one finds the
same temperature dependence since the finite decay rate
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of the low-energy quasiparticles, which scales like [74]
∼ T 2 with logarithmic corrections [71, 75] in d = 2, van-
ishes therefore much faster than thermal broadening ∼ T
of the distribution function nF . The effect of interac-
tions merely introduces a renormalization of the density
of states. In contrast, the non-quasiparticle character of
the excitations in the QCR, which is incorporated by the
branch cuts of GR, changes the structrue of the integrals
Eq. (81) and (83) substantially: In the non-FL one faces
broad spectral features of a finite width around the FS,
instead of sharp spectral functions that essentially focus
the evaluation on the FS. As a result, in the quantum
critical case this spectral width ωmax and the associated
range in momentum space Λ, which correspond to a new,
emergent energy and lenght scales, explicitly appear in
the final results. Therefore, UV/IR mixing cannot be
avoided at finite temperatures, in contrast to the ground

state where the single parameter Re ΣRB(0) is absorbed in
the definition of the critical point (see Eq. (14)). Similar
effects of UV/IR mixing appear also at T = 0, e.g. in the
case of higher dimensions when the extended structure of
the hot parts of the FS has to be taken into account to
describe the interactions properly [76]. Considering both
the low- and high-energy degrees of freedom on equal
footing is certainly beyond the scope of an analytic appo-
rach. However, the estimates for ωmax and Λ provided by
ET allow to obtain qualitative results for M2(T ). Fur-
thermore, the scaling with the UV parameters can be
compared to numerical simulations.

To compute M2(T ), we return now to Eq. (80). Using
the identity nF (−ω) = 1− nF (ω) we can decompose the
bosonic mass (15) into contributions from positive and
negative frequencies

M2(T ) = M2
−(T ) +M2

+(T )

= −8g2

ˆ
d2k

(2π)2
d2
k

[ˆ 0

−∞

dωk
2π

([
ImGR(k) ReGR(k)

]
T
−
[
ImGR(k) ReGR(k)

]
T=0

)
+

ˆ ∞
0

dωk
2π

nF (ωk)

([
ImGR(k) ReGR(k)

]
T
−
[
ImGR(k,−ωk) ReGR(k,−ωk)

]
T

)]
.

(85)

In the absence of well-defined quasiparticles, one expects
the spectral width of the excitations to exceed the tem-
perature, which is indicated by the thermal damping rate
ΓF (T ) that vanishes more slowly than T , too. As a con-
sequence, the major contribution to the inverse order
parameter susceptibility will arise from M2

−(T ) since in
M2

+(T ) frequencies above T are exponentially supressed
by nF .

For the explicit calculation, we will assume that the
non-FL correlations are restricted to the maximal range
in frequencies |ω| . ωmax and the corresponding maxi-
mal momentum cut-off vFΛ ≤ hmaxεF , given in Eqs. (20)
and (24). The analogous computation within the scheme
of minimal cutoffs is presented in App. C. However, we
emphasize that the physical picture relies only on the ex-
istence of non-FL correlations at finite temperatures. In
particular, the choice of the cutoffs does not affect the
scaling with T . The following procedure consists of three
steps: In Sec. IV C 1 we compute M2(T ) by considering
only the quantum part ΣRF,Q to find a preliminary result
for the bosonic mass. Afterwards in Sec. IV C 2, we use
the latter to obtain the corresponding thermal part ΣRF,T
and determine the regime of ω/T scaling. Finally, we
feed the total self-energy back into the Eliashberg equa-
tions in Sec. IV C 3 and show that the inclusion of ΣRF,T
yields only subleading corrections to M2(T ) at the onset
of finite temperatures. For larger T , however, these even-

tually dominate the inverse susceptibility and provide the
result M2(T ) ∼ T with logarithmic corrections.

1. Mass gap from ΣR
F,Q

In this section we compute the bosonic mass by setting
ΣRF (k) → ΣRF,Q(ωk, ϕk) that is to a very good approxi-
mation independent of the magnitude of the momentum
(see Sec. IV B 1). Labeling the corresponding bosonic
self-energy as ΣRB,Q and inserting the explicit form of the

Green’s functions into Eq. (80) yields

Re ΣRB,Q(0) ' −8g2

ˆ 2π

0

dϕk

2π

ˆ ωmax

−ωmax

dωk
2π

ˆ kF +Λ

kF−Λ

dk

2π
k d2

k

nF (ωk) Im ΣRF,Q(ωk, ϕk)(ωk − Re ΣRF,Q(ωk, ϕk)− ξk)[
(ωk − Re ΣRF,Q(ωk, ϕk)− ξk)2 + (Im ΣRF,Q(ωk, ϕk))2

]2 ,
(86)

with ξk = εk − µ. After linearizing the fermionic dis-
persion in the variable u = vF (k − kF ) as usual, we can
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integrate u exactly

Re ΣRB,Q(0) = −2α

ˆ 2π

0

dϕk

2π

ˆ ωmax

−ωmax

dωk
2π

∑
σ=±1

d2
knF (ωk)

σ Im ΣRF,Q(ωk, ϕk)

(ωk − Re ΣRF,Q(ωk, ϕk)− σvFΛ)2 + (Im ΣRF,Q(ωk, ϕk))2
.

(87)

Notice that sending Λ → ∞ implies Re ΣRB(0) = 0 at all
T and thus M2(T ) ≡ 0. Taking this limit means that the

effective low-energy theory with the linearized dispersion
is extended over all energy scales. Therefore, ET cap-
tures the constraints by the emergent gauge symmetry
of the two-patch model [25, 36, 38], which imply that the
bosonic mass vanishes, unless the UV physics is taken
into account [40].

Let us focus now on M−,Q(T )2, obtained by evaluating
the definition of the bosonic mass (85) with Re ΣRB from
Eq. (87):

M2
−,Q(T ) = −2α

ˆ
dϕk

2π

ˆ 0

−ωmax

dωk
2π

∑
σ=±1

[
d2
k

σ Im ΣRF,Q(ωk, ϕk)

(ωk − Re ΣRF,Q(ωk, ϕk)− σvFΛ)2 + (Im ΣRF,Q(ωk, ϕk))2

∣∣∣∣∣
T

− (T → 0)

]
.

(88)

In the following, we will assume that ΣRF,Q can be eval-

uated in the limit M → 0, or more precisely M̄ � 1,
see Eq. (48). This simplification will be justified within
our self-consistent solution below. To solve the integral
over frequencies, we split it in two parts |ωk| . T and
|ωk| & T , where the precise value of the prefactor is ir-
relevant in the limit T → 0. For |ωk| . T , we rescale
ω̄k = ωk/T and expand to linear order in ωk − Re ΣRF,Q
due to the prerequiste |ωk −Re ΣRF,Q| � vFΛ for non-FL
correlations. This results in a contribution that scales like
T 7/3. Instead, the more important contribution arises
from |ωk| & T , where the self-energy acquires the form

Im ΣRF,Q = Im ΣRF,Q
∣∣
T=0

+ δ Im ΣRF,Q ,

see also Eq. (58). In this regime δ Im ΣRF,Q(ϕk) =

0.318919...|dkF
|4/3α2/3T 2/3/(A4/3εF ) can be considered

as a small correction to the ground state self-energy (cf.
Eqs. (55), (62) and Fig. 6 for details). As a result, we
can expand the integrand both in Im δΣRF,Q and then in

ωk − Re ΣRF,Q. Retaining only the most important term
yields

M2
−,Q(T ) = −2α

ˆ 2π

0

dϕk

2π

ˆ −T
−ωmax

dωp
2π

Im δΣRF,Q(ϕk)

×
∑
σ=±1

2σd2
kωp

(σvFΛ)3
.

(89)

After inserting Im δΣRF,Q and the values ωmax = hω
√
α

and vFΛ = hmaxεF = h
1/3
ω α1/2, defined in Eq. (24), we

obtain

M2
−,Q(T ) ' 0.082417...hω

α7/6T 2/3

εF
. (90)

where the angular integral has been computed numeri-
cally. Note that the leading contribution to the ωp inte-
gral arises from the lower boundary at −ωmax such that
the precise choice of the upper boundary is indeed irrel-
evant. In the corresponding expression for M2

+,Q from

Eq. (85) the integrand is exponentially supressed by the
Fermi function at frequencies of order ωmax. Further-
more, the regime ωk ≤ T merely yields a negligible con-
tribution analogously to the case for M2

−,Q. In agreement
with our previous statement the leading behavior is given
by

M2
Q(T ) = M2

−,Q(T ) . (91)

Several commments on the last two equations are in or-
der: First of all, we note that the scaling with T 2/3 has
been generated by the non-FL correlations in the quan-
tum component. They are intimately connected to the
ω2/3 power law which incorporates the nonquasiparticle
excitations of the non-FL. As a result, including the latter
in the Eliashberg equations gives rise to a scaling law that
supersedes the estimate T log T at small T . According to
the connection of M2(T ) and the thermal contribution to
the compressibility, we have (∂n/∂µ)T − (∂n/∂µ)T=0 ∼
T 2/3, too. Finally, the nonuniversal character of M2

Q(T )
requires to extract the material parameters hΛ and hω
from the interplay of the non-FL correlations and the
band structure for each system individually, in order to
obtain a more quantitative results. Nevertheless, our ap-
proach provides a first estimate for the static nematic
susceptibility and in particular allows to test the scaling
with α. In this regard, we also point out that despite
the condidition hω � 1, the numerical prefactor of M is
not necessarily extremely small: for instance hω = 10−1

implies
√

0.082417...hω ' 0.09.
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2. Scaling relations from Im ΣR
F,Q

Let us now determine on the basis of the previous
section how the thermal decay rate and the various
crossovers of the INM scale with T . Calculating the nu-
merical prefactors of order one with high precision is be-
yond the scope of our ansatz, which is rather focused on
the dominant scaling behavior, Therefore, we will omit
them whenever possible. Instead, we concentrate on the
dependence on T, α and εF but keep hω � 1. First, we
find from Eq. (90)

M(T ) ∼ h1/2
ω

α7/12T 1/3

ε
1/2
F

, (92)

where we supress the index Q because it will turn
out to be equivalent to the total result at the on-
set of finite temperatures. The corresponding dimen-
sionless mass M̄ ∼ M/(αT )1/3 from Eq. (48) satisfies

M̄ ∼ h
1/2
ω (α1/2/εF )1/2 � 1 such that FL correlations

do not play a role, according to Sec. IV B 1. The nu-
merically evaluated, self-consistent thermal damping rate
from Eq. (70) is presented in Fig. 9. In particular, for the
smallest temperatures the expansion of Eq. (72) holds
and ΓF becomes

ΓF (T ) ∼ h−1/2
ω

α5/12

ε
1/2
F

T 2/3 . (93)

Thus M(T ) � ΓF (T ) in the limit T → 0, such that
the necessary condition for the application of Eq. (72)
is fulfilled. Note that the temperature dependence
ΓF (T ) ∼ T 2/3 is a prerequiste for ω/T scaling of the
fermionic self-energy. Here, it originates from the ratio
ΓF (T ) ∼ T/M(T ) and M2(T ) ∼ T 2/3 which is gener-
ated by the thermal corrections to the non-FL corre-
lations as we have seen in the previous section. How-
ever, the inset of Fig. 9 shows that a rather large rato
M/ΓF ≥ 10−100 is required to describe the exact result
with an error between 10% and 1%, respectively. Be-
low we see that this fact limits the range-of-validity of
this scaling relation. As a consequence of Eq. (93), the
damping rate overcomes the positive contribution from

the quantum part Im ΣRF,Q(kF , 0) ∼ α2/3T 2/3/εF , in the

limit α/ε2
F � 1 such that the positive-definiteness of

the spectral function is restored. Furthermore, Fig. 10
shows that the dominant behavior of the total self-energy
Im ΣRF = Im ΣRF,Q + Im ΣRF,T is very well approximated
by the simple form

Im ΣRF (kF , ωk, T ) ' −ΓF,kF
(T )− ω1/3

IN |dkF
|4/3|ωk|2/3

(94)

at sufficiently small temperatures: As can be seen
in Fig. 10, this expression holds if the plateau
Im ΣRF,T (kF , ωk → 0) ∼ −ΓF crosses first the non-FL

tail ∼ |ωk|2/3 of Im ΣRF,Q with increasing ωk, before the

power-law asymptotics of Im ΣRF,T (kF , ωk → ∞) sets in.
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Figure 9. Blue: Self-consistent thermal damping rate from
Eq. (70) with parameters α/εF = 10−2, hω = 10−1, A = 1
and ϕkF = π/10; Yellow dashed: Expansion for M(T ) �
ΓF,kF (T ) from Eq. (72) that becomes exact at the lowest
temperatures; Green dashed: Expansion around the oppo-
site limit M(T ) � ΓF,kF (T ) from Eq. (71) for the behav-
ior at larger temperatures; Inset: relative deviation between
the full result and the low-temperature asymtptotics: For
δΓF,kF ' 0.1 a ratio M(T )/ΓkF ≥ 10 is required while an er-
ror below one percent is obtained only if M(T )/ΓF,kF ' 100.

Provided that this is the case, we can express Im ΣRF in
terms of a scaling function by combining the last two
equations with Eqs. (72) and (90):

Im ΣRF (kF , ωk, T, hω) = −|dkF
|4/3α

5/12

ε
1/2
F

T 2/3Σ̃RF

(ωk
T
, ϕk, hω

)
= −|dkF

|4/3α
5/12

ε
1/2
F

T 2/3

(
1.367...h−1/2

ω |dkF
|2/3 +

α1/4

8 · 31/2A4/3ε
1/2
F

(
|ωk|
T

)2/3
)
.

(95)

Σ̃RF is represented in Fig. 3 where we indeed observe a
scaling collapse at the smallest temperatures. We em-

phasize again that the prefactors are nonuniversal but
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Figure 10. Thermal component Im ΣR
F,T (kF , ωk) (solid lines)

and quantum component Im ΣR
F,Q(kF , ωk) (dashed lines) for

three different temperatures. The other parameters are
α/ε2F = 10−2, hω = 10−1, A = 1 and ϕkF = π/10. In case
of the smallest temperature, the plateau of Im ΣR

F,T at small

frequencies crosses the |ωk|2/3 non-FL asymptotics of Im ΣR
F,Q

at a frequency smaller than the threshold for the aysmptotic
|ωk|−1 power-law of the thermal component. In contrast, at
higher temperatures an intermediate frequency regime, which
is dominated by this asymptotic tail, emerges.

depend on the spectral width of the non-FL excitations
which is encoded in the UV-scale hω. Furthermore, the
ωk/T -scaling form Σ̃RF admits only a single crossover be-
tween the low- and the high-frequency regime. As a re-
sult, ω≶, defined in Eq. (45), coincide and can be esti-
mated as follows

ΓF (T ) ∼ ω1/3
IN |ω≶|2/3 ⇒ ω≶ ∼ h−3/4

ω

ε
3/4
F

α3/8
T . (96)

As expected from ω/T scaling, the relation is linear in
T but acquires a nonuniversal prefactor, which is much
larger than one, as a consequence of Eq. (95). In fact,
the small numerical prefactor of ωIN increases ω≶ even
further as can be seen in Fig. 3.

Finally, these results allow to elaborate on the bound-
aries for the existence of ω/T scaling. First of all, it can
only emerge if ΓF � M(T ) since otherwise ΓF (T ) fol-
lows either from Eq. (71) or from a more complicated
crossover behavior of the full equation (70). Then ΓF (T )
does not scale in the same way with temperature as the
ground-state self-energy does with frequencies and ω/T
scaling is ruled out. However, the expansion (69) around
z = 0 has only a small radius of convergence such that
the first condition for ω/T scaling reads

M(T )

ΓF (T )
& B , (97)

with B ' 100. This value is required to obtain an error of

approximately one percent in the determination of ΓF (T )
via Eq. (72), as can be seen in the inset of Fig. 9.

In addition, there is another mechanism that leads to
the destruction of ω/T scaling: As is presented in Fig. 10,
an intermediate regime that is governed by the asymp-
totic |ωk|−1 tail [77] of Im ΣRF,T emerges at sufficiently
high temperatures. In particular, the crossover from the
ΓF (T ) to this tail is determined by M−1(T ) ∼ |ωk|−1,
as follows from Eq. (74). Consequently, the intermediate
frequency regime is visible in the total self-energy if the
resulting crossover preempts the crossover to the non-FL
asymptotics, which is encountered at the scale ω≶ from
Eq. (96). This allows to formulate a second criterion for
the existence of ω/T scaling:

1

ω≶
� 1

M(T )
. (98)

Inserting the results for M2(T ) from Eq. (90), ΓF (T )
from Eq. (93) and ω≶ from Eq. (96) into the last
two equations, allows to derive two upper temperature
boundaries for the existence of ω/T scaling. Finally, their
minimum sets the scale Tscal below which ΣRF is given by
the scaling form of Eq. (95)

Tscal =


h

15/8
ω

(
α1/2

εF

)23/8

εF , if
α

ε2
F

� h
6/5
ω

B16/5

B−3h3
ωα

1/2 , if
α

ε2
F

� h
6/5
ω

B16/5

.

(99)

The first form, which applies to the smallest couplings,
results from Eq. (98) while the second one is obtained
from Eq. (97). Due to the (possibly) small prefactor,
it is quite likely in both cases that Tmax is compara-
ble or even below the critical temperature [72] Tc ∼ ωIN

for the transition to the superconducting state. In spite
of completely discarding pairing fluctuations in ET, our
analysis may still contain relevant physical information
at these small temperatures: In the presence of a finite
superconducting gap ∆ one expects that the Matsubara
self-energy ΣF (iωn) aquires a contribution ∆2/(iωn) →
∆2/(ω+i0+), which gives rise to a pronounced upturn of
the self-energy at the lowest frequencies. Such an upturn
is indeed observed in QMC simulations [54–56]. As a con-
sequence, it is very plausible that the spectral functions
at larger frequencies remain governed by the non-FL cor-
relations considered by ET.

We emphasize again that this analysis has been pre-
sented under the assumption that the thermal compo-
nent ΣRF,T does not alter the dominant scaling behavior

of M2(T ). This is confirmed in the next section.

3. Feedback of ΣR
F,T

Finally, we have to include the thermal component
of the self-energy in the self-consistent computation of



24

M2(T ). To show that its effect is negligible, it suffices
to insert the results from the previous section to check
that only subleading corrections are generated. In con-
trast, if the dominant scaling behavior was changed, we
would have to restart the calculation with both compo-
nents treated on equal footing. Before embarking on the
detailed calculations to confirm that this is not necessary,
we give a simple argument: The corrections Im δΣRF,Q ex-

tend over the same region in (ωk,k) space as the non-FL
correlations in the ground state, except for very small
frequencies |ωk| . T . As a result, M2

−,Q essentially in-

herits the temperature dependence of Im δΣRF,Q times a
prefactor that is given by an integral over the entire non-
FL regime. The latter is determined in the ground state
and the leading behavior of the prefactor is, therefore,
independent of T , see for instance Eq. (89). As de-
scribed in Sec. IV B 2, the thermal component Im ΣRF,T
is instead characterized by the plateau −ΓF (T ) at small
momentum and frequency arguments and crosses over
to algebraic tails with log corrections for large argu-
ments. Quite importantly, both the crossover scales and
the prefactors of the tails depend on T . Therefore, the
plateau, which sets the maximum of | Im ΣRF,T | accord-
ing to Fig. 8 does not extend over the complete non-FL

regime in (ωk,k) but is restricted to a smaller region
with boundaries determined by the temperature. Since
the T -dependent algebraic tails vanish fast enough, too,
the contributions form ΣRF,T scale to zero faster than the

leading M2(T ) ∼ T 2/3 term originating from ΣRF,Q.

To show this in detail, let us again begin with M2
−(T ),

defined in Eq. (85) where now the total self-energy
ΣRF,Q + ΣRF,T is inserted into GR. As we have argued

in Sec. IV B 2, the tails of Im ΣRF,T (k, ωk) can extend
beyond the frequency scale ωmax and the momentunm
cut-off Λ. Nevertheless, we focus first on the regime
−ωmax ≤ ω ≤ 0 and |k − kF | ≤ Λ as before and return
to the remaining frequencies and momenta at the end of
the section. According to Eq. (96) the crossover scale
ω≶ is on order T . Following the same line of arguments
as below Eq. (88), shows that the contribution from
−ω≶ ≤ ωk ≤ 0 still scales like T 7/3 and can be neglected.
In the regime −ωmax ≤ ω ≤ −ω≶ we can again expand
the corresponding integrand of Eq. (85) to first order in
the deviation of the self-energy from its its ground state
form: Im ΣRF − Im ΣRF |T=0 = Im δΣRF,Q + Im ΣRF,T . Since

Im δΣRF,Q has already been discussed in the previous sec-

tion, it remains to consider Im ΣRF,T , which gives rise to

the mass M2
−,T (T ). After linearizing in k′ = k − kF , the

corresponding expression reads

M2
−,T (T ) ' 8g2kF

ˆ 2π

0

dϕk

2π

ˆ −ω≶

−ωmax

dωk
2π

ˆ +Λ

−Λ

dk′

2π
d2
k Im ΣRF,T (k′, ωk, ϕk)(ωk − Re ΣRF |T=0(ωk, ϕk)− vF k′)

×
[

1[
(ωk − Re ΣRF |T=0(ωk, ϕk)− vF k′)2 + (Im ΣRF |T=0(ωk, ϕk))2

]2
− 2 Im ΣRF |T=0(ωk, ϕk)2[

(ωk − Re ΣRF |T=0(ωk, ϕk)− vF k′)2 + (Im ΣRF |T=0(ωk, ϕk))2
]3 ] .

(100)

To proceed, we have to recall the properties of
ΣRF,T (k, ωk) at finite momentum deviation δk ≡ k′ away
from the FS, discussed at the end of Sec. IV B 2. First
of all, the criterion (79) sets the crossover scale be-
tween the asymptotics of small and large arguments.
It can be simplified by introducing the variable u =
vF k

′−ωk+Re ΣRF |T=0(ωk, ϕk). After neglecting the log-
arithmic terms, which cannot change the leading scaling
behavior, and also the correction Im δΣRF,Q, the condition
for the crossing of the two regimes reads as

1 ∼ M |u|
u2 + (Im ΣRF |T=0(ωk, ϕk))2

. (101)

The crossover scale is determined by approaching the
value of |u| that equates both sides from large u. If
the right-hand side is larger than one, we can replace
Im ΣRF,T ' −ΓF,kF

(T ) with the scattering rate from

Eq. (93). In the opposite case, one encounters the asymp-

totic behavior of Im ΣRF,T from Eq. (78):

Im ΣRF,T (k, ωk) ' −
παd2

kF
T

4A2εF

|u|
u2 + (Im ΣRF |T=0(ωk, ϕk))2

,

(102)

up to logarithmic corrections. From the relevant roots of
Eq. (101), we obtain the curves u(ωk, ϕk)

u±(ωk, ϕk) =
±M ±

√
M2 − 4(Im ΣRF |T=0(ωk, ϕk))2

2
,

(103)

that indicate the crossover in terms of the variable u at
given (ωk, ϕk). However, these two solutions are only
real provided that M(T ) ≥ 2| Im ΣRF |T=0(ωk, ϕk)|, which
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requires |ωk| to be smaller than

ωM(T ) =
1

d2
kω

1/2
IN

(
M(T )

2

)3/2

. (104)

If |ωk| > ωM(T ), only the asymptotic tails of Eq. (102)
exist for all relevant momenta. For temperatures below
Tscal from Eq. (99), we have ωM(T ) � ω≶. On the other

hand, in this temperature regime ωM(T ) never exceeds

ωmax. This means that the plateau of Im ΣRF,T never ex-

tends over the complete (ωk,k) region that hosts the non-
FL correlations. This observation gives a first hint that
the thermal component of the fermionic self-energy does
not change the scaling. To confirm this mathematically,
it remains to further subdivide the integral of Eq. (100)
in three subparts:

ωk u Im ΣRF,T

M−,1,T −ωM(T ) ≤ ωk ≤ −ω≶ −u+ ≤ u ≤ u+ −ΓF,kF

M−,2,T −ωM(T ) ≤ ωk ≤ −ω≶ u−Λ ≤ −u+ ∪ u+ ≤ u ≤ uΛ cf. Eq. (102)

M−,3,T −ωmax ≤ ωk ≤ ωM(T ) u−Λ ≤ u ≤ uΛ cf. Eq. (102)

(105)

Here, u±Λ = ±vFΛ − ωk + Re ΣRF |T=0(ωk, ϕk) is intro-
duced as shorthand notation. Furthermore, we have used

u− = −u+. The last column indicates the corresponding
form of Im ΣRF,T . Written out, the first term becomes

M2
−,T,1(T ) ' 8g2m

ˆ 2π

0

dϕk

2π

ˆ −ω≶

−ωM(T )

dωk
2π

ˆ u+(ωk,ϕk)

−u+(ωk,ϕk)

du

2π
d2
kF

ΓF,kF
(T )u

×

[
1[

u2 + (Im ΣRF |T=0(ωk, ϕk))2
]2 − 2 Im ΣRF |T=0(ωk, ϕk)2[

u2 + (Im ΣRF |T=0(ωk, ϕk))2
]3
]

= 0 ,

(106)

which vanishes by symmetry. Next, we have

M2
−,T,2(T ) = −8g2m

ˆ 2π

0

dϕk

2π

ˆ −ω≶

−ωM(T )

dωk
2π

(ˆ −u+(ωk,ϕk)

u−Λ

+

ˆ uΛ

u+(ωk,ϕk)

)
du

2π
d4
kF

παT

4A2εF

× |u|u
u2 + (Im ΣRF |T=0(ωk, ϕk))2

[
1[

u2 + (Im ΣRF |T=0(ωk, ϕk))2
]2 − 2 Im ΣRF |T=0(ωk, ϕk)2[

u2 + (Im ΣRF |T=0(ωk, ϕk))2
]3
]
(107)

Due to the antisymmetry of the integrand with respect to
u, it is equivalent to integrate u only between vFΛ∓(ωk−
Re ΣRF |T=0). With the non-FL condition vFΛ � |ωk −
Re ΣRF |T=0| from Eq. (22), we can simplify the expression

by replacing u→ vFΛ in the integrand while multiplying
with the directed integration range −2(ωk−Re ΣRF |T=0).
In addition, we also have vFΛ � Im ΣRF |T=0 such that
we obtain

M2
−,T,2(T ) =

2πα2T

A2εF

ˆ 2π

0

dϕk

2π

ˆ −ω≶

−ωM(T )

dωk
2π

d4
kF

[
1

(vFΛ)4
− 2 Im ΣRF |T=0(ωk, ϕk)2

(vFΛ)6

]
(ωk − Re ΣRF |T=0(ωk, ϕk)) . (108)
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The frequency integral is now trivial and implies the lead-
ing temperature scaling

M2
−,T,2(T ) ∼ α2T

εF

ω
1/3
IN ω

5/3
M(T )

h
4/3
ω α2

∼ α11/24T 11/6

h
1/12
ω ε

3/4
F

, (109)

where we have inserted M2(T ) = M2
−,Q(T ) from Eq. (90)

and vFΛ = hmaxεF = h
1/3
ω
√
α. In particular, this re-

sult arises from the combination of Re ΣRF |T=0 with the
(vFΛ)−4 term. Comparing M2

−,T,2(T ) with M2
−,Q(T )

shows that they become comparable only for tempera-

tures larger than T ∼ h
13/14
ω (α/ε2

F )17/28εF which is al-

most comparable to ωmax ∼ hωα1/2 and certainly exceeds
Tscal. Finally, the last contribution reads as ωM(T )

M2
−,T,3(T ) = −8g2m

ˆ 2π

0

dϕk

2π

ˆ −ωM(T )

−ωmax

dωk
2π

ˆ uΛ

u−Λ

du

2π
d4
kF

παT

4A2εF

|u|u
u2 + (Im ΣRF |T=0(ωk, ϕk))2

×
[

1[
u2 + (Im ΣRF |T=0(ωk, ϕk))2

]2 − 2 Im ΣRF |T=0(ωk, ϕk)2[
u2 + (Im ΣRF |T=0(ωk, ϕk))2

]3 ] . (110)

Since the u integration runs again between vFΛ∓ (ωk −
Re ΣRF |T=0), we can employ the very same steps as in
case of the previous integral. The frequency integral is
now dominated by the boundary at −ωmax, because of
ωmax � ωM(T ). In this case the most important con-

tribution arises from the product ωk times the (vFΛ)−4

term. For the maximal cut-off, this results in

M2
−,T,3(T ) ∼ α2T

εF

ω2
max

h
4/3
ω α2

∼ h2/3
ω

αT

εF
, (111)

which also scales less important than M2
−,Q(T ) in the

limit T → 0. Here, the crossover between the two ap-
pears at very high temperatures of Tmax ∼ hωα

1/2 =
ωmax. Note that the linearization of the self-energy
around ΣRF |T=0 at frequencies of order ωmax and mo-
menta |k − kF | ∼ Λ remains possible up to Tmax, too.
We will discuss the implications of this result below but
first we complete the analysis of the feedback of Im ΣRF,T .

For temperatures below Tmax, the term M2
+,T (T ) can

be discarded for the same reason as above: The Fermi
function affects only the regime ωk . T which does
not contribute substantially. Another contribution arises
from the fact that, the thermal component extends be-
yond the momentum and frequency cut-offs of the non-
FL regime. However, outside of this regime the self-
energy at finite T can be approximated as ΣRF ' ΣRF,T
since ΣRF,Q becomes negligible. Analogously, ΣRF,Q does

not appear in the self-consistent equation (68). Conse-
quently, all the information specific to the non-FL state
has dropped out of ΣRF . Therefore, it has to acquire a
form identical to the high-energy asymptotics in a Fermi
liquid, which is irrelevant for the low-energy physics.

All in all, we have shown that the thermal component
of the self-energy does not change the leading scaling
behavior of the bosonic mass gap when the thermal self-
energy ΣRF,T generated by M2

−,Q is inserted into the self-

consistent loop. As a result, we can write

M2(T ) = M2
−,Q(T ) (112)

up to subleading corrections. Therefore, the scaling rela-
tions presented at the end of the previous section provide
the full solution for the Eliashberg equations.

Let us return to the result (111). It indicates that the
quantum critical scaling M2(T ) ∼ T 2/3 crosses over at
Tmax ∼ ωmax to a linear temperature dependence, which
strongly resembles the analytic results of Refs. [22, 40]
and the QMC-observation [53]. Formally, we miss the
logarithmic corrections, which have not been considered
in detail within the calculation. However, restoring them
properly at temperatures close to Tmax is not straight-
forward: For instance, the crossover condition Eq. (78)
changes because ΓF (T ) is given by Eq. (71) instead of
Eq. (72). Moreover, the calculation of M2(T )−,T,2 in
Eq. (109) turns into a genuinely self-consistent problem
as ωM(T ) depends itself on M(T ). This suppresses the

increase of M(T ) ∼ T 11/6 suggested by Eq. (109). Fur-
thermore, for T ' Tmax the contribution of M2

+(T ) has
to be taken into account, too, because nF (ωk) ceases
to suppress the largest frequency scales. Nevertheless,
Eq. (111) and the associated crossover appear robust for
two physical reasons: First of all, we note that for the
integration in Eq. (110) only the universal asymptotic
tails of ΣRF,T and the estimate of the UV-cut-offs from
the ET scaling arguments matter. Both of them are not
affected by the previously described effects. Moreover,
the linear temperature dependence arises only from the
asymptotics of ΣRF,T , which does not contain any infor-
mation specific to the non-qp but incorporates the pres-
ence of the almost critical bosonic fluctuations. Further-
more, we note that the thermal width of the Fermi-Dirac
distribution nF starts to exceed the maximal spectral
width ωmax of the non-FL excitations for temperatures
T & Tmax. As a result, a qp-picture is restored with
growing temperature. These arguments indicate that the
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nematic susceptibility obtained in ET indeed approaches
the form M(T ) ∼ (T log T )1/2 from Eq. (2) at tempera-
tures larger than Tmax.

Finally, we point out that the crossover temperature
between M(T ) ∼ T 1/3 and M(T ) ∼ (T log T )1/2 is al-
ways given by the UV-frequency cut-off provided that the
cut-off scheme is constructed along the lines of Sec. II B:
For a given Λ one chooses the maximal frequency as
ωΛ ∼ (vFΛ)3/α according to Eq. (23). The dominant
contribution to the bosonic mass from the integral (89)
reads then

M2
−,Q(T ) ∼ α5/3T 2/3ω2

Λ/(vFΛ)3.

In addition, the contribution containing the asymptotic
tails of Im ΣRF,T from Eq. (110) scales like

M2
−,T,3(T ) ∼ α2Tω2

Λ/(εF (vFΛ)4).

As a result, the crossover temperature becomes

T ∼ (vFΛ)3

α
∼ ωΛ . (113)

V. VERTEX CORRECTIONS

As already mentioned in the introduction I, ET, like
any self-consistent approximation used in quantum field
theory, is uncontrolled in the sense that, by omitting dia-
grams, important low-energy contributions may get lost.
In the context of the INM the vertex function has been
studied both in the ground state [24, 25, 61] and at finite
temperatures [44]. At T = 0 the result depends cru-
cially on how the limit of vanishing external arguments
is taken: In some cases the outcome is perturbative in α
whereas in other ones even a divergent result is obtained.
For T > 0, the thermal contribution becomes compara-
ble to the bare vertex and a resummation of the vertex
correction is mandatory.

Here, we use our Eliashberg results from the previous
sections to give a more unified picture regarding the effect
of the leading order vertex correction:

Γ(p, k) =
g3

(βV )3/2

∑
q

G(k + q)G(k + p+ q)D(q)

× dk+q/2dk+p/2+qdk+p+q/2

(114)

on the self-energies ΣRB(p, ωp) and ΣRF (k, ωk). The cor-
responding diagrams are depicted in Fig. 11.

To caclucate Γ(p, ωp;k, ωk) as function of the real fre-
quencies ωp,k with the dressed propagators GR(k, ωk)
and DR(p, ωp) from above, we have to perform the ana-
lytic continuation according to Eq. (7). This step, how-
ever, mixes retarded and advanced Green’s functions
GA = (GR)∗, DA = (DR)∗ in the two-loop self-energies
such that the vertex function is decomposed into several

c)

Figure 11. a) Bosonic self-energy dressed by the self-
consistent vertex function depicted as grey circle; b) dressed
fermionic self-energy; c) Lowest-order approximation to the
vertex shown as white circle

subparts. To obtain them correctly, we state the full
expressions for the self-energies including the the lowest-
order vertex correction and extract the vertex parts from
the [78]. In case of ΣRB we find

ΣRB(p, ωp) =

− g4

ˆ
k,q

{[
th

(
βω1

2

)
ImGR(1)GR(2)DR(3) + th

(
βω2

2

)
GA(1) ImGR(2)DA(3) +GA(1)GR(2)ct

(
βω3

2

)
ImDR(3)

]
×
[
th

(
βω4

2

)
ImGR(4)GA(5) + th

(
βω5

2

)
ImGR(4) ImGR(5)

]
+

[
th

(
βω1

2

)
ct

(
βω3

2

)
− 1

][
GA(1) ImGR(2) ImDR(3)GA(4)GA(5)+ImGR(1)GR(2) ImDR(3)GR(4)GR(5)

]}
,

(115)

with the abbreviations of the arguments: 1 = (k+q, ωk+ ωq), 2 = (k + p + q, ωk + ωp + ωq), 3 = (q, ωq), 4 =
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(k+p, ωk+ωp) and 5 = (k, ωk) while ωi refers to the fre-
quency argument of i = 1, ..., 5. Furthermore, th, ct de-
note tanh, coth, respectively, and

´
q
≡ (2π)−3

´
d2q dωq.

In the following, we will identify those contributions
that are not perturbative in the small coupling α/ε2

F � 1.
To this end, we split the bosonic distribution functions
ct(βω/2) again in a thermal 2T/ωp and a quantum part
ct(βω/2)− 2T/ω like in case of the fermionic self-energy.
By inspection of the two-loop result for ΣRB , we have
to consider several thermal contributions to the ver-
tex function that can be evaluated for an incoming Bo-
son with (p, ωp) = (0, 0) and incoming Fermion with
(k, ωk) = (kF , 0). The most important one is found in
the first line of Eq. (115) and reads

ΓT (0, 0;kF , 0) = −g3d3
kF

ˆ
d2q dωq
(2π)3

2T

ωq
ImDR(q, ωq)

×GA(kF + q, ωq)G
R(kF + q, ωq) .

(116)

The integral can be calculated in close analogy to Im ΣRF
in Sec. IV B 2. At first glance, we cannot avoid the singu-
larities of the fermionic Green’s functions due to the pres-
ence of GR · GA, which entails non-analyticities in both
the upper and lower half-plane of the complex frequency
ωq. Nevertheless, the dominant contribution to the in-
tegral arises from the pole of ImDR(q, ωq) at ω = iΩq,
defined in Eq. (64): As discussed above Eq. (65), we
have either Ωq ∼ T with a small prefactor or Ωq vanishes
faster than T . In contrast, the low-frequency behavior
of GA,R is regularized by ΓF (T ) ∼ T 2/3 and thus yields
only subdominant terms. Therefore, we have

ΓT (0, 0;kF , 0) ' g3Td3
kF

ˆ
d2q

(2π)2

1

c2Bq
2 +M2(T )

×GA(kF + q, 0)GR(kF + q, 0) .

(117)

The angular integral over ϕq yields

ˆ 2π

0

dϕq

(2π)

1

(vF p)2 cos2(ϕq − ϕkF
) + Γ2

F,kF

=

1

ΓF,kF

1√
v2
F p

2 + Γ2
F,kF

.
(118)

Inserted into the thermal component of the vertex this
results in

ΓT (0, 0;kF , 0) =
g3Td3

kF

v2
FA

2ΓF,kF

ˆ ∞
0

du

2π

u

u2 +M2/A2

× 1√
u2 + Γ2

F,kF

=
gαTd3

kF

4εFA2ΓF,kF

arccos

(
ΓF,kF

M/A

)
√
M2/A2 − Γ2

F,kF

.

(119)

This form admits an expansion equivalent to Eq. (69).
The limit ΓF,kF

(T ) � M(T ) implies logarithmic terms
like in the thermal component of the self-energy. In the
opposite regime ΓF,k(T ) � M(T ), relevant to the QCR
at the lowest temperatures, we find however,

ΓT (0, 0;kF , 0) = gdkF
, (120)

where we have inserted the Eliashberg Eq. (72) for the
fermionic damping rate. We observe that the thermal
component of the vertex in the low-energy limit coincides
exactly with the bare coupling constant. This has been
found in Ref. [44], too. As a result, the thermal vertex
corrections do not vanish in the limit T → 0. Moreover,
they do not become negligible even in the weak-coupling
limit and therefore have to be properly resummed. To
this end, we first have to identify all nonperturbative
contributions to the vertex.

We first turn to the quantum part Γ
(1)
q resulting from

the first line of Eq. (115). The antisymmetry of the
bosonic propagator ImDR with respect to ωp implies the
low-energy limit of the bosonic damping Im ΣRB(p→ 0) =
0, irrespective of how the origin of the (p, ωp) plane is ap-
proached. Therefore, we concentrate on the corrections
to the bosonic mass M2(T ), or equivalently Re ΣRB(0),
and set the external bosonic frequency and momentum to
zero. However, we keep a nonzero internal fermionic fre-
quency ωk: In some terms this turns out to be necessary
to obtain a well-defined result while, physically, M2(T )
is dominated by finite frequencies |ωk| � ω≶ ∼ T , too
(cf. Eq. (89)). Thus, the corresponding vertex part reads
as

Γ(1)
q (0, 0;kF , ωk) =

− g3d3
kF

ˆ
q

[
ct

(
βω3

2

)
− 2T

ω3
−th

(
βω1

2

)]
|GR(1)|2ImDR(3)

− g3d3
kF

ˆ
q

1

2i
th

(
βω1

2

)
[GR(1)2DR(3)−GA(1)2DA(3)] .

(121)

In App. D, we show that the second integral is perturba-
tive in the coupling constant such that we can neglect it.
In the first line the dominant contribution arises when
q ⊥ kF and as usual |q| � kF , similarly to the situation
encountered in the computation of Im ΣRF,Q. Concentrat-

ing on this case, the angular integral is of the form (118)
and yields

Γ(1)
q (0, 0;kF , ωk)'−g3̂ dωq

2π

ˆ ∞
0

dq

2π

d3
kF
q

ImΣRF (ωk + ωq, ϕkF
)

ImDR(q, ωq)|ϕq=ϕkF√
(vF q)2 + Im ΣRF (ωk + ωq, ϕkF

)2[
ct

(
βωq

2

)
− 2T

ωq
− th

(
β(ωk + ωq)

2

)]
.

(122)

Note that we have approximated ωk + ωq − ΣRF (ωk +
ωq, ϕkF +q) ' −i Im ΣRF (ωk + ωq, ϕkF

) to capture the
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dominant behavior in the limit of small frequencies. Fur-
thermore, the q integration remains well-defined when

we replace
√

(vF q)2 + Im ΣRF (ωk + ωq, ϕkF
)2 ' vF q,

which corresponds to the relation (22) for the applica-
bility of ET. Moreover, this approximation brings the q-
dependence of the integrand to a form identical to the one
found in Sec. IV B 1, up to the momentum independent
factor 1/ Im ΣRF (ωk +ωq, ϕkF

). In case of the self-energy,
it is the q integration that establishes the characteristic
relation vF q ∼ (αωq)

1/3 of Eq. (23), which is responsible
for the generation of the non-FL correlations at the Ising

nematic QCP. As a result, we expect Γ
(1)
q to be compat-

ible with this scaling structure. By rescaling like above
ω̄ = ω/T and q̄ = vFA

2/3/(d2
kF
αT )1/3 · q, we have:

Γ(1)
q (0, 0;kF , ωk) ' −gdkF

α1/4

12
√

3A4/3ε
1/2
F

ˆ
dω̄q

1

|ω̄q|1/3

× 1

Σ̃RF (ω̄k + ω̄q, ϕkF
, hω)

[
ct
(ω̄q

2

)
− 2

ω̄q
− th

(
ω̄k + ω̄q

2

)]
,

(123)

where we have inserted the results from Eqs. (52)

and (53) for M̄ = 0 and our scaling function Σ̃RF for the

fermionic self-energy from Eq. (95). We note that Γ
(1)
q is

independent of T and thus does not scale to zero when
the ground state is approached. To obtain the result in
the relevant limit |ωk| � ω≶ ∼ T , we can evaluate the
last equation with T = 0 expressions. This leads to

Γ(1)
q (0, 0;kF , |ωk| � ω≶) = −g

ˆ |ω̄k|

0

8
√

3A4/3dkF
dω̄q

|ω̄q|1/3||ω̄k|+ ω̄q|2/3

= −32πA4/3gdkF
,

(124)

which is negative and independent of ωk. This behav-

ior results from two counteracting effects that cancel the
dependence on ωk: On the one hand, the integrand be-
comes strongly enhanced at small ωq when ωk → 0. On
the other hand, the integration range shrinks. By setting
ωk = 0 in Eq. (121) from the beginning one quite likely
misses this contribution in the ground state erroneously
such that only perturbative terms remain. Similar effects
have been seen in Ref. [24].

Let us return to the self-energy (115) now and consider
the last line. Performing first

´
q

by the methods used so

far we obtain a result that is to a good approximation in-
dependent of ωk. As a result,

´
dωkG

A(R)(4)GA(R)(5) =
0 since the contour can always be closed without en-
closing singularities. In other words, the important ver-
tex corrections for the bosonic self-energy are given by
Eqs. (120) and (124). As was shown in Ref. [61], the
dominant higher-order vertex diagrams in ET at T = 0
are typically the ladder diagrams. Assuming that this ap-
plies to finite temperatures, too, and that the low-energy
limit of the resummed vertex function for ΣRB is given by
the geometric series, we find similar to Ref. [44]

lim
ωk→0

Γladder(0, 0;kF , ωk) =
gdkF

1− (gdkF
)−1(ΓT + Γ

(1)
q )

=
gdkF

32πA4/3
.

(125)

We emphasize that the quantum part is necessary to
avoid an instability that would occur if only ΓT = gdkF

had been considered. However, by taking the limit
ωk → 0 properly into account, the total vertex acquires
merely a numerical prefactor whereas no scaling with T
and α is introduced.

Finally, we also consider the fermionic self-energy
dressed with the vertex function:

ΣRF (k, ωk) =

−g4d3
kF

ˆ
q,p

{[
th

(
βω1

2

)
ImGR(1)GA(3)DA(3) + th

(
βω2

2

)
GR(1) ImGR(2)DA(3) + ct

(
βω3

2

)
GR(1)GR(2) ImDR(3)

]
×
[
th

(
βω4

2

)
ImGR(4)DA(5) + ct

(
βω5

2

)
GR(4) ImDR(5)

]
+

[
th

(
βω1

2

)
th

(
βω2

2

)
− 1

]
ImGR(1) ImGR(2)DA(3)GR(4)DR(5)

+

[
th

(
βω2

2

)
ct

(
βω3

2

)
− 1

]
GR(1) ImGR(2) ImDR(3)GA(4)DA(5)

}
,

(126)

with 5 = (p, ωp) while the other definitions remain as
stated below Eq. (115). The thermal components ΓT

are all of the form ImDRGAGA or ImDRGRGR, re-
spectively, and give rise to negligible contributions (see
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Eq. (D5)). Thereby, a large contribution originating from
combining the thermal poles of the two loops of the dia-
gram (e.g from the product of the last terms of the first
two lines) is avoided by the associated irrelevant scaling
of the thermal vertex correction. Let us now consider
the quantum parts. There are two interesting limits to
be studied: First, we consider ωk = 0 at finite tempera-
tures to exclude large contributions to the positive value
Im ΣRF,Q(kF , 0) that could give rise to an instability by

introducing a negative total damping rate ΓF (T ). After-
wards, we keep a finite ωk at T = 0 to check the cor-
rections to the non-FL correlations. In any case, we use
a finite ωp to prevent spurious cancelations of actually
large terms.

The quantum component of the first line reads for ωk =
0:

Γ(1)
q (0, ωp;kF , 0)|T =

− g3d3
kF

ˆ
q

{[
ct

(
βωq

2

)
− 2T

ωq

]
GR(1)GR(2) ImDR(3)

+
1

2i

[
th

(
βωq

2

)
− th

(
β(ωp + ωq)

2

)]
GA(1)GR(2)DA(3)

+
1

2i

[
th

(
β(ωp + ωq)

2

)
− th

(
βωq

2

)]
GR(1)GR(2)DA(3)

}
.

(127)

All but the second line are of the form (D2) and thus ir-
relevant at arbitrary temperatures. In the second line the
angular integral is solved via Eq. (118). We emphasize
that the resulting integrand is both IR and UV integrable
even without the tanh functions. Because of their differ-
ence the limit ωp → 0 vanishes, unlike in Eq. (123). As
a result, we do not obtain important vertex corrections.

Next we consider Γ
(1)
q (0, ωp;kF , ωk)|T=0. The second

line becomes then proportional to

ˆ
q

[sgn(ωk + ωq)− sgn(ωk + ωp + ωq)]G
A(1)GR(2)DA(3).

Now taking the limit ωp → 0 is possible since the fre-
quency argument ω2 → ω1 = ωk + ωq of the fermionic
propagators still differs from the bosonic frequency ω3 =
ωq. In analogy to (123) and (124) the expression is thus
well-defined at ωp = 0 but evaluates to zero due to the
sign functions. Finally, the last two lines of Eq. (126)
vanish, too, due to the structure GR,A(4)DR,A(5): inte-
grating first

´
q

gives a constant independent of ωp, such

that one can close the contour for the integration over ωp
without encircling singularities in the complex plane.

As a result, we observe that the leading order ver-
tex correction affects mostly the O(1) prefactor of ΣRB .
The scaling with T and α of both the fermionic and
the bosonic self-energies obtained from ET remains un-
changed.

VI. CONCLUSION AND OUTLOOK

We have presented a new solution to the Eliashberg
equations of the INM at finite temperature. In particular,
we have shown that the temperature dependence of the
inverse nematic susceptibility and of the fermionic self-
energies obeys the expectations of quantum critical scal-
ing: M(T ) ∼ T 1/3 and ΣRF (ω, T ) ∼ T 2/3Σ̃RF (ω/T ) at the
onset of finite temperature. However, the dimensionless
coefficients exhibit IR/UV mixing and are thus nonuni-
versal. Physically, this effect originates from the finite
spectral width of the non-qp excitations which coincides
with the energy scale up to which non-FL correlations
persist. Furthermore, we have discussed several scenarios
for the breakdown of the scaling theory by thermal fluc-
tuations: While it is only stable for temperatures below
Tscal < ωIN the Hertz-Millis result M(T ) ∼ (T log T )1/2

is recovered for temperatures larger than Tmax which
marks the threshold when the thermal broadening of oc-
cupations around the FS becomes comparable to spectral
width of the non-FL excitations. The various crossover
scales are amenable to comparison with numerical sim-
ulations whereby our analytical expressions may help to
identify the physical mechanism underlying data from
more sophisticated methods. Moreover, our approach in
real frequencies gives direct access to the spectral func-
tions which can be observed in experiments. Although
our scaling solution is quite likely restricted to tempera-
tures below the critical temperature for superconductiv-
ity Tc ∼ ωIN, our results can still comprise valuable infor-
mation: While the presence of a superconducting gap is
expected to give a sharp upturn of the self-energies at the
smallest frequencies it is quite likely that larger frequen-
cies remain governed by the Ising nematic fluctuations.
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Appendix A: Kramers-Kronig relations

The scaling solution (31) for temperatures below Tscal

incorporates the thermal scattering rate of the Fermions
at small frequencies in addition to the non-FL correla-
tions at high frequencies. The latter were determined by
analytic continuation from the imaginary frequency axis.
Here, we show that this operation is consistent with the
Kramers-Kronig relations and that omitting corrections
to Re ΣRF (k) beyond the ground state term is consistent
with our solution of the Eliashberg equations. Starting
out from the standard Kramers-Kronig relation (9) for
ΣRF we can separate the Cauchy principal value integral
into a regime of small frequencies |ωk| . ωmax and large
frequencies |ωk| & ωmax. Furthermore, we focus on mo-
menta kF on the FS and omit the irrelevant angle vari-
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able for brevity. In general, we have Re ΣRF (kF ,−ωk) =
−Re ΣRF (kF , ωk) and Im ΣRF (kF ,−ωk) = Im ΣRF (kF , ωk).
To confirm this we first note that the assumed ansatz (18)
initially satisfies these conditions. In addition, they
are preserved in the self-consistent loop as the prop-
agators of a real Boson obey the symmetry relations
ReDR(p,−ωp) = ReDR(p, ωp) and ImDR(p,−ωp) =
− ImDR(p, ωp) generically. We also mention that ini-
tializing the iterative procedure with the bare Green’s
function GR0 (k) = (ωk− εk +µ+ i0+)−1 does not change
the above statement since GR0 (kF , ωk) shares the same
symmetry properties. Now, making use of the fact that
Im ΣRF (kF , ωk) is even and inserting our result (94) for
the non-FL regime, we have

Re ΣRF (kF , ωk) '
 ωmax

−ωmax

dω′

π

−ΓF,kF
− ω1/3

IN |ω′|2/3

ω′ − ωk

+

ˆ ∞
ωmax

dω′

π

Im ΣRF (kF , ω
′)

ω′

(
1

1− ωk

ω′
− 1

1 + ωk

ω′

)
.

(A1)

In the regime |ωk| . ωmax, relevant for the non-FL cor-
relations, the second integrand can be simply Taylor ex-
panded while we introduce ω′ = u · ωk in the first one

Re ΣRF (kF , ωk → 0) ' 2ωk

ˆ ∞
ωmax

dω′

π

Im ΣRF (kF , ω
′)

ω′2

− |ωk|
ωk

 ωmax/|ωk|

−ωmax/|ωk|

du

π

ΓF,kF
+ ω

1/3
IN |ωk|2/3|u|2/3

u− 1

= 2ωk

ˆ ∞
ωmax

dω′

π

Im ΣRF (kF , ω
′)

ω′2

− 2 sgn(ωk)

 ωmax/|ωk|

0

du

π

ΓF,kF
+ ω

1/3
IN |ωk|2/3|u|2/3

u2 − 1
.

(A2)

Beyond ωmax, the fermionic single-particle states are ex-
pected to approach the non-interacting ones. Therefore,
the first term, which is linear in ωk like GR0 (kF , ωk)−1,
can be neglected since it acquires a negligible prefactor.
Indeed, estimating the dominant contribution from the

lower integration boundary yields

ωk

ˆ ∞
ωmax

dω′
Im ΣRF (kF , ω

′)

ω′2
∼ Im ΣRF (kF , ωmax)

ωmax
∼ α1/2

εF
ωk.

(A3)

Next, the first term of the second line integrates to

 ωmax/|ωk|

0

du

π

ΓF,kF

u2 − 1
=

sgn(ωk)ΓF,kF

π
log

[
ωmax − |ωk|
ωmax + |ωk|

]
→ 2ΓF,kF

πωmax
ωk .

(A4)

Since the prefactor ΓF (T )/ωmax � 1, when our re-
sult (93) for the damping rate at the highest possible tem-
perature Tscal from Eq. (99) are inserted, we obtain again
only a negligible correction to the bare frequency depen-
dence (under the condition α/ε2

F � 1) [79]. Finally, the
leading contribution to Re ΣRF in the limit ωk → 0 is ob-
tained by sending the upper integration boundary to +∞
in the remaing term of Eq. (A2). This yields for arbitrary
0 < a < 1

2ω1−a
IN |ωk|a

π

 ∞
0

duua

u2 − 1
= ω1−a

IN |ωk|
a tan

(aπ
2

)
a=2/3−−−−→

√
3ω

1/3
IN |ωk|

2/3 .

(A5)

Altogher, we have shown that the low-temperature scal-
ing solution of the Eliashberg equations Im ΣRF (kF , ωk) =

−ΓF,kF
(T )− ω1/3

IN |ωk|2/3 indeed leads to the real part

Re ΣRF (kF , ωk → 0)→
√

3ω
1/3
IN sgn(ωk)|ωk|2/3 , (A6)

up to subleading corrections. As we have seen, these do
not affect the dominant behavior discussed in the main
text. Furthermore, it follows that this form is consistent
with the analytic continuation of the self-energy obtained
at the QCP.

Appendix B: Supplement for the calculation of
Im ΣR

F,Q

In the course of the calculations for the quantum com-
ponent (45) of the fermionic self-energy we restricted the
momentum integral to the region vF p ≥ |E(ωk − ωp)|
(see Eq. (47)). Here, we show that the contribution from
the neglected regime of small momenta is indeed negligi-
ble. Furthermore, we present how the estimates for the
asymptotic M−1 tails can be obtained.

The omitted term in the self-energy reads after simpli-
fying the angular variables like in the main text
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Im ΣR,<F,Q (kF , ωk) ' −2g2d2
kF

ˆ 2π

0

dϕp

2π

ˆ
dωp
2π

ˆ |E(ωk−ωp,ϕkF
)|/vF

0

dp

2π
p Im

1

E(ωk − ωp, ϕkF
)− vF p cos(ϕp − ϕkF

)

×
[
nB(ωp)−

T

ωp
+ nF (ωp − ωk)

]
ΓB(p)

(ω2
p − v2

FA
2p2 −M2)2 + Γ2

B(p)
.

(B1)

The result on the bosonic damping rate (43) shows that
ΓB is independent of the magnitude |p| in the given mo-
mentum regime. Next, we rescale as follows: ω̄ = ω/T

and p̃ = vFAp/[ΓB(T ω̄p, ϕp)]1/2. In addition, we omit all
real terms in the denominator of the fermionic Green’s
function since we are only interested in an upper bound:

Im ΣR,<F,Q (kF , ωk) ' −παd2
kF

T

εFA2

ˆ 2π

0

dϕp

2π

ˆ
dω̄p
2π

ˆ A|E(T (ω̄k−ω̄p),ϕkF
)|

[ΓB(Tω̄p,ϕp)]1/2

0

dp̃

2π
p̃

1

ImE(T (ω̄k − ω̄p), ϕkF
)

×
[
n̄B(ω̄p)−

1

ω̄p
+ n̄F (ω̄p − ω̄k)

]
1(

T 2

ΓB(T ω̄p, ϕp)
ω̄2
p − p̃2 − M2

ΓB(T ω̄p, ϕp)

)2

+ 1

.
(B2)

The asymptotic forms of the bosonic damping (40)
and (41) indicate that ΓB(T ω̄p, ϕp) ∼ T 1/3, as long as
T . Tscal such that the fermionic damping ΓF (T ) ∼
T 2/3. Since M2(T ) ∼ T 2/3, only the p̃2 term has to be
kept in the denominator of the last term at small tem-
peratures. In fact, this statement holds also at higher

temperatures when ΓF (T ) ∼ T 1/2 up to logarithmic cor-
rections. With the integral

ˆ a

0

du
u

u4 + 1
=

1

2
arctan

(
a2
)
, (B3)

for a > 0, we find then

Im ΣR,<F,Q (kF , ωk) ' −αd2
kF

T

4εFA2

ˆ 2π

0

dϕp

2π

ˆ
dω̄p
2π

1

ImE(T (ω̄k − ω̄p), ϕkF
)

[
n̄B(ω̄p)−

1

ω̄p
+ n̄F (ω̄p − ω̄k)

]
× arctan

(
A2|E(T (ω̄k − ω̄p), ϕkF

)|2

ΓB(T ω̄p, ϕp)

)
.

(B4)

With the scaling function (31) of the fermionic self-energy
we find that E(T (ω̄k−ω̄p), ϕkF

) ∼ T 2/3 in the low-energy
limit. Combining this with the scaling of ΓB , we can
expand the arctan around small arguments:

Im ΣR,<F,Q (kF , ωk) ' −αd2
kF

T

4εF

ˆ 2π

0

dϕp

2π

ˆ
|ω̄p|≥ω̄IR

dω̄p
2π

[
n̄B(ω̄p)− 1

ω̄p
+ n̄F (ω̄p − ω̄k)

]
ImE(T (ω̄k − ω̄p), ϕkF

)

|E(T (ω̄k − ω̄p))|2

ΓB(T ω̄p, ϕp)
. (B5)

Here, we have introduced an infrared cut-off ω̄IR to avoid
a spurious pole at ω̄p = 0 introduced by the expan-
sion. The latter arises from the asymptotics ΓB(ωp →

0, ϕp) → αωp/ΓF (T ) (cf. Eq. (43)) which is innocuous
for the full expression since the arctan has a finite limit.
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We can estimate ω̄IR via

|E|2 ∼ ΓB ∼ αωp/ΓF (T )

which implies ω̄IR ∼ T . With E ∼ T 2/3 and ΓB ∼ T 1/3,
the integral scales like T 4/3 up to logarithmic correc-
tions. Furthermore, in the frequency regime |ω̄p| . ω̄IR

we set arctan((AE/ΓB)2) → 1 and obtain a contribu-

tion of order O(T 4/3), too. Consequently, the omitted
terms are indeed subleading compared to the results (57)
and (62) when the scaling solution (95) for the fermionic
self-energy is inserted.

Now we consider the large-M̄ behavior of the scaling
function Σ̃RF,Q defined in Eq. (52). Based on the asymp-

totics given in Eq. (53) for the zeros uj in both the
regimes M̄ � |ω̄p| and M̄ � |ω̄p|, we obtain the sim-
ple approximation

Im Σ̃RF,Q(0, M̄ →∞) '
ˆ
dω̄p
2π

[
n̄B(ω̄p)−

1

ω̄p
+ n̄F (ω̄p)

][
2ω̄p
M̄4

log

(√
e|ω̄p|
M̄3

)
θ

(
M̄3

√
e
− |ω̄p|

)
− 2π

33/2ω̄
1/3
p

θ

(
|ω̄p| −

M̄3

√
e

)]
.

(B6)

It yields a reasonable estimate provided that the large-M̄
behavior is not dominated by the crossover regime. This
is not the case as can be seen in Fig. 7. Nevertheless, an
uncertainty in theO(1) prefactor arises from the value as-
signed for the intermediate integration boundary. Here,
we have chosen M̄3/e1/2 to obtain nonpositve integrands
in order to be unbiased by cancellations between both
parts. Next, we introduce the new variable v = ω̄p/M̄

3.
Upon sending M̄ → ∞, nF,B converge to ∓θ(−v) and
cancel each other while the pole at the origin is regular-
ized by the linear frequency factor of the first term in the
second bracket. As a result, we find

Im Σ̃RF (0, M̄ →∞) ' − 4

M̄

ˆ 1/
√
e

−1/
√
e

dv

2π
log(
√
e|v|)

+
2

M̄

ˆ 1/
√
e

0

dv

2π

2π

33/2v4/3

=
2

M̄

(
1√
eπ

+
e1/6

√
3

)
= 1.7502...

1

M̄
,

(B7)

which indeed decays algebraically with M̄−1 in agree-
ment with the numerical evaluation. Even the numerical
prefactor is reproduced with tolerable accuracy.

Finally, we determine the M̄ → ∞ asymp-
totics of the frequency-independent thermal correction
Im δΣ̃RF,Q(|ω̄k| � 1, M̄) defined in Eq. (60). The latter

definition is formally almost identical to Eq. (B6) ex-
cept that n̄F (ω̄) is replaced by θ(−ω̄). Transforming the
integral again to the variable v = ω̄k/M

3 and sending
M̄ → ∞, leads exactly to the result of Eq. (B7) with
the same uncertainty in the O(1) prefactor. As a con-
sequence, we indeed obtain the dimensionfull self-energy
given in Eq. (62) in the main text.

Appendix C: Scaling solution for the minimal cut-off
scheme

We repeat the scaling analysis of Sec. IV C, now with
the smallest possible cut-offs |ω| ≤ ωIN and vFΛ = α/εF ,
or equivalently hmin = α/ε2

F . Since ωIN � vFΛ anyway
we can set hω = 1. We begin again with the bosonic mass
generated from the quantum corrections M2

Q(T ) whose
most important contribution arises again from the inte-
gral (89), yet with appropriately changed cut-offs. As a
result, this returns

M2
−,Q(T ) ∼ α

(hminεF )3

α2/3T 2/3

εF
ω2

IN ∼
α8/3T 2/3

ε4
F

, (C1)

which is again of the form of Eq. (1). In the following, we
omit the index −, Q since this turns out to be the domi-
nant contribution to the inverse order parameter suscep-
tibility in analogy to the maximal cut-off scheme. From

M(T ) ∼ α4/3T 1/3

ε2
F

(C2)

we obtain via Eq. (72)

ΓF (T ) ∼ εF
α1/3

T 2/3 . (C3)

As stated already above we observe the identical depen-
dence on temperature as in Sec. IV C. At sufficiently low
temperatures, which we specify below, we find the scaling
function

Im ΣRF (kF , ω, T ) = − εF
α1/3

T 2/3Σ̃RF

(ωk
T
, ϕk

)
Σ̃RF =

(
b2d

2
kF

+
α|dkF

|4/3

8 · 33/2ε2
F

(
|ω|
T

)2/3
)
,

(C4)

where b2 is a number of order one. The nonuniversal
character is implicit in this case because of the choice
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hω = 1. From comparing the low- and high-frequency
regimes we determine the crossover scale

ω≶ ∼
ε3
F

α3/2
T , (C5)

which is again linear in T . Next, we repeat the analysis
that lead to Eq. (99) for estimate up to which tempera-
ture scaling applies

Tscal =


(
α1/2

εF

)17/2

εF , if
α

ε2
F

� B4

α5

B3ε9
F

, if
α

ε2
F

� B4

. (C6)

However, in the weak-coupling limit only the second case
corresponding to violating M(T ) � ΓF (T ) is relevant
due to the strong enhancement of the thermal scattering
rate at simultaneously suppressed M2(T ), as compared
to the case of the maximal cut-off.

Finally, we have to check that ΣRF,T does not change the
dominant scaling behavior obtained so far. To this end,
we have to recalculate M−,T,1,2,3 defined in Eqs. (107),
(108) and (110) but with changed cut-offs. First, we note
that ωM(Tscal) � ωIN in the weak-coupling limit such that
ΓF (T ) does not extend over the entire non-FL region in
(ωk,k) space. Then M−,T,1 = 0 by symmetry reasons,
whereas

M2
−,T,2(T ) ∼ α2T

εF

ω
1/3
IN ω

5/3
M(T )

(hminεF )4
∼ α1/3T 11/6

ε
1/2
F

, (C7)

and

M2
−,T,3(T ) ∼ α2T

εF

ω2
IN

(vFΛ)4
∼ α2T

ε3
F

. (C8)

For temperatures below Tscal these are negligible as com-
pared to M2

−Q(T ). Furthermore, M2
+(T ) as well as the

tails of Im ΣRF,T that extend beyond the range of non-
FL correlations are irrelevant for the same reasons as
in Sec. IV C 3. As a result, the bosonic mass is again
exclusively given by the contribution from the quantum
component. However, the crossover from M2(T ) ∼ T 2/3

to M2 ∼ T with logarithmic corrections takes place at
the UV frequency cut-off T ∼ ωIN in agreement with
Eq. (113).

Appendix D: Irrelevant vertex corrections

In the discussion of the vertex corrections in Sec. V
several terms were omitted. Here, we show that this is
indeed justified. First of all we have the second line of
Eq. (121). In the limit p → 0, the angular integral be-

comes
ˆ 2π

0

dϕq

(2π)

1

(vF q cos(ϕq − ϕkF
)± i Im ΣRF (ωq, ϕkF

))2
=

Im ΣRF (ωq, ϕkF
)

(v2
F q

2 + Im ΣRF (ωq, ϕkF
)2)

,

(D1)

where we retain only the dominant frequency terms in
the infrared and have set ωk = 0 directly since no terms
are cancelled erroneously. Let us consider T = 0 first.
Up to numerical prefactors the second line of Eq. (121)

reads after rescaling ωq = ωINω̂q and vF q = α1/3ω
1/3
IN q̂

gdkF

ωIN

εF

ˆ ω̂max

−ω̂max

dω̂q

ˆ ∞
0

dq̂
q̂2|ω̂q|
q̂6 + ω̂2

q

|ω̂q|2/3(
q̂2 +

ω
4/3
IN

α2/3
|ω̂q|2/3

)3/2
,

(D2)

where M = 0 at QCP. Here, we have made the frequency
cut-off explicit to establish UV convergence, which is nec-
essary as we will see in the next step. Using again the

Ising nematic scaling relations q̂ ∼ ω̂
1/3
q which justifies

the Landau damping form we find (again up to numeri-
cal prefactors:

gdkF

ωIN

εF

ˆ ω̂max

−ω̂max

dω̂q|ω̂q|−1/3 . (D3)

Here, we have employed the condition q̂ �
ω

4/3
IN α−2/3|ω̂q|2/3 adapted from Eq. (22). Thereby,

we miss a logarithmic correction arising from the inte-
gration boundary q̂ → 0 which, however, cannot make
the term become relevant anyway. With ωmax ∼ α1/2 we
find that the vertex correction is of order

gdkF

α

ε2
F

� gdkF
(D4)

and thus is irrelevant. Since no additional poles appear
in the corresponding expression at finite temperatures, it
is justified to neglect the second line of Eq. (121). Fur-
thermore, we can conclude on the basis of this calculation
that also the first and third line of Eq. (127) are merely
perturbative in the coupling constant.

Finally, the we come to the thermal vertex corrections
ΓRR(AA) in the fermionic self-energy (126) that are of
the form ct(βωq/2) ImDR(q, ωq)G

R(A)GR(A). Repeat-
ing the analysis below Eq. (116) leads to Eq. (117) with
the combination of fermionic Green’s functions GRGR or
GAGA, respectively. The angular integral is again of the
form (D1). Then, performing the p integration yields in
the quantum critical regime

Γ
RR(AA)
T (0, 0;kF , 0) ∼ gαT

εFM2(T )
d3
kF
∼ gT

1/3

α1/6
, (D5)

which is much smaller than one for temperatures T �
Tmax.
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