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Abstract. For discrete-time survival data, conditional likelihood inference in Cox’s

hazard odds model is theoretically desirable but exact calculation is numerical intractable

with a moderate to large number of tied events. Unconditional maximum likelihood

estimation over both regression coefficients and baseline hazard probabilities can be

problematic with a large number of time intervals. We develop new methods and theory

using numerically simple estimating functions, along with model-based and model-robust

variance estimation, in hazard probability and odds models. For the probability hazard

model, we derive as a consistent estimator the Breslow–Peto estimator, previously known

as an approximation to the conditional likelihood estimator in the hazard odds model.

For the odds hazard model, we propose a weighted Mantel–Haenszel estimator, which

satisfies conditional unbiasedness given the numbers of events in addition to the risk

sets and covariates, similarly to the conditional likelihood estimator. Our methods

are expected to perform satisfactorily in a broad range of settings, with small or large

numbers of tied events corresponding to a large or small number of time intervals. The

methods are implemented in the R package dSurvival.
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1 Introduction

Regression analysis with censored survival outcomes has been widely used and exten-

sively studied. The subjects are covered in numerous articles and books (e.g., Anderson

et al. 1993; Cox & Oaks 1984; Kalbfleisch & Prentice 1980; Therneau & Grambsch 2000).

The dominant approach is to use Cox’s (1972) proportional hazards models and condi-

tional or partial likelihood inference. For continuous-time survival data, this approach is

statistically desirable, where the baseline hazard function as an infinite-dimensional nui-

sance parameter can be eliminated through conditional inference successively given the

event times, and large sample theory can be developed using counting processes. More-

over, this approach is computationally convenient, because the partial log-likelihood

function is concave in a coefficient vector in the proportional hazard model.

Regression analysis with discrete-time survival data, however, has been developed to

a limited extent, even though such data arise frequently in various applications (e.g.,

Allison 1982; Willett & Singer 2004). As remarked by Cox (1972), “Unfortunately it is

quite likely in applications that the data will be recorded in a form involving ties.” The

number of tied events can be substantial, depending on the discrete-time units used to

record the survival data. There are broadly three types of existing methods for handling

discrete-time survival data. The first type is to use Cox’s (1972) discrete-time version of

proportional hazards models on hazard odds ratios and apply conditional inference given

the numbers of events. This method retains the statistical superiority of eliminating the

baseline hazard probabilities as nuisance parameters, but exact calculation is numerically

intractable with a moderate or large number of ties. The second type of methods employ

various ad hoc approximations to conditional likelihood estimation (Breslow 1974; Efron

1977; Peto 1972). These methods are often considered to yield satisfactory results with

a small number of ties, but there remains the difficulty of handling a relatively large

number of ties. Statistical properties of these methods seem to be ambiguous. In fact,

the estimators of Breslow (1974) and Efron (1977) would in general be inconsistent under

Cox’s discrete-time proportional hazards model. The third type of methods resort to

unconditional maximum likelihood over both regression coefficients and baseline hazard
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probabilities, either with pooled logistic regression corresponding to Cox’s discrete-time

model, or complementary log-log regression induced by grouping observations under

Cox’s continuous-time model (Prentice & Gloeckler 1978). While such methods are

appropriate for a small number of time intervals, statistical performance of maximum

likelihood estimation can be problematic in the presence of many time intervals, which

leads to the same number of nuisance parameters.

We develop new methods and theory for regression analysis with discrete-time sur-

vival data, while accommodating a broad range of data configurations, including a small

number of time intervals and large numbers of tied event times, or a large number of

time intervals and small numbers of tied event times. In contrast with previous methods,

we derive numerically simple estimating equations, motivated by but distinct from con-

ditional or unconditional likelihood inference, and study model-based and model-robust

statistical properties in two classes of regression models. The first model deals with how

hazard probability ratios are associated with covariates, whereas the second model is

Cox’s discrete-time proportional hazards model on hazard odds ratios.

• We derive as a consistent estimator the Breslow–Peto estimator in the hazard

probability model, even though the same estimator is known as an approximation

to the partial likelihood estimator in the hazard odds model. We find that the

model-based asymptotic variance is no greater than the limit of the commonly

used model-based variance estimator for the Breslow–Peto estimator.

• We propose a weighted Mantel–Haenszel estimator in Cox’s hazard odds model,

such that it is numerically tractable and expected to achieve similar performance as

the conditional likelihood estimator. We show that the weighted Mantel–Haenszel

estimating function is conditionally unbiased given the numbers of events in addi-

tion to the risk sets and covariates, similarly to the conditional likelihood estimator.

• We study both model-based and model-robust variance estimation. As a useful

complement to model-based inference, model-robust variance estimation captures

sampling variation of a point estimator with possible misspecification of a posited

model. Moreover, the influence function obtained sheds light on the reduction of

the asymptotic variance if the model is correctly specified.
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See White (1982) and Manski (1988) for asymptotic theory in misspecified models, and

Buja et al. (2019) for a recent discussion on model-robust variance estimation.

An important, technical feature of our methods is that the sample estimating func-

tions in regression coefficients are carefully constructed to achieve various unbiasedness

properties, which are relevant in different asymptotic settings. First, the population es-

timating functions, defined as the probability limits of the sample estimating functions

as the sizes of all risk sets increase to infinity, are unconditionally unbiased. More-

over, the sample estimating functions are conditionally unbiased successively given the

risk sets and covariates. This property can be exploited to establish consistency of the

point and variance estimators, while allowing some risk-set sizes bounded in probabil-

ity as the sample size increases. Finally, under the hazard odds model, the weighted

Mantel–Haenszel estimating function is also conditionally unbiased given the numbers of

events in addition to the risk sets and covariates. Consistency of the point and variance

estimators can be obtained while conditioning on the numbers of events.

2 Data and models

Suppose that survival data, possibly right-censored, and covariates are obtained as

{(Yi, δi, Xi) : i = 1, . . . , N} from N individuals, where Yi = min(Ti, Ci), δi = 1{Ti ≤ Ci},

Ti is an event time such as death time, Ci is a censoring time, and Xi is a covariate

vector. Assume that {(Ti, Ci, Xi) : i = 1, . . . , N} are independent and identically dis-

tributed copies of (T, C,X), and hence {(Yi, δi, Xi) : i = 1, . . . , N} are independent

and identically distributed copies of (Y, δ,X) with Y = min(T, C) and δ = 1{T ≤ C}.

In addition, assume that the censoring and event variables, C and T , are independent

conditionally on the covariate vector X .

In practice, survival data are usually recorded by grouping continuous or fine-scaled

measurements, but such detailed data are not available to data analysis. While dis-

cretization of an uncensored time into an interval is straightforward, there are dif-

ferent options in assigning a censored time to a discrete value representing an inter-

val. See Kaplan & Meier (1958), Thompson (1977), and Tan (2019, Supplement)
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for discussion on related issues. Nevertheless, assume that there are discrete values,

0 = t0 < t1 < · · · < tJ < tJ+1, such that (Y, δ) and (T, C) are properly defined with

C ∈ {t0, t1, . . . , tJ} and T ∈ {t1, . . . , tJ , tJ+1} and the conditionally independent censor-

ing assumption is satisfied. An uncensored time in the interval (tj−1, tj ] is encoded as

Y = tj and δ = 1. For the censored-early option, a censored time in [tj−1, tj) is encoded

as Y = tj−1 and δ = 0 and the observation is included in the risk set up to time tj−1.

For the censored-late option, a censored time in [tj−1, tj) is encoded as Y = tj and δ = 0

and the observation is included in the risk set up to time tj (Cox 1972).

We study extensions of Cox’s proportional hazards model to discrete-time survival

data as described above. For j = 1, . . . , J , the hazard probability at time tj given

covariates X = x is defined as πj(x) = P (T = tj|T ≥ tj , X = x). This probability,

under conditionally independent censoring, can be identified from observed data as

pj(x) = P (Y = tj , δ = 1|Y ≥ tj, X = x).

The subset {Y ≥ tj}, called the risk set at time tj , represents individuals who are event-

free (or alive) just prior to time tj . In the following, we state probability and odds ratio

models directly in terms of the event probabilities pj(x), which coincide with the hazard

probabilities πj(x) if conditionally independent censoring holds, but otherwise remains

empirically identifiable. For ease of interpretation, we treat pj(x) interchangeably with

the hazard probabilities πj(x) whenever possible.

Consider two types of regression models on the hazard probabilities pj(x). The first

places a parametric restriction on the probability ratios:

pj(x) = pj(x0)e
(x−x0)Tγ∗

, j = 1, . . . , J, (1)

where x0 is a fixed vector of covariates, for example x0 = 0, γ∗ is an unknown coefficient

vector, and the baseline probabilities {pj(x0) : j = 1, . . . , J} are left to be unspecified.

The second model places a parametric restriction on the odds ratios:

pj(x)

1− pj(x)
=

pj(x0)

1− pj(x0)
e(x−x0)Tβ∗

, j = 1, . . . , J, (2)

where β∗ is an unknown coefficient vector. In the limit of arbitrarily small time intervals,
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both models (1) and (2) can be seen to reduce to a Cox proportional hazards model:

λt(x) = λt(x0)e
(x−x0)Tα∗

,

where the survival time T is absolutely continuous with a hazard function λt(x) given

X = x, and α∗ is an unknown coefficient vector. However, for discrete survival data,

models (1) and (2) represent two alternative modeling approaches.

Model (2) is known as the discrete-time version of Cox’s (1972) propositional hazard

model. By comparison, model (1) seems to be previously not studied, although it can also

be called a proportional hazards model because the hazard probability ratio pj(x)/pj(x0)

is assumed to be constant in j = 1, . . . , J . A potential limitation of model (1) is that

the range of pj(x0) or pj(x) as a probability between 0 and 1 may be violated for a fitted

model, especially if model (1) is misspecified. The chance of such violation can be small

if model (1) is correctly specified or approximately so. Examination of fitted hazard

probabilities can serve as diagnosis. See Section 3 for further discussion.

3 Inference in hazard probability models

Point estimation. To derive a point estimator for γ∗, we rewrite model (1) as

P (Y = tj , δ = 1|Y ≥ tj , X = x) = eγ
∗

0j+xTγ∗

, j = 1, . . . , J, (3)

where γ∗0 = (γ∗01, . . . , γ
∗
0J)

T is a vector of unknown intercepts and γ∗ is as before. Our

estimators for (γ∗0 , γ
∗) are defined jointly as a solution (γ̂0, γ̂) to

∑

i:Yi≥tj

(

Dji − eγ0j+XT

i γ
)

= 0, j = 1, . . . , J, (4)

J
∑

j=1

∑

i:Yi≥tj

(

Dji − eγ0j+XT

i γ
)

Xi = 0, (5)

where Dji = 1{Yi = tj, δi = 1}, equal to 1 if Yi = tj and δi = 1 or 0 otherwise. Equation

(4) depends only on the data from jth risk set {i : Yi ≥ tj}, whereas equation (5)

involves the data combined from all J risk sets. Within the jth risk set, the associated

estimating functions in (γ0j, γ) are
∑

i:Yi≥tj
(Dji − eγ0j+XT

i γ)(1, XT)T, corresponding to
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quasi-likelihood score functions in model (3), viewed as a conditional moment restriction

model with the Poisson logarithmic link for Dji given Xi.

Solving (4) for γ0j with fixed γ and substituting into (5) shows that

eγ̂0j =

∑

i:Yi≥tj
Dji

∑

i:Yi≥tj
eX

T

i γ̂
. (6)

and γ̂ can be determined from the closed-form estimating equation

J
∑

j=1

∑

i:Yi≥tj

(

Dji −

∑

l:Yl≥tj
Djl

∑

l:Yl≥tj
eX

T

l
γ
eX

T

i γ

)

Xi = 0. (7)

By an exchange of indices i and l, equation (7) can be equivalently written as

J
∑

j=1

∑

i:Yi≥tj

Dji

(

Xi −

∑

l:Yl≥tj
eX

T

l
γXl

∑

l:Yl≥tj
eX

T

l
γ

)

= 0, (8)

which is originally the estimating equation satisfied by the Breslow’s (1974) and Peto’s

(1972) modification of the partial likelihood estimator to deal with tied event times

in Cox’s (continuous-time) proportional hazards model. Hence the estimator γ̂ can be

referred to as the Breslow–Peto estimator. Moreover, eγ̂0j in (6) coincides with Breslow’s

(1974) estimator of the baseline hazard function. As a result, the difference

Dji − eγ̂0j+XT

i γ̂ = Dji −

∑

l:Yl≥tj
Djl

∑

l:Yl≥tj
eX

T

l
γ̂
eX

T

i γ̂

evaluated at (γ̂0j, γ̂) is the martingale residual of ith individual at time tj in Therneau

et al. (1990), adapted to our setting of discrete survival data.

The probability ratio pj(x)/pj(x0) is generally closer to 1 than the odds ratios pj(x)(1−

pj(x0))/{pj(x0)(1 − pj(x))}. Hence our derivation explains the observation that the

Breslow–Peto approximation often produces a conservative bias in estimating regression

coefficients too close to 0 in proportional hazards models (Cox & Oaks 1984).

Model-robust inference. We study model-robust inference using γ̂ with possible

misspecification of model (3), similarly as in Lin & Wei (1989) for robust inference in

Cox’s proportional hazards model. Denote Rji = 1{Yi ≥ tj}, in addition to Dji =

1{Yi = tj, δi = 1}. Estimating equation (7) can be written as
∑J

j=1 ζ̂j(γ) = 0, where

ζ̂j(γ) =
1

n

n
∑

i=1

Rji

(

Dji −

∑n
l=1RjlDjl

∑n
l=1RjleX

T

l
γ̄
eX

T

i γ̄

)

Xi.
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Under suitable regularity conditions, it can be shown that γ̂ converges in probability

to a target value γ̄, defined as a unique solution to the population version of (7) or

equivalently (8):

0 =
J
∑

j=1

E

[

Rj

{

Dj −
E(R̃jD̃j)

E(R̃jeX̃
Tγ)

eX
Tγ

}

X

]

(9)

=
J
∑

j=1

E

[

RjDj

{

X −
E(R̃je

X̃TγX̃)

E(R̃jeX̃
Tγ)

}]

, (10)

where Rj = 1{Y ≥ tj}, Dj = 1{Y = tj , δ = 1}, and (R̃j , D̃j, X̃) are defined from

(Ỹ , δ̃, X̃) identically distributed as (Y, δ,X). Equivalently, γ̄ is a unique maximizer of

the objective function (which is concave in γ):

J
∑

j=1

E
[

RjDj

{

XTγ − logE(R̃je
X̃Tγ)

}]

. (11)

Moreover, γ̂ can be shown to admit the asymptotic expansion

γ̂ − γ̄ = B(γ̄)−1

J
∑

j=1

ζ̂j(γ̄) + op(n
−1/2), (12)

where B(γ) is the negative Hessian of objective function (11), that is,

B(γ) =

J
∑

j=1

E(R̃jD̃j)E





Rje
XTγ

E(R̃jeX̃
Tγ)

{

X −
E(R̃je

X̃TγX̃)

E(R̃jeX̃
Tγ)

}⊗2


 .

Throughout, x⊗2 = xxT for a vector x. From (12), the following result can be deduced,

provided that the probability of survival beyond time tJ (which is the largest possible

value of the censoring variable) is bounded away from 0. This boundedness condition

is standard in large sample theory for survival analysis (e.g., Anderson et al. 1993,

Condition VII.2.1), although further investigation can be of interest.

Proposition 1. Assume that P (T > tJ) ≥ p0 for a constant p0 > 0. Then n1/2(γ̂ − γ̄)

converges in distribution to N(0, V ) as n→ ∞, where V = B(γ̄)−1A(γ̄)B(γ̄)−1, B(γ) is

defined as above, A(γ) = var{
∑J

j=1 hj(Y, δ,X ; γ)}, and

hj(Y, δ,X ; γ) = Rj

{

Dj −
E(R̃jD̃j)

E(R̃jeX̃
Tγ)

eX
Tγ

}{

X −
E(R̃je

X̃TγX̃)

E(R̃jeX̃
Tγ)

}

.
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Moreover, a consistent estimator of V is V̂r = B̂−1(γ̂)Â(γ̂)B̂−1(γ̂), where

B̂(γ) =
1

n

J
∑

j=1

(

n
∑

l=1

RjlDjl

)

n
∑

i=1





Rjie
XT

i γ

∑n
l=1Rjle

XT

l
γ

{

Xi −

∑n
l=1Rjle

XT

l
γXl

∑n
l=1Rjle

XT

l
γ

}⊗2


 ,

Â(γ) =
1

n

n
∑

i=1

{

J
∑

j=1

ĥj(Yi, δi, Xi; γ)

}⊗2

,

and ĥj(Y, δ,X ; γ) is defined as hj(Y, δ,X ; γ) with E(R̃jD̃j), E(R̃je
X̃Tγ), and E(R̃je

X̃TγX̃)

replaced by the sample averages n−1
∑n

i=1RjiDji, n
−1
∑n

i=1Rjie
X̃T

i γ, and n−1
∑n

i=1Rjie
X̃T

i γXi.

Proposition 1 can be formally seen as an extension of Lin & Wei’s (1989) result

on the partial likelihood estimator in Cox’s continuous-time model to the Breslow–Peto

estimator used to handle tied event times. Lin & Wei’s approach would use the Breslow–

Peto modified score equation (8) and derive the asymptotic variance V with hj(Y, δ,X ; γ)

defined as a correction to the modified score function

hj(Y, δ,X ; γ) = RjDj

{

X −
E(R̃je

X̃TγX̃)

E(R̃jeX̃
Tγ)

}

−
E(R̃jD̃j)e

XTγ

E(R̃jeX̃
Tγ)

Rj

{

X −
E(R̃je

X̃TγX̃)

E(R̃jeX̃
Tγ)

}

.

From our approach, the asymptotic variance V can be equivalently derived using the esti-

mating equation (7) based on the conditional moment model (3), and hence hj(Y, δ,X ; γ)

is obtained as a correction to the associated estimating function

hj(Y, δ,X ; γ) = Rj

{

Dj −
E(R̃jD̃j)e

XTγ

E(R̃jeX̃
Tγ)

}

X −
E(R̃je

X̃TγX̃)

E(R̃jeX̃
Tγ)

Rj

{

Dj −
E(R̃jD̃j)e

XTγ

E(R̃jeX̃
Tγ)

}

.

As shown in (14), this representation is useful for simplification of the asymptotic vari-

ance V if model (3) is correct. By numerical evaluation, the variance estimator V̂r also

appears to coincide with the robust variance estimator for the Breslow–Peto estimator

in the R package survival, although no justification was provided.

Model-based inference. We study model-based inference using γ̂ when model (3) is

correctly specified. Under this assumption, γ̂ is a consistent estimator of γ∗, with γ̄ = γ∗

satisfying the population estimating equation (9):

E

[

Rj

{

Dj −
E(R̃jD̃j)

E(R̃jeX̃
Tγ∗)

eX
Tγ∗

}

X

]

= E
[

Rj

{

Dj − eγ
∗

0jeX
Tγ∗

}

X
]

= 0, (13)
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because E{Rj(Dj − eγ
∗

0j+XTγ∗

)|X} = 0 and eγ
∗

0j = E(R̃jD̃j)/E(R̃je
X̃Tγ∗

) by (3). The

true value γ∗ also satisfies the Breslow–Peto equation (10), by the equivalence between

(9) and (10). This finding seems new. Interestingly, consistency of the Breslow–Peto

estimator γ̂ under model (3) is revealed more directly when defined through the new

estimating equation (7) than through the usual equation (8).

There is also an interesting implication on model-based variance estimation. Under

model (3), the difference Dj − eγ
∗

0j+XTγ∗

has mean 0 conditionally on Rj = 1 and X ,

and the individual terms hj(Y, δ,X ; γ∗), j = 1, . . . , J , are uncorrelated with each other.

Then the asymptotic variance V = B−1(γ∗)A(γ∗)B−1(γ∗) can be simplified such that

A(γ∗) =
J
∑

j=1

var{hj(Y, δ,X ; γ∗)} (14)

=

J
∑

j=1

E



Rjpj(X)(1− pj(X))

{

X −
E(R̃je

X̃Tγ∗

X̃)

E(R̃jeX̃
Tγ∗)

}⊗2


 ,

where pj(X) = eγ
∗

0j+XTγ∗

= {E(R̃jD̃j)/E(R̃je
X̃Tγ∗

)}eX
Tγ∗

. A model-based estimator for

the asymptotic variance V is then V̂b = B̂−1(γ̂)Âb(γ̂)B̂
−1(γ̂) with

Âb(γ) =
1

n

J
∑

j=1

n
∑

i=1



Rjip̂j(Xi; γ)(1− p̂j(Xi; γ))

{

Xi −

∑n
l=1Rjle

XT

l
γXl

∑n
l=1Rjle

XT

l
γ̂

}⊗2


 ,

where p̂j(X ; γ) = {(
∑n

l=1RjlDjl)/(
∑n

l=1Rjle
XT

l
γ)}eX

Tγ . By direct comparison, A(γ∗)

and Âb(γ̂) are no greater than respectively B(γ∗) and B̂(γ̂).

Corollary 1. Suppose that model (3) is correctly specified. Then the asymptotic variance

V for n1/2(γ̂ − γ∗) is, in the order on variance matrices, no greater than the B−1(γ∗),

and the variance estimator V̂b is no greater than B̂−1(γ̂), the commonly used variance

estimator for the Breslow–Peto estimator γ̂.

To accommodate small risk sets, we outline asymptotic theory conditionally on the

risk sets and covariates and propose an improved model-based variance estimator. In

fact, the foregoing justification of the asymptotic variance V and the variance esti-

mators V̂r and V̂b rely on the assumption that all J risk sets are sufficiently large

to ensure convergence of the sample averages n−1
∑n

l=1RjlDjl, n
−1
∑n

l=1Rjle
XT

l
γ , and

9



n−1
∑n

l=1Rjle
XT

l
γXl to their corresponding expectations for j = 1, . . . , J . Alternatively,

asymptotic properties of γ̂ can be studied by exploiting the conditional unbiasedness of

individual terms of the sample estimating function in (7) under model (3):

E
{

ζ̂j(γ
∗)|Rj,1:n, X1:n

}

= 0, j = 1, . . . , J, (15)

where Rj,1:n = (Rj1, . . . , Rjn) and X1:n = (X1, . . . , Xn). This is a more elaborate prop-

erty than unconditional unbiasedness (13). Under suitable regularity conditions similar

as in fixed-design analysis of regression models, it can be shown that if model (3) is cor-

rectly specified, then n1/2(γ̂−γ∗) converges in distribution to N(0, V2) as n→ ∞, where

V2 = B2(γ
∗)−1A2(γ

∗)B2(γ
∗)−1, B2(γ) = plimn→∞B̂(γ), A2(γ) = plimn→∞

∑J
j=1 vj(γ),

and vj(γ) = n var{ζ̂j(γ)|Rj,1:n, X1:n}, that is,

vj(γ) =
1

n
var

{

n
∑

i=1

Rji

(

Dji −

∑n
l=1RjlDjl

∑n
l=1Rjle

XT

l
γ
eX

T

i γ

)

Xi

∣

∣

∣
Rj,1:n, X1:n

}

.

In the case where P (T > tJ) is bounded away from 0 and all J risk sets are of sizes

increasing to ∞, the asymptotic variance V2 reduces to V in Proposition 1.

For the asymptotic variance V2, our proposed estimator is V̂b2 = B̂(γ̂)−1Âb2(γ̂)B̂(γ̂)−1,

where B̂(γ) is as in Proposition 1, Âb2(γ) =
∑J

j=1{v̂j(γ) + v̂T

j (γ)}/2, and

v̂j(γ) =
1

n

n
∑

i=1

Rji(1−Dji)e
XT

i γ

∑n
l=1Rjle

XT

l
γ(Xi −Xl)

∑n
k=1RjkDjk(Xi −Xk)

T

(
∑n

l=1Rjle
XT

l
γ)2

.

The matrix v̂j(γ) is in general not symmetric, and {v̂j(γ) + v̂T

j (γ)}/2 serves as a sym-

metrized version. The following properties can be established.

Proposition 2. (i) Suppose that model (3) is correctly specified. For j = 1, . . . , J ,

v̂j(γ
∗) is a conditionally unbiased estimator for vj(γ

∗), that is,

E{v̂j(γ
∗)|Rj,1:n, X1:n} = vj(γ

∗).

Hence V̂b2 can be a consistent estimator for V2 even if some risk sets are of sizes which

are bounded in probability as J → ∞ and n→ ∞.

(ii) Suppose that at most one event is observed in each risk set {i : Rji = 1} for

j = 1, . . . , J . Then Âb2(γ) is identical to B̂(γ) and the variance estimator V̂b2 is identical

to B̂(γ̂)−1, the usual variance estimator for the partial likelihood estimator (i.e., the

Breslow–Peto estimator in the absence of tied events).
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Property (ii) in Proposition 2 shows that the variance estimator V̂b2 is the same

as B̂−1(γ̂) in the extreme case where there are no tied events and the Breslow–Peto

estimator reduces to the maximum partial likelihood estimator. In contrast, the variance

estimator V̂b in this case remains smaller than B̂−1(γ̂).

The variance estimator V̂b2 is an extension of a model-based variance estimator in

Tan (2019) for the Breslow–Peto estimator in a probability ratio model for analysis of

2 × 2 tables and two-sample survival analysis. See the Supplement for details of the

relationship. For 2× 2 tables, the variance estimator is designed to be consistent in two

asymptotic settings, either with a fixed number of large tables or with a large number of

possibly sparse tables. These two settings are originally considered for Mantel–Haenszel

estimation of common odds ratios in 2× 2 tables (Robins et al. 1986).

Estimation of survival probabilities. We discuss estimation of survival probabilities

for individuals with fixed covariates x0. For simplicity, assume that x0 = 0 in model

(1); otherwise the covariates can be recentered. Then the hazard probability pj(x0)

is identified as eγ0j , and can be estimated as p̂j(x0) = eγ̂0j by (6). The kth survival

probability, defined as Pk(x0) = P (T > tk|X = x0), can be estimated as

P̂k(x0) =
k
∏

j=1

{1− p̂j(x0)} =
k
∏

j=1

(

1− eγ̂0j
)

, k = 1, . . . , J. (16)

This is a discrete version of the product-limit estimator of the baseline survival function.

Unless all p̂j(x0) are sufficiently small, the estimator (16) is distinct from an alternative

estimator, e−
∑k

j=1
eγ̂0j , where

∑k
j=1 e

γ̂0j is called the cumulative hazard. The alternative

estimator is often used with continuous-time data in the R package survival. A poten-

tial disadvantage is that the estimator (6) for the hazard probability and hence (16) for

the survival probability may be negative, in general due to the fact that the right hand

side of model (3) is not restricted to be no greater than 1. Such negative estimates may

also occur due to estimation error, particularly in the right tail.

The standard errors for P̂k(x0) can be obtained using Taylor expansions (or the delta

method) and either model-robust or model-based variance estimator for γ̂. In particular,

model-robust variance estimation for P̂k(x0) involves use of the influence function of γ̂

depending on the data from all J risk sets. Model-based variance estimation for P̂k(x0)

11



admits a decomposition similar to variance estimation of the cumulative hazard in Tsiatis

(1981). See the Supplement for detailed derivation and formulas.

4 Inference in hazard odds models

Point estimation. To derive a point estimator for β∗, we rewrite model (2) as

P (Y = tj , δ = 1|Y ≥ tj , X = x) = expit(β∗
0j + xTβ∗), j = 1, . . . , J, (17)

where expit(c) = ec/(1 + ec), β∗
0 = (β∗

01, . . . , β
∗
0J)

T is a vector of unknown intercepts and

β∗ is as before. Our estimators for (β∗
0 , β

∗) are defined jointly as a solution (β̂0, β̂) to

∑

i:Yi≥tj

{

Dji − (1−Dji)e
β0j+XT

i β
}

= 0, j = 1, . . . , J, (18)

J
∑

j=1

∑

l:Yl≥tj
(1−Djl)e

XT

l
β

∑

l:Yl≥tj
eX

T

l
β

∑

i:Yi≥tj

{

Dji − (1−Dji)e
β0j+XT

i β
}

Xi = 0, (19)

where Dji = 1{Yi = tj , δi = 1} as in Section 3. Similarly as (4)–(5), equation (18)

depends only on the data from jth risk set {i : Yi ≥ tj}, whereas equation (19) involves

the data combined from all J risk sets. Within the jth risk set, the associated estimating

functions in (β0j , β) are

∑

i:Yi≥tj

{Dji − (1−Dji)e
β0j+XT

i β}(1, XT)T

=
∑

i:Yi≥tj

{

1−
1−Dji

expit(−β0j −XT

i β)

}

(1, XT)T

which, interestingly, corresponds to the estimating functions for calibrated estimation

(Tan 2020a) in logistic regression model (17) for 1 − Dji given Xi. The j-dependent

factor {
∑

l:Yl≥tj
(1−Djl)e

XT

l
β}/(

∑

l:Yl≥tj
eX

T

l
β) in (19) is introduced to achieve reduction,

as discussed below, to the weighted Mantel–Haenszel estimator in two-sample survival

analysis in Tan (2019) and to the maximum partial likelihood estimator in the case of

only one event per risk set in Cox’s continuous-time model. In addition, use of this

factor is crucial for achieving conditional unbiasedness as in (28) and (32).

12



Solving (18) for β0j with fixed β and substituting into (19) shows that

eβ̂0j =

∑

i:Yi≥tj
Dji

∑

i:Yi≥tj
(1−Dji)eX

T

i β̂
. (20)

and β̂ can be determined from the closed-form estimating equation

J
∑

j=1

∑

i:Yi≥tj

Dji

∑

l:Yl≥tj
(1−Djl)e

XT

l
β − (1−Dji)e

XT

i β
∑

l:Yl≥tj
Djl

∑

l:Yl≥tj
eX

T

l
β

Xi = 0. (21)

By some rearrangement, equation (21) can be equivalently written as

J
∑

j=1

∑

i:Yi≥tj

Dji

∑

l:Yl≥tj
(1−Djl)e

XT

l
β(Xi −Xl)

∑

l:Yl≥tj
eX

T

l
β

= 0, (22)

which closely resembles the Breslow–Peto estimating equation (8) with only the addi-

tional factor 1−Djl in front of eX
T

i β(Xi −Xl). In fact, in the extreme case of only one

event observed in each risk set {i : Yi ≥ tj} for j = 1, . . . , J , then equation (22) is easily

shown to be equivalent to (8), and hence the estimator β̂ numerically coincides with the

Breslow–Peto or the maximum partial likelihood estimator γ̂.

For two-sample survival analysis with a binary covariate X , estimating equation (21)

or (22) can be shown to yield the weighted Mantel–Haenszel estimator proposed in Tan

(2019) as an extension of Cochran’s (1954) and Mantel & Haenszel’s (1959) estimation

of common odds ratios in analysis of 2×2 tables. See the Supplement for details. Hence

the estimator β̂ can also be called a weighted Mantel–Haenszel estimator.

Model-robust inference. We study model-robust inference using β̂ with possible

misspecification of model (17), similarly as in Section 3 for robust inference using γ̂ in

the hazard probability model. Denote, as before, Rji = 1{Yi ≥ tj} and Dji = 1{Yi =

tj , δi = 1}. Estimating equation (21) can be written as
∑J

j=1 τ̂j(β) = 0, where

τ̂j(β) =
1

n

n
∑

i=1

Rji
Dji

∑n
l=1Rjl(1−Djl)e

XT

l
β − (1−Dji)e

XT

i β
∑n

l=1RjlDjl
∑n

l=1Rjle
XT

l
β

Xi.

Under suitable regularity conditions, it can be shown that β̂ converges in probability

to a target value β̄, defined as a unique solution to the population version of (21) or

13



equivalently (22):

0 =

J
∑

j=1

E

[

Rj
DjE{R̃j(1− D̃j)e

X̃Tβ} − (1−Dj)e
XTβE(R̃jD̃j)

E(R̃jeX̃
Tβ)

X

]

(23)

=

J
∑

j=1

E

[

RjDj
E{R̃j(1− D̃j)e

X̃Tβ}X − E{R̃j(1− D̃j)e
X̃TβX̃}

E(R̃jeX̃
Tβ)

]

, (24)

where, as in Section 4, Rj = 1{Y ≥ tj}, Dj = 1{Y = tj, δ = 1}, and (R̃j , D̃j, X̃) are

defined from (Ỹ , δ̃, X̃) identically distributed as (Y, δ,X). Moreover, β̂ can be shown to

admit the asymptotic expansion

β̂ − β̄ = H(β̄)−1
J
∑

j=1

τ̂j(β̄) + op(n
−1/2), (25)

where H(β) is the negative derivative matrix in βT of the right hand side of (23) or

equivalently (24), that is,

H(β) =

J
∑

j=1

E

[

Rj(1−Dj)e
XTβ

E(R̃jeX̃
Tβ)

{

E(R̃jD̃j)X −E(R̃jD̃jX̃)
}

{

XT −
E(R̃je

X̃TβX̃T)

E(R̃jeX̃
Tβ)

}]

.

See the Supplement for details. The matrix H(β) is in general not symmetric, and hence

cannot be an Hessian of a scalar objective function. From (25), the following result can

be deduced, provided that the probability of survival beyond time tJ (which is the largest

possible value of the censoring variable) is bounded away from 0.

Proposition 3. Assume that P (T > tJ) ≥ p0 for a constant p0 > 0. Then n1/2(β̂ − β̄)

converges in distribution to N(0,Σ) as n → ∞, where Σ = H(β̄)−1G(β̄)H(β̄)T
−1

, H(β)

is defined as above, G(β) = var{
∑J

j=1 gj(Y, δ,X ; β)}, and

gj(Y, δ,X ; β)

= Rj
DjE(R̃j(1− D̃j)e

X̃Tβ)− (1−Dj)e
XTβE(R̃jD̃j)

E(R̃jeX̃
Tβ)

{

X −
E(R̃j(1− D̃j)e

X̃TβX̃)

E(R̃j(1− D̃j)eX̃
Tβ)

}

−
E(R̃jD̃jX̃)E(R̃j(1− D̃j)e

X̃Tβ)− E(R̃j(1− D̃j)e
X̃TβX̃)E(R̃jD̃j)

E(R̃jeX̃
Tβ)

×

{

Rje
XTβ

E(R̃jeX̃
Tβ)

−
Rj(1−Dj)e

XTβ

E(R̃j(1− D̃j)eX̃
Tβ)

}

,
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which is denoted as gj1(Y, δ,X ; β) + gj2(Y, δ,X ; β). Moreover, a consistent estimator of

Σ is Σ̂r = Ĥ−1(β̂)Ĝ(β̂)ĤT
−1

(β̂), where

Ĥ(β) =
1

n

J
∑

j=1

n
∑

i=1

[

Rji(1−Dji)e
XT

i β

∑n
l=1RjleX

T

l
β

{

n
∑

l=1

RjlDjl(Xi −Xl)

}{

XT

i −

∑n
l=1Rjle

XT

l
βXT

l
∑n

l=1RjleX
T

l
β

}]

,

Ĝ(β) =
1

n

n
∑

i=1

{

J
∑

j=1

ĝj(Yi, δi, Xi; β)

}⊗2

,

and ĝj(Y, δ,X ; β) is defined as gj(Y, δ,X ; β) with all expectations replaced by the corre-

sponding sample averages.

From Proposition 3, the influence function of β̂ is H−1(β̄)
∑J

j=1 gj(Y, δ,X ; β̄). Here

gj(Y, δ,X ; β) consists of two terms. The first term, gj1(Y, δ,X ; β), can be seen as a cor-

rection to the jth population estimating function in (23), to account for the variation in

substituting the estimator eβ̂0j for E(R̃jD̃j)/E{R̃j(1− D̃j)e
X̃Tβ} in the sample estimat-

ing equation (21). The second term, gj2(Y, δ,X ; β), is involved to further account for

substituting the factor {
∑n

l=1Rjl(1 − Djl)e
XT

l
β}/(

∑n
l=1Rjle

XT

l
β) for the corresponding

population quantity. A similar interpretation of gj(Y, δ,X ; β) can also be obtained as a

correction to the jth population estimating function in (24).

Model-based inference. We study model-based inference using β̂ when model (17)

is correctly specified. Under this assumption, β̂ is a consistent estimator of β∗, with

β̄ = β∗ satisfying the population estimating equation (23):

E

[

Rj
DjE{R̃j(1− D̃j)e

X̃Tβ∗

} − (1−Dj)e
XTβ∗

E(R̃jD̃j)

E(R̃jeX̃
Tβ∗)

X

]

= 0, (26)

because E[Rj{Dj−(1−Dj)e
β∗

0j+XTβ∗

}|X ] = 0 and eβ
∗

0j = E(R̃jD̃j)/E{R̃j(1−D̃j)e
X̃Tβ∗

}

by (17). Equivalently, the true value β∗ also satisfies equation (24).

Considerable simplification can be obtained for the model-based asymptotic variance

for β̂ in Proposition 3. Under model (17), gj(Y, δ,X ; β∗) reduces to gj1(Y, δ,X ; β∗) only,

because gj2(Y, δ,X ; β∗) ≡ 0 due to (26). Moreover, the difference Dj− (1−Dj)e
β∗

0j+XTβ∗

has mean 0 conditionally on Rj = 1 and X , and the individual terms gj(Y, δ,X ; β∗),

j = 1, . . . , J , are uncorrelated with each other. Then the asymptotic variance Σ =
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H−1(β∗)G(β∗)HT
−1

(β∗) can be calculated such that

G(β∗) =

J
∑

j=1

var{gj1(Y, δ,X ; β∗)} (27)

=
J
∑

j=1

E



Rje
β∗

0j+XTβ∗E2(R̃j(1− D̃j)e
X̃Tβ∗

)

E2(R̃jeX̃
Tβ∗)

{

X −
E(R̃j(1− D̃j)e

X̃Tβ∗

X̃)

E(R̃j(1− D̃j)eX̃
Tβ∗)

}⊗2


 .

See the Supplement for details. A model-based estimator for the asymptotic variance Σ

is then Σ̂b = Ĥ−1(β̂)Ĝb(β̂)Ĥ
−1(β̂), where Ĝb(β) is defined as

1

n

J
∑

j=1

n
∑

i=1



Rjie
β0j+XT

i β (
∑n

l=1Rjl(1−Djl)e
XT

l
β)2

(
∑n

l=1Rjle
XT

l
β)2

{

Xi −

∑n
l=1Rjl(1−Djl)e

XT

l
βXl

∑n
l=1Rjl(1−Djl)e

XT

l
β

}⊗2


 ,

with eβ0j set to (
∑n

l=1RjlDjl)/{
∑n

l=1Rjl(1 − Djl)e
XT

l
β}. The matrix Ĝb(β) is alge-

braically similar to the sample Hessian B̂(γ) in Section 3, with only the additional

factor 1−Djl in front of eX
T

l
β in various places.

Similarly as in Section 3, we outline asymptotic theory conditionally on the risk sets

and covariates and propose an improved model-based variance estimator. To accom-

modate small risk sets, asymptotic properties of β̂ can be studied by exploiting the

conditional unbiasedness of individual terms of the sample estimating function in (21)

under model (17):

E {τ̂j(β
∗)|Rj,1:n, X1:n} = 0, j = 1, . . . , J, (28)

where Rj,1:n = (Rj1, . . . , Rjn) and X1:n = (X1, . . . , Xn). This is a more elaborate prop-

erty than unconditional unbiasedness (26). Under suitable regularity conditions similar

as in fixed-design analysis of regression models, it can be shown that if model (17) is cor-

rectly specified, then n1/2(β̂−β∗) converges in distribution to N(0,Σ2) as n→ ∞, where

Σ2 = H2(β
∗)−1G2(β

∗)H2(β
∗)−1, H2(β) = plimn→∞Ĥ(β), G2(β) = plimn→∞

∑J
j=1 σj(β),

and σj(β) = n var{τ̂j(β)|Rj,1:n, X1:n}, that is,

1

n
var

{

n
∑

i=1

Rji
Dji

∑n
l=1Rjl(1−Djl)e

XT

l
β − (1−Dji)e

XT

i β
∑n

l=1RjlDjl
∑n

l=1RjleX
T

l
β

Xi

∣

∣

∣
Rj,1:n, X1:n

}

.

In the case where P (T > tJ) is bounded away from 0 and all J risk sets are of sizes

increasing to ∞, the asymptotic variance Σ2 reduces to Σ in Proposition 3.
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For the asymptotic variance Σ2, our proposed estimator is Σ̂b2 = Ĥ−1(β̂)Ĝb2(β̂)Ĥ
−1(β̂),

where Ĥ(β) is as in Proposition 3, Ĝb2(β) =
∑J

j=1{σ̂j(β) + σ̂T

j (β)}/2, and

σ̂j(β) =
1

n

n
∑

i=1

{

Rji(1−Dji)e
XT

i β

∑n
l=1RjlDjle

XT

l
β(Xi −Xl)

⊗2

(
∑n

l=1Rjle
XT

l
β)2

+Rjie
XT

i β

∑n
l=1Rjl(1−Djl)e

XT

l
β(Xi −Xl)

∑n
k=1RjkDjk(Xi −Xk)

T

(
∑n

l=1RjleX
T

l
β)2

}

. (29)

The matrix σ̂j(β) is in general not symmetric, and {σ̂j(β) + σ̂T

j (β)}/2 serves as a sym-

metrized version. The following properties can be established.

Proposition 4. (i) Suppose that model (17) is correctly specified. For j = 1, . . . , J ,

σ̂j(β
∗) is conditionally unbiased for σj(β

∗), that is,

E{σ̂j(β
∗)|Rj,1:n, X1:n} = σj(β

∗). (30)

Hence Σ̂b2 can be a consistent estimator for Σ2 even if some risk sets are of sizes which

are bounded in probability as J → ∞ and n→ ∞.

(ii) Suppose that at most one event is observed in each risk set {i : Rji = 1} for

j = 1, . . . , J . Then β̂ is identical to the maximum partial likelihood estimator, and Ĥ(β)

and Ĝb2(β) are both identical to B̂(β). Hence Σ̂b2 is identical to B̂−1(β̂), the usual

variance estimator for the maximum partial likelihood estimator.

The variance estimator σ̂j(β̂) and the resulting sandwich variance Σ̂b2 represent a new

development beyond model-based variance estimation in Tan (2019) for the weighted

Mantel–Haenszel estimator in an odds ratio model for analysis of 2× 2 tables and two-

sample survival analysis. The model-based variance estimator in Tan (2019) is adapted

from that in Robins et al. (1986) for the Mantel–Haenszel estimator of a common odds

ratio in 2 × 2 tables, such that the variance estimator is consistent in both asymptotic

settings of large tables and many sparse tables. For two-sample analysis, the proposed

estimator Σ̂b2 reduces to a variance estimator distinct from that in Robins et al. (1986)

as well as in Flander (1985). See the Supplement for details.

For comparison, a suitable extension of model-based variance estimation from Robins

et al. (1986) and Tan (2019) to regression models is Σ̂b3 = Ĥ−1(β̂)Ĝb3(β̂)Ĥ
−1(β̂), where
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Ĥ(β) is as in Proposition 3, Ĝb3(β) =
∑J

j=1 σ̃j(β), and

σ̃j(β) =
1

n

n
∑

i=1

Rji(1−Dji)e
XT

i β×

∑n
l=1Rjl{(1−Djl)e

XT

l
β +Djle

XT

i β}(Xi −Xl)
∑n

k=1RjkDjk(Xi −Xk)
T

(
∑n

l=1RjleX
T

l
β)2

. (31)

Although not apparent from the above definition, σ̂j(β) can be equivalently expressed

as a symmetric, nonnegative-definite matrix. Moreover, σ̃j(β
∗) can be shown to be con-

ditionally unbiased for σj(β
∗), i.e., E{σ̂j(β

∗)|Rj,1:n, X1:n} = σj(β
∗). See the Supplement

for details. However, in contrast with Proposition 4(ii), the sandwich variance Σ̂b3 does

not automatically reduce to B̂−1(β̂), the usual variance estimator for the maximum par-

tial likelihood estimator, in the special case of no tied events. A possible explanation

is that σ̂j(β) involves only two-way products of the event indicators Dji, whereas σ̃j(β)

involves three-way products of the event indicators.

Conditional inference given numbers of events. For odds ratio model (17), i.e.,

Cox’s (1972) discrete-time propositional hazards model, a common approach for elimi-

nating the nuisance parameters (β01, . . . , β0J) is to perform likelihood inference succes-

sively conditionally on the numbers of events (T1, . . . , TJ), in addition to the risk-set

indicators and covariates, where Tj =
∑n

i=1RjiDji. This approach is theoretically de-

sirable (e.g., Lindsay 1980, 1983), but numerical implementation is intractable with a

relatively large number of tied events. Remarkably, we show that, given both the num-

bers of events and the risk-set indicators and covariates, not only the individual terms,

τ̂j(β), in the weighted Mantel–Haenszel estimating function are conditionally unbiased,

but also the variance estimators σ̂j(β) evaluated at β∗ are conditionally unbiased.

Proposition 5. Suppose that model (17) is correctly specified. For j = 1, . . . , J , each

individual term τ̂j(β) is conditionally unbiased given Tj:

E{τ̂j(β
∗)|Tj, Rj,1:n, X1:n} = 0, (32)

where Tj =
∑n

i=1RjiDji, Rj,1:n = (Rj1, . . . , Rjn), and X1:n = (X1, . . . , Xn). Moreover,

σ̂j(β
∗) is conditionally unbiased for the conditional variance of n1/2τ̂j(β

∗):

E{σ̂j(β
∗)|Tj, Rj,1:n, X1:n} = n var{τ̂j(β

∗)|Tj, Rj,1:n, X1:n}. (33)
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There are two types of conditional unbiasedness, depending on whether the risk-

set indicators and covariates are conditioned on or the number of events is further

conditioned on. See (28) versus (32) for point estimation and (30) and (33) for variance

estimation. Based on Proposition 5, we expect that under suitable regularity conditions,

the point estimator β̂ is consistent for β∗, and n1/2(β̂ − β∗) is asymptotically normal

with mean 0 and a variance matrix consistently estimated by the sandwich variance

estimator Σ̂b2, while conditioning on the number of events (T1, . . . , TJ). Large sample

theory along this direction can be studied in future work.

Conditional unbiasedness given numbers of events, similar to (32), is known to be

satisfied by the Mantel–Haenszel estimating function for a common odds ratio in 2 × 2

tables (Breslow 1981). In that setting, conditional unbiasedness similar to (33) is also

established for the variance estimator in Robins et al. (1986). In fact, similarly to

σ̂j(β), the variance estimator σ̃j(β) in (31) as an extension of Robins et al. (1986)

can also be shown to be conditionally unbiased, that is, E{σ̃j(β
∗)|Tj, Rj,1:n, X1:n} =

n var{τ̂j(β
∗)|Tj , Rj,1:n, X1:n}. Nevertheless, the variance estimator σ̂j(β) enjoys an exact

reduction in the case of no tied events: if Tj = 1, then σ̂j(β
∗) = n var{τ̂j(β

∗)|Tj =

1, Rj,1:n, X1:n}, not just in expectation, by Proposition 4(ii) and the fact that the sample

Hessian B̂(β∗) is equal to n var{τ̂j(β
∗)|Tj = 1, Rj,1:n, X1:n}.

Estimation of survival probabilities. Similarly as in Section 3, we discuss estimation

of survival probabilities for individuals with fixed covariates x0. For simplicity, assume

that x0 = 0 in model (2). Then the hazard probability pj(x0) is identified as expit(β0j),

and can be estimated from (20) as

q̂j(x0) = expit(β̂0j) =

∑n
i=1RjiDji

∑n
i=1RjiDji +Rji(1−Dji)eX

T

i β̂

The kth survival probability, Pk(x0) = P (T > tk|X = x0), can be estimated as

Q̂k(x0) =

k
∏

j=1

{1− q̂j(x0)}, k = 1, . . . , J. (34)

The estimators q̂j(x0) and Q̂k(x0) for pj(x0) and Pk(x0) are automatically restricted to

between 0 and 1, in contrast with p̂j(x0) and P̂k(x0) in Section 3. The cumulative hazard

probability,
∑k

j=1 pj(x0), can be estimated as
∑k

j=1 q̂k(x0).
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The standard errors for Q̂k(x0) can be obtained using Taylor expansions (or the delta

method) and either model-robust or model-based variance estimator for β̂. See the

Supplement for detailed derivation and formulas.

5 Comparison and extension

Pooled logistic regression. For odds ratio model (17), i.e., Cox’s (1972) discrete-time

propositional hazard model, conditional likelihood inference given numbers of events is

usually considered statistically superior while exact solution can be numerically challeng-

ing. For completeness, it is helpful to discuss another existing approach which directly

uses maximum likelihood estimation over the main parameter β and nuisance parameters

(β01, . . . , β0J) in model (17) (e.g., Allison 1982). The estimators, β̃ and (β̃01, . . . , β̃0J),

are defined jointly as a maximizer to the log likelihood function

J
∑

j=1

n
∑

i=1

Rji

{

Dji(β0j +XT

i β)− log
(

1 + eβ0j+XT

i β
)}

.

Equivalently, β̃ and (β̃01, . . . , β̃0J) are determined jointly as a solution to

n
∑

i=1

Rji {Dji − expit(β0j +XT

i β)} = 0, j = 1, . . . , J, (35)

J
∑

j=1

n
∑

i=1

Rji {Dji − expit(β0j +XT

i β)}Xi = 0. (36)

This approach can be called pooled logistic regression, formally the same as fitting J

logistic regression models with a common coefficient vector β across individual datasets.

On one hand, the estimating equations (35)–(36) are seemingly similar to estimating

equation (18)–(19) for weighted Mantel–Haenszel estimation in model (17), as well as

(4)–(5) for Breslow–Peto estimation in model (3). On the other hand, there are funda-

mental differences between these methods which we explain as follows.

An easy difference is that closed-form solutions for (γ01, . . . , γ0J) from (4) with fixed

γ or for (β01, . . . , β0J) from (18) with fixed β can be derived, whereas such a closed-form

solution is not available from equation (35). A deeper difference is that, to borrow the

terminology of profile likelihood, the profile estimating equation (7) in γ is conditionally
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unbiased according to (15), and the profile estimating equation (21) in β is conditionally

unbiased according to (28), both given the risk sets and covariates. A profile estimating

equation in β can also be defined from equations (35)–(36), in spite of no closed-form

solution for (β01, . . . , β0J). But this estimating equation in β does not satisfy conditional

unbiasedness in a similar manner as (15) or (28). Finally, the profile estimating equation

(21) in β is also conditionally unbiased according to (32), given the numbers of events in

addition to the risk sets and covariates. This unbiasedness is shared by the conditional

score equation in the approach of conditional likelihood inference. For these reasons,

weighted Mantel–Haeszel estimation is expected to achieve superior finite-sample per-

formance, similarly as conditional likelihood estimation, over pooled logistic regression,

in particular with a large number of time points J .

The preceding discussion also explains that pooled logistic regression can be prob-

lematic in fitting model (17) with finely discretized data in finite samples, which is in

agreement with the understanding that maximum likelihood estimation with a large

number of nuisance parameters may not generally be desirable.

Time-varying coefficient and time-dependent covariates. Our theory and

methods are so far developed in the context of models (1) and (2), with time-independent

regression coefficients and time-independent covariates. Nevertheless, the development

can be readily extended to handle time-varying coefficients and time-dependent covari-

ates, similarly as in Cox’s continuous-time proportional hazards models. First, consider

an extension of models (1) and (2), where pj(x) is redefined as

pj(x) = P (Y = tj, δ = 1|Y ≥ tj, X(tj) = x),

where X(tj) is the covariate vector at time tj. Then estimating equations (7) for γ̂ and

(21) for β̂ can be extended by replacing Xi with Xi(tj) within the jth risk set. Similar

modification can be applied to the model-based and model-robust variance estimators.

Next, time-varying coefficients can be accommodated by a reformulation using time-

dependent covariates. For example, consider model (1) extended with a time-varying

coefficient for a scalar covariate x(1):

pj(x) = pj(x0) exp
{

x(1)b(tj ; γ
∗
11, γ

∗
12) + x(2)Tγ∗2

}

, (37)
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where x0 = 0, x = (x(1), x(2)T)T, b(t; γ11, γ12) is a function of time, defined as γ1+u
T(t)γ12

using a basic vector u(t), and γ∗ = (γ∗11, γ
∗T
12 , γ

∗T
2 )T are unknown coefficients. Model (37)

can be put in the form of (1), where x is replaced by the time-dependent covariate vector

(x(1), x(1)uT(tj), x
(2)T)T at time tj associated with the coefficient vector γ∗.

6 Numerical studies

6.1 Analysis of veteran’s lung cancer data

We compare different methods in analysis of the data on a Veteran’s Administration

lung cancer trial used in Kalbflwisch & Prentice (1980). The trial included 137 male

patients with advanced lung cancer. The outcome of interest is time to death in days,

and there are six covariates measured at randomization: treatment (test or standard),

age in years, Karnofsky score (ranged 10 to 99), time in months from diagnosis to the

start of treatment, cell type (a nominal factor of 4 levels), and prior therapy (yes or no).

The corresponding regression terms are denoted as treat, age, Karn, diagt, cell2,

cell3, cell4 (for the contrasts between levels 2–4 versus 1), and prior.

Kaplan–Meier survival curves suggest non-proportional hazards over time in the two

treatment groups, while ignoring other covariates (Tan 2019, Supplement). Hence we

fit hazard probability and odds models by allowing time-varying coefficients with the

treatment variable. As discussed in Section 5, such models can be stated using time-

dependent covariates (or regression terms), defined as functions of the time and treat-

ment variables, time and treat. For simplicity, we include two time-dependent regres-

sion terms, treat2 and treat3, defined as treat∗1{time > 100} and treat∗1{time >

200}. The coefficients for these two terms represent changes after day 100 or 200 in the

association of the test treatment with hazard probabilities or odds.

To study discrete-time inference, we also apply various methods to further discretized

data, obtained by grouping the original times in intervals of 20 days. For concreteness,

the censored-late option is used as mentioned in Section 2. An uncensored time in

(tj−1, tj] is labeled tj , whereas a censored time in [tj−1, tj) is labeled tj. The censoring
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Table 1: Analysis of veteran’s lung cancer data (original)

BP Efron CML wMH Plogit BP Efron CML wMH Plogit

Point estimate Point estimate

treat .379 .383 .384 .383 .392 diagt −.064 −.047 −.060 −.038 −.080

treat2 −.493 −.494 −.498 −.494 −.511 cell2 .830 .835 .836 .830 .865

treat3 .472 .476 .483 .475 .437 cell3 1.152 1.161 1.167 1.167 1.196

age −.813 −.829 −.813 −.838 −.804 cell4 .372 .374 .376 .376 .385

Karn −.320 −.322 −.324 −.323 −.334 prior .083 .083 .084 .087 .082

oldBP BP Efron CML wMH Plogit BP Efron CML wMH Plogit

Model-based SE Model-robust SE

treat .245 .243 .245 .246 .247 .248 .221 .223 — .224 .227

treat2 .516 .515 .516 .518 .515 .524 .481 .484 — .482 .496

treat3 .645 .645 .646 .647 .644 .670 .622 .624 — .622 .662

age .931 .927 .930 .937 .930 .954 1.029 1.036 — 1.035 1.082

Karn .056 .056 .056 .057 .056 .058 .053 .054 — .054 .057

diagt .918 .897 .919 .930 .947 .945 .790 .790 — .800 .833

cell2 .283 .282 .283 .284 .284 .288 .306 .309 — .310 .321

cell3 .313 .311 .313 .315 .315 .319 .273 .275 — .277 .284

cell4 .292 .291 .292 .293 .292 .297 .247 .248 — .248 .258

prior .232 .231 .232 .233 .234 .238 .217 .219 — .220 .226

Note: BP, wMH, or Plogit denotes Breslow–Peto estimator γ̂, weighted Mantel–Haenszel estimator β̂, or pooled logistic

estimator β̃, implemented by the R package dSurvival (Tan 2020b). oldBP, Efron, or CML denotes results from Cox’s

regression coxph with ties="breslow", "efron", or "exact" in the R package survival (Therneau 2015). oldBP and BP

are identical to each other in point estimates and model-robust SEs. The point estimates and SEs for age, Karn, and

diagt are reported after multiplied by 102, 10, and 102 respectively.

indicator is kept unchanged. See Tan (2019, Supplement) for more details.

Tables 1–2 present the results on the original and discretized data. For the original

data with a small number of tied deaths, the estimates of BP, Efron, CML, and wMH

are similar to each other in various degrees, although the BP point estimates associated

with probability ratios are consistently closer to 0 than those of CML and wMH associ-

ated with odds ratios, except for the coefficient of diagt which is the least accurately

estimated as measured by the t-statistic. The Plogit point estimates show noticeable

differences (or biases) from those of CML and wMH.

For the discretized data with more tied deaths, the BP point estimates are more
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Table 2: Analysis of veteran’s lung cancer data (discretized)

BP Efron CML wMH Plogit BP Efron CML wMH Plogit

Point estimate Point estimate

treat .307 .346 .415 .420 .422 diagt −.007 −.129 .048 .040 .034

treat2 −.476 −.463 −.567 −.484 −.581 cell2 .778 .859 .926 .916 .955

treat3 .419 .437 .546 .406 .507 cell3 1.047 1.159 1.365 1.382 1.393

age −.459 −.744 −.362 −.754 −.343 cell4 .366 .408 .464 .517 .473

Karn −.267 −.310 −.358 −.337 −.368 prior .053 .103 .061 .079 .056

oldBP BP Efron CML wMH Plogit BP Efron CML wMH Plogit

Model-based SE Model-robust SE

treat .241 .204 .244 .273 .305 .275 .191 .219 — .264 .244

treat2 .514 .473 .516 .554 .570 .561 .452 .488 — .528 .533

treat3 .645 .611 .645 .684 .694 .707 .600 .628 — .669 .709

age .920 .794 .923 1.055 1.087 1.072 .924 1.039 — 1.216 1.250

Karn .054 .047 .055 .066 .063 .067 .046 .053 — .060 .068

diagt .925 .746 .931 1.192 1.173 1.205 .704 .786 — .925 1.139

cell2 .279 .250 .281 .306 .327 .310 .270 .300 — .348 .342

cell3 .309 .269 .312 .351 .375 .355 .236 .265 — .302 .291

cell4 .291 .270 .292 .311 .324 .315 .224 .243 — .261 .264

prior .232 .205 .234 .257 .272 .262 .196 .223 — .247 .248
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Figure 1: Survival probabilities for individuals in the test (solid) or standard (dashed) treat-

ment group, with covariates age= 60, Karn= 60, diagt= 9, cell= 1, and prior= 0. Two

vertical lines are placed at days 100 and 200.
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substantially closer to 0 than those of CML and wMH, which remain similar to each

other at least for coefficients with relatively large t-statistics. This difference can be

properly explained by the fact that BP estimates are associated with odds ratios, whereas

the CML and wMH estimates are associated with probability ratios. In addition, in a

more pronounced manner than in Table 1, the commonly reported variance estimates

in the column oldBP are inflated compared with the proposed variance estimates in the

column BP, as expected by Corollary 1. For example, for the coefficient of treat, the BP

point estimate is smaller than CML by 1 − .307/.415 = 26.0%, and the oldBP variance

estimate is larger than the proposed BP variance estimate by (.241/.204)2− 1 = 39.6%.

The Efron estimates tend to fall between BP and CML estimates. The Plogit point

estimates still show various differences from those of CML and wMH.

For illustration, Figure 1 shows the estimated survival probabilities using the BP

and wMH methods with the discretized data, for individuals in the test or standard

treatment group and with certain fixed covariate values. As allowed by the specified

models, the test treatment compared with the standard treatment is associated with

increasingly lower survival probabilities over time before day 100 or after day 200, while

the trend is reversed between day 100 and 200. The BP estimate of the last survival

probability is negative, a possibility mentioned in Section 3. This also reflects the fact

that such estimates in the right tail are usually inaccurate.

6.2 Simulation study

To further compare different methods, we also conduct simulation studies. The first

study, reported below, involves simulated data satisfying proportional hazards in con-

tinuous time, whereas the second study, reported in the Supplement, involves simulated

data where proportional hazards are violated even in continuous time.

For each simulation, a sample of size n = 100 is generated as follows, mimicking a

randomized trial. The treatment variable Tr is generated as 1 (test) or 2 (standard) with

probabilities .5 each, and four covariates X1–X4 are generated, independently of Tr, as

multivariate normal with means 0 and covariances 2−|j−k| between jth and kth covariates

for 1 ≤ j, k ≤ 4. The event time T̃ is generated as Exponential with scale parameter
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Table 3: Comparison from simulated data (finely discretized, proportional hazards)

BP Efron CML wMH Plogit BP Efron CML wMH Plogit

Point mean Point SD

Tr −.408 −.411 −.413 −.413 −.427 .259 .260 .261 .262 .271

X1 .626 .629 .633 .633 .655 .164 .166 .167 .167 .174

X2 −.412 −.414 −.416 −.416 −.430 .177 .178 .179 .179 .186

X3 .305 .307 .308 .309 .319 .173 .174 .175 .175 .181

X4 .107 .108 .109 .109 .112 .152 .153 .154 .154 .160

oldBP BP Efron CML wMH Plogit BP Efron wMH Plogit

Model-based SE Model-robust SE

Tr .250 .249 .250 .252 .252 .257 .243 .245 .246 .256

X1 .160 .159 .160 .161 .162 .165 .155 .156 .157 .164

X2 .168 .167 .168 .169 .169 .173 .162 .163 .164 .170

X3 .166 .165 .166 .167 .167 .170 .160 .161 .162 .169

X4 .145 .144 .145 .146 .146 .149 .140 .141 .142 .147

Note: See the footnote for Table 1. Point mean and SD are the Monte Carlo mean and standard deviation of the point

estimates, and model-based and model-robust SEs are the square roots of the Monte Carlo mean of the model-based and

model-robust variance estimates.

Table 4: Comparison from simulated data (coarsely discretized, proportional hazards)

BP Efron CML wMH Plogit BP Efron CML wMH Plogit

Point mean Point SD

Tr −.353 −.389 −.432 −.437 −.444 .234 .258 .286 .293 .295

X1 .540 .596 .663 .674 .683 .145 .162 .184 .192 .191

X2 −.356 −.393 −.436 −.444 −.450 .158 .176 .197 .204 .204

X3 .263 .290 .322 .328 .332 .156 .173 .191 .199 .198

X4 .093 .103 .114 .116 .118 .137 .152 .168 .174 .174

oldBP BP Efron CML wMH Plogit BP Efron wMH Plogit

Model-based SE Model-robust SE

Tr .248 .225 .249 .274 .283 .280 .221 .242 .273 .279

X1 .156 .139 .158 .178 .190 .182 .137 .153 .179 .181

X2 .165 .148 .167 .185 .195 .189 .145 .160 .184 .187

X3 .164 .147 .165 .182 .191 .186 .144 .159 .181 .184

X4 .144 .129 .145 .159 .166 .162 .127 .140 .158 .161
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exp(−XTβ∗), where X consists of Tr and X1–X4 and β∗ = (−.4, .6,−.4, .3, .1)T. The

censoring variable C̃ is generated as Uniform between 0 and 4 exp(−XTβ∗). To study

discrete-time inference, two sets of observed data (Y, δ) are obtained, where δ = 1{T̃ ≤

C̃} and Y is defined by discretizing Ỹ = min(T̃ , C̃) in intervals of length .01 or .2, using

the censor-late option. Both probability model (1) and odds model (2) are fit with the

regression terms Tr and X1–X4. These models are misspecified, to a much less extent for

the finely discretized data than for the coarsely discretized data. Nevertheless, inference

can be performed by treating these models as approximations.

Table 3–4 present the results from 2000 repeated simulations. There are similar pat-

terns in these results as in Tables 1–2. The point estimates are close to the true values in

β∗ for finely discretized data, with Plogit the most biased. For coarsely discretized data,

the BP estimates are attenuated from β∗ toward 0, whereas the CML and wMH are am-

plified away from 0, by the nature of how these estimators are associated with probability

or odds ratios. In addition, all the model-based and model-robust variance estimates

appear to reasonably match the Monte Carlo variances, regardless of theoretical consis-

tency. Such agreement between model-based and model-robust variance estimation may

not generally hold. Nevertheless, various degrees of under-estimation can be found from

these variance estimates, except the commonly reported model-based variance estimates

in the column oldBP, which are upward biased, for example, by (.156/.145)2−1 = 15.7%

for the coefficient of X1 with coarsely discretized data.

7 Conclusion

For discrete-time survival analysis, we develop new methods and theory using numer-

ically simple and conditionally unbiased estimating functions, along with model-based

and model-robust variance estimation, in hazard probability and odds models. The

latter is known as Cox’s discrete-time proportional hazards model. Due to conditional

unbiasedness, our methods are expected to perform satisfactorily in a broad range of

settings, with small or large numbers of tied events corresponding to a large or small

number of time intervals. In fact, the Breslow–Peto and the weighted Mantel–Haenszel
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estimators and the associated model-based variances estimators reduce to the partial

likelihood estimator and the associated variance estimator in the extreme case of only

one event per risk set as would be observed in the continuous-time setting. In this sense,

our work provides unified methods for both discrete- and continuous-time survival anal-

ysis. Similar ideas can be pursued to address other related problems.

8 Appendix: Variance estimation for survival prob-

abilities

The standard error (SE) for the estimated survival probability P̂k(x0) can be obtained

using the delta method as P̂k(x0) SE{log P̂k(x0)}. Therefore, it suffices to determine

SE{log P̂k(x0)}. For simplicity, assume that all J risk sets are sufficiently large.

8.1 Hazard probability model

First, we derive model-robust variance estimation for log P̂k(x0), where P̂k(x0) =
∏k

j=1(1−

eγ̂0j ) from (16). Consider the Taylor expansion

log P̂k(x0)− log P̄k(x0) =

k
∑

j=1

{

log
(

1− eγ̂0j
)

− log (1− eγ̄0j )
}

=

k
∑

j=1

−1

1− eγ̄0j

(

eγ̂0j − eγ̄0j
)

+ op(n
−1/2),

where P̄k(x0) =
∏k

j=1(1−eγ̄0j ) and eγ̄0j = E(R̃jD̃j)/E(R̃je
X̃Tγ̄), which is the probability

limit of eγ̂0j . Then we use the decomposition

eγ̂0j − eγ̄0j =

{

∑n
i=1RjiDji

∑n
i=1RjieX

T

i γ̄
− eγ̄0j

}

+

{

∑n
i=1RjiDji

∑n
i=1RjieX

T

i γ̂
−

∑n
i=1RjiDji

∑n
i=1RjieX

T

i γ̄

}

.

The first term can be approximated as

∑n
i=1RjiDji

∑n
i=1RjieX

T

i γ̄
− eγ̄0j =

∑n
i=1Rji(Dji − eγ̄0j+XT

i γ̄)
∑n

i=1RjieX
T

i γ̄

=
n−1

∑n
i=1Rji(Dji − eγ̄0j+XT

i γ̄)

E(R̃jeX̃
Tγ̄)

+ op(n
−1/2). (38)
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The second term can be approximated as

∑n
i=1RjiDji

∑n
i=1RjieX

T

i γ̂
−

∑n
i=1RjiDji

∑n
i=1RjieX

T

i γ̄
=

∑n
i=1RjiDji

∑n
i=1RjieX

T

i γ̂

∑n
i=1Rji(e

XT

i γ̄ − eX
T

i γ̂)
∑n

i=1RjieX
T

i γ̄

=
−E(R̃jD̃j)E(R̃je

X̃Tγ̄X̃T)

E2(R̃jeX̃
Tγ̄)

(γ̂ − γ̄) + op(n
−1/2)

=
−E(R̃jD̃j)E(R̃je

X̃Tγ̄X̃T)

E2(R̃jeX̃
Tγ̄)

B−1(γ̄)
1

n

n
∑

i=1

h•(Yi, δi, Xi; γ̄) + op(n
−1/2),

where h•(Y, δ,X ; γ) =
∑J

j=1 hj(Y, δ,X ; γ). Combining the preceding four displays yields

the asymptotic expansion

log P̂k(x0)− log P̄k(x0) =
1

n

n
∑

i=1

ϕk(Yi, δi, Xi; γ̄) + op(n
−1/2), (39)

where, with eγ0j set to E(R̃jD̃j)/E(R̃je
X̃Tγ),

ϕk(Y, δ,X ; γ)

=

k
∑

j=1

−1

1− eγ0j

{

Rj(Dj − eγ0j+XTγ)

E(R̃jeX̃
Tγ)

−
E(R̃jD̃j)E(R̃je

X̃TγX̃T)

E2(R̃jeX̃
Tγ)

B−1(γ)h•(Y, δ,X ; γ)

}

.

Then a model-robust variance estimator for log P̂k(x0) is n
−2
∑n

i=1 ϕ̂
2
k(Yi, δi, Xi; γ̂), where

ϕ̂k(Y, δ,X ; γ) is defined as ϕk(Y, δ,X ; γ) with B(γ) replaced by B̂(γ), h•(Y, δ,X ; γ) re-

placed by ĥ•(Y, δ,X ; γ) =
∑J

j=1 ĥj(Y, δ,X ; γ), and E(R̃jD̃j), E(R̃je
X̃Tγ), and E(R̃je

X̃TγX̃)

replaced by the corresponding sample averages.

For model-based variance estimation, suppose that model (3) is correctly specified

and hence γ̄ = γ∗. We return to the asymptotic expansion (39), and use the fact that

the individual terms Rj(Dj − eγ
∗

0j+XTγ∗

) are uncorrelated not only with each other for

j = 1, . . . , J but also with h•(Y, δ,X ; γ∗). The asymptotic variance of log P̂k(x0) can be

simplified as

1

n

[

k
∑

j=1

E{Rjpj(X)(1− pj(X))}

(1− eγ
∗

0j )2E2(R̃jeX̃
Tγ∗)

+ UT

k V Uk

]

, (40)

where pj(X) = eγ
∗

0j+XTγ∗

, eγ
∗

0j = E(R̃jD̃j)/E(R̃je
X̃Tγ∗

), and

Uk =

k
∑

j=1

1

1− eγ
∗

0j

E(R̃jD̃j)E(R̃je
X̃Tγ∗

X̃)

E2(R̃jeX̃
Tγ∗)

.
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A model-based variance estimator for log P̂k(x0) is obtained from (40) with γ∗ replaced

by γ̂, V replaced by V̂b or V̂b2, and all expectations replaced by the corresponding

sample averages, for example, the expectation E{Rjpj(X)(1 − pj(X))} replaced by

n−1
∑n

i=1Rj p̂j(Xi; γ̂)(1−p̂j(Xi; γ̂)), where p̂j(X ; γ) = {(
∑n

l=1RjlDjl)/(
∑n

l=1Rjle
XT

l
γ)}eX

Tγ

as in the definition of Âb(γ). For the R package survival when using the Breslow–Peto

estimator, the model-based variance estimator for the cumulative hazard
∑k

j=1 e
γ̂0j , or

for the estimator log P̂ †
k (x0) with P̂

†
k (x0) = e−

∑k
j=1

eγ̂0j , is computed from

1

n

[

k
∑

j=1

E(R̃jD̃j)

E2(R̃jeX̃
Tγ∗)

+ U †T
k V U †

k

]

=
1

n

[

k
∑

j=1

E{Rjpj(X)}

E2(R̃jeX̃
Tγ∗)

+ U †T
k V U †

k

]

, (41)

with

U †
k =

k
∑

j=1

E(R̃jD̃j)E(R̃je
X̃Tγ∗

X̃)

E2(R̃jeX̃
Tγ∗)

.

by replacing γ∗ with γ̂, V with B̂−1(γ̂), and all expectations replaced with the corre-

sponding sample averages (Therneau & Grambsch 2000, Section 10.2.3). Even after

ignoring the factor 1 − eγ
∗

0j , there are two important differences between the two vari-

ance estimators based on (40) and (41): the term E{Rj p̂j(X ; γ̂)(1 − p̂j(X ; γ̂))} versus

E{Rj p̂j(X ; γ̂)} and the variance estimator V̂b or V̂b2 versus B̂−1(γ̂).

Incidentally, it appears by numerical evaluation that for the R package survival

when using the Breslow–Peto estimator, the model-robust variance estimator for log P̂ †
k (x0)

with P̂ †
k (x0) = e−

∑k
j=1

eγ̂0j , is computed from (41) similarly as the model-based variance

estimator, except that V is replaced by V̂r instead of B̂−1(γ̂). This method is theoret-

ically problematic, because if model (17) is misspecified, then the asymptotic variance

for
∑k

j=1 e
γ̂0j does not in general admit the simple form of (41).

8.2 Hazard odds model

First, we derive model-robust variance estimation for log Q̂k(x0), where Q̂k(x0) =
∏k

j=1{1−

q̂j(x0)} from (34). Consider the Taylor expansion

log Q̂k(x0)− log Q̄k(x0) =

k
∑

j=1

{

log

(

1−
eβ̂0j

1 + eβ̂0j

)

− log

(

1−
eβ̄0j

1 + eβ̄0j

)}

= −

k
∑

j=1

(1 + eβ̄0j )

(

eβ̂0j

1 + eβ̂0j

−
eβ̄0j

1 + eβ̄0j

)

+ op(n
−1/2),
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where Q̄k(x0) =
∏k

j=1{1/(1 + eβ̄0j )} and eβ̄0j = E(R̃jD̃j)/E(R̃j(1 − D̃j)e
X̃Tβ̄), which is

the probability limit of eβ̂0j . Then we use the decomposition

eβ̂0j

1 + eβ̂0j

−
eβ̄0j

1 + eβ̄0j
=

{

∑n
i=1RjiDji

∑n
i=1RjiDji +Rji(1−Dji)eX

T

i
β̄
−

eβ̄0j

1 + eβ̄0j

}

+

{

∑n
i=1RjiDji

∑n
i=1RjiDji +Rji(1−Dji)eX

T

i β̂
−

∑n
i=1RjiDji

∑n
i=1RjiDji +Rji(1−Dji)eX

T

i β̄

}

.

The first term can be approximated as
∑n

i=1RjiDji
∑n

i=1RjiDji +Rji(1−Dji)eX
T

i β̄
−

eβ̄0j

1 + eβ̄0j

=
n−1

∑n
i=1RjiDjiE{R̃j(1− D̃j)e

X̃Tβ̄} − Rji(1−Dji)e
XT

i β̄E(R̃jD̃j)

E2(R̃jD̃j + R̃j(1− D̃j)eX̃
Tβ̄)

+ op(n
−1/2).

The second term can be approximated as
∑n

i=1RjiDji
∑n

i=1RjiDji +Rji(1−Dji)eX
T

i β̂
−

∑n
i=1RjiDji

∑n
i=1RjiDji +Rji(1−Dji)eX

T

i β̄

=
−E(R̃jD̃j)E(R̃j(1− D̃j)e

X̃Tβ̄X̃T)

E2(R̃jD̃j + R̃j(1− D̃j)eX̃
Tβ̄)

(β̂ − β̄) + op(n
−1/2)

=
−E(R̃jD̃j)E(R̃j(1− D̃j)e

X̃Tβ̄X̃T)

E2(R̃jD̃j + R̃j(1− D̃j)eX̃
Tβ̄)

H−1(β̄)
1

n

n
∑

i=1

g•(Yi, δi, Xi; β̄) + op(n
−1/2),

where g•(Y, δ,X ; β) =
∑J

j=1 gj(Y, δ,X ; β). Combining the preceding four displays yields

the asymptotic expansion

log Q̂k(x0)− log Q̄k(x0) =
1

n

n
∑

i=1

ψk(Yi, δi, Xi; β̄) + op(n
−1/2), (42)

where

ψk(Y, δ,X ; β)

= −
k
∑

j=1

(1 + eβ0j )

{

RjDjE{R̃j(1− D̃j)e
X̃Tβ̄} −Rj(1−Dj)e

XTβ̄E(R̃jD̃j)

E2(R̃jD̃j + R̃j(1− D̃j)eX̃
Tβ̄)

−
E(R̃jD̃j)E(R̃j(1− D̃j)e

X̃Tβ̄X̃T)

E2(R̃jD̃j + R̃j(1− D̃j)eX̃
Tβ̄)

H−1(β)g•(Y, δ,X ; β)

}

.

Then a model-robust variance estimator for log Q̂k(x0) is n
−2
∑n

i=1 ψ̂
2
k(Yi, δi, Xi; β̂), where

ψ̂k(Y, δ,X ; β) is defined as ψk(Y, δ,X ; β) with B(β) replaced by B̂(β), g•(Y, δ,X ; β) re-

placed by ĝ•(Y, δ,X ; β) =
∑J

j=1 ĝj(Y, δ,X ; β), and E(R̃jD̃j), E(R̃j(1 − D̃j)e
X̃Tβ), and

E(R̃j(1− D̃j)e
X̃TβX̃) replaced by the corresponding sample averages.
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For model-based variance estimation, suppose that model (17) is correctly specified

and hence β̄ = β∗. Then gj(Y, δ,X ; β) reduces to gj1(Y, δ,X ; β) only, and g•(Y, δ,X ; β)

reduces to g1•(Y, δ,X ; β) defined as
∑J

j=1 gj1(Y, δ,X ; β). We return to the asymptotic

expansion (42), and use the fact that the individual terms RjDjE{R̃j(1 − D̃j)e
X̃Tβ̄} −

Rj(1 − Dj)e
XTβ̄E(R̃jD̃j) are uncorrelated not only with each other for j = 1, . . . , J

but also with g1•(Y, δ,X ; β∗). By (S4) in the supplement, the asymptotic variance of

log Q̂k(x0) can be simplified as

1

n

[

k
∑

j=1

(1 + eβ
∗

0j )2E(Rje
β∗

0j+XTβ∗

)E2(R̃j(1− D̃j)e
X̃Tβ∗

)

E4(R̃jD̃j + R̃j(1− D̃j)eX̃
Tβ∗)

+ ΓT

kΣΓk

]

, (43)

where eβ
∗

0j = E(R̃jD̃j)/E(R̃j(1− D̃j)e
X̃Tβ∗

), and

Γk =
k
∑

j=1

(1 + eβ
∗

0j )
E(R̃jD̃j)E(R̃j(1− D̃j)e

X̃Tβ∗

X̃)

E2(R̃jD̃j + R̃j(1− D̃j)eX̃
Tβ∗)

.

A model-based variance estimator for log Q̂k(x0) is obtained from (43) with β∗ replaced

by β̂, Σ replaced by Σ̂b or Σ̂b2, and all expectations replaced by the corresponding sample

averages, for example, the expectation E(Rje
β∗

0j+XTβ∗

) replaced by n−1
∑n

i=1Rje
β̂0j+XT

i β̂,

where eβ̂0j = (
∑n

l=1RjlDjl)/{
∑n

l=1Rjl(1−Djl)e
XT

l
β̂}.
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Supplementary Material for

“Consistent and robust inference in hazard probability and odds

models with discrete-time survival data”

Zhiqiang Tan

I Relationship with two-sample survival analysis

We discuss how the point and variance estimators proposed in regression models with

survival data are related to those in Tan (2019) for two-sample survival analysis.

Suppose that the covariate X is binary, taking values 1 or 0, corresponding to the

first or second group. We use the notation similarly as in Tan (2019, Section 3). For

j = 1, . . . , J , denote by P1j = P (Rj = 1, X = 1) and P2j = P (Rj = 1, X = 0) the

probabilities of being included in the jth risk set from the first and second groups, and

by p11j = P (Dj = 1|Rj = 1, X = 1) = 1 − p12j , and p21j = P (Dj = 1|Rj = 1, X = 0) =

1− p22j the hazard probabilities in the first and second groups. Denote by (n1j , n2j) the

sizes of the first and second groups, by (n11j , n21j) the number of events in the first and

second groups in the jth risk set. Denote n12j = n1j − n11j and n22j = n2j − n21j .

I.1 Hazard probability model

In a two-sample setting, the hazard probability model (1) can be stated as

p11j = exp(γ∗)p21j , j = 1, . . . , J.

The point estimator γ̂ in Tan (2019) is defined as a solution to

0 =
J
∑

j=1

n11jn2j − eγn21jn1j

n1jeγ + n2j

,

which is shown to coincide with the Breslow–Peto estimating equation. Moreover, the

model-robust variance estimator for γ̂ in Tan (2019) is also shown to be identical to

that in Lin & Wei (1989) extended for the Breslow–Peto estimator with tied events, and

hence it is identical to the proposed variance estimator V̂r in Section 3.
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We show that the proposed variance estimator V̂b2 reduces to a model-based variance

estimator for γ̂ in Tan (2019, Section 2.2.2). In fact, direct calculation yields

B̂(γ) =
1

n

J
∑

j=1

(n11j + n21j)×

{

n1je
γ

n1jeγ + n2j

(

1−
n1je

γ

n1jeγ + n2j

)2

+
n2j

n1jeγ + n2j

(

0−
n1je

γ

n1jeγ + n2j

)2
}

=

J
∑

j=1

(n11j + n21j)
n1jn2je

γ

(n1jeγ + n2j)2
,

and

Âb2(γ) =
1

n

J
∑

j=1

{

n12je
γ n2jn21j

(n1jeγ + n2j)2
+ n22j

n1je
γn11j

(n1jeγ + n2j)2

}

=
1

n

J
∑

j=1

eγ
n2jn12jn21j + n1jn11jn22j

(n1jeγ + n2j)2
.

Then V̂b2 = B̂−1(γ̂)Âb2(γ̂)B̂
−1(γ̂) reduces to the model-based variance estimator in Tan

(2019, Section 2.2.2) after proper rescaling of the sample size.

I.2 Hazard odds model

In a two-sample setting, the hazard odds model (2) can be stated as

p11j
1− p11j

= eβ
∗ p21j
1− p21j

, j = 1, . . . , J.

The point estimator β̂ in Tan (2019) is defined as a solution to

0 =
J
∑

j=1

n11jn22j − eβn12jn21j

n1jeβ + n2j

,

which is a weighted extension of the Mantel–Haenszel estimator in 2 × 2 tables. The

proposed estimating equation (21) can be directly calculated as

0 =

J
∑

j=1

n11j(n12je
β + n22j)− n12je

β(n11j + n21j)

n1jeβ + n2j

=

J
∑

j=1

n11jn22j − eβn12jn21j

n1jeβ + n2j
,

2



hence the same as the Mantel–Haenszel estimating equation in Tan (2019).

We show that the variance estimator Σ̂b3 reduces to a model-based variance estimator

for β̂ in Tan (2019, Section 2.1.2), i.e., the variance estimator in Robins et al. (1986) in

the setting of common odds ratios. In fact, by direct calculation,

Ĥ(β) =
1

n

J
∑

j=1

{

n12je
βn21j

n1jeβ + n2j

(

1−
n1je

β

n1jeβ + n2j

)

+
(−n22j)n11j

n1jeβ + n2j

(

0−
n1je

β

n1jeβ + n2j

)}

=
1

n

J
∑

j=1

eβ
n1jn11jn22j + n2jn12jn21j

(n1jeβ + n2j)2
,

and

Ĝb3(β) =
1

n

J
∑

j=1

n12je
β(n22j + n21je

β)n21j + n22j(n12je
β + n11j)n11j

(n1jeβ + n2j)2

=
1

n

J
∑

j=1

eβn12jn21j(n22j + eβn21j) + n11jn22j(n11j + eβn12j)

(n1jeβ + n2j)2

Then Σ̂b3 = Ĥ−1(β̂)Ĝb3(β̂)Ĥ
−1(β̂) reduces to the model-based variance estimator in

Tan (2019, Section 2.1.2) after proper rescaling of the sample size.

The variance estimator Σ̂b2 is defined as Ĥ−1(β̂)Ĝb2(β̂)Ĥ
−1(β̂), where Ĝb2(β) can be

calculated as

Ĝb2(β) =
1

n

J
∑

j=1

(n12je
βn21j + n22jn11je

β) + (n1je
βn22jn21j + n2jn12je

βn11j)

(n1jeβ + n2j)2

=
1

n

J
∑

j=1

eβ
n12jn21j + n22jn11j + n1jn22jn21j + n2jn12jn11j

(n1jeβ + n2j)2
.

This differs from Ĝb3(β) based on Robins et al. (1986) as well as another choice based

on Flander (1985), which is stated in Tan (2019, Supplement). In the special case of

only one event at time tj, for example, n11j = 0, n1j = n12j , n21j = 1, and n2j = n22j +1,

the jth terms in Ĥ(β) and Ĝb2(β) both reduce to n1j(n22j + 1).

Finally, we show that the model-robust variance estimator Σ̂r is identical to that in

Tan (2019). It suffices to verify that gj(Y, δ,X ; β) coincides with the version, denoted

as gTS
j (Y, δ,X ; β), in Tan (2019, Proposition 7). Denote I1j = 1{Rj = 1, X = 1} and

I2j = 1{Rj = 1, X = 0} associated with (P1j , P2j), and I11j = 1{Dj = 1, Rj = 1, X = 1}

3



and I21j = 1{Dj = 1, Rj = 1, X = 0} associated with P11j = P1jp11j and P21j = P2jp21j ,

etc, similarly as in Tan (2019). Direct calculation yields

gj(Y, δ,X ; β)

=
I11j(P12je

β + P22j)− I12je
β(P11j + P21j)

P1jeβ + P2j

(

1−
P12je

β

P12jeβ + P22j

)

+
I21j(P12je

β + P22j)− I22je
β(P11j + P21j)

P1jeβ + P2j

(

0−
P12je

β

P12jeβ + P22j

)

−
P11jP22j − eβP12jP21j

P1jeβ + P2j

(

I1je
β + I2j

P1jeβ + P2j
−

I12je
β + I22j

P12jeβ + P22j

)

,

and

gTS
j (Y, δ,X ; β)

=
P22j + eβP21j

P1jeβ + P2j

(

I11j −
P11j

P1j

I1j

)

+
P11j + eβP12j

P1jeβ + P2j

(

I21j −
P21j

P2j

I2j

)

+
P11jP22j − eβP12jP21j

(P1jeβ + P2j)2

(

P2j

P1j

I1j +
eβP1j

P2j

I2j

)

=
P22j + eβP21j

P1jeβ + P2j

I11j +
P11j + eβP12j

P1jeβ + P2j

I21j

−
e2βP21jP11j + eβP22jP11j + eβP21jP2j

(P1jeβ + P2j)2
I1j +

P11jP21j + eβP12jP21j + eβP11jP1j

(P1jeβ + P2j)2
I2j .

Treating I12j = I1j − I11j , the coefficient of I11j in gj(Y, δ,X ; β) can be shown to be

identical to that in gTS
j (Y, δ,X ; β):

P12je
β + P22j

P1jeβ + P2j

P22j

P12jeβ + P22j

−
P11jP22j − eβP12jP21j

P1jeβ + P2j

eβ

P12jeβ + P22j

=
P22j + eβP21j

P1jeβ + P2j

.

Moreover, the coefficient of I1j in gj(Y, δ,X ; β) can be shown to be identical to that in

gTS
j (Y, δ,X ; β):

−
eβ(P11j + P22j)

P1jeβ + P2j

P22j

P12jeβ + P22j

−
P11jP22j − eβP12jP21j

P1jeβ + P2j

(

eβ

P1jeβ + P2j

−
eβ

P12jeβ + P22j

)

= −
eβP21j

P1jeβ + P2j

−
P11jP22j − eβP12jP21j

P1jeβ + P2j

eβ

P1jeβ + P2j

= −
e2βP21jP11j + eβP22jP11j + eβP21jP2j

(P1jeβ + P2j)2
.

Similarly, the coefficients of I21j and I2j in gj(Y, δ,X ; β) can be shown to be identical to

those in gTS
j (Y, δ,X ; β).
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II Technical details

Proof of Proposition 1. It suffices to show that for j = 1, . . . , J ,

ζ̂j(γ̄) =
1

n

n
∑

i=1

hj(Yi, δi, Xi; γ̄) + op(n
−1/2),

that is,

1

n

n
∑

i=1

RjiDjiXi −

∑n
l=1RjlDjl

∑n
l=1Rjle

XT

l
γ̄

1

n

n
∑

i=1

Rjie
XT

i γ̄Xi

=
1

n

n
∑

i=1

Rji

{

Dji −
E(R̃jD̃j)

E(R̃jeX̃
Tγ̄)

eX
T

i γ̄

}{

Xi −
E(R̃je

X̃Tγ̄X̃)

E(R̃jeX̃
Tγ̄)

}

+ op(n
−1/2). (S1)

Substituting the expansion (38) into the left hand side of (S1) yields

1

n

n
∑

i=1

RjiDjiXi −

∑n
l=1RjlDjl

∑n
l=1RjleX

T

l
γ̄

1

n

n
∑

i=1

Rjie
XT

i γ̄Xi

=
1

n

n
∑

i=1

RjiDjiXi −
E(R̃jD̃j)

E(R̃jeX̃
Tγ̄)

1

n

n
∑

i=1

Rjie
XT

i γ̄Xi

−

{

n−1
∑n

i=1Rji(Dji − eγ̄0j+XT

i γ̄)

E(R̃jeX̃
Tγ̄)

}

1

n

n
∑

i=1

Rjie
XT

i γ̄Xi + op(n
−1/2), (S2)

where eγ̄0j = E(R̃jD̃j)/E(R̃je
X̃Tγ̄). The sum of the first two terms on the right hand

side of (S2) gives

1

n

n
∑

i=1

RjiDjiXi −
E(R̃jD̃j)

E(R̃jeX̃
Tγ̄)

1

n

n
∑

i=1

Rjie
XT

i γ̄Xi =
1

n

n
∑

i=1

Rji

{

Dji −
E(R̃jD̃j)

E(R̃jeX̃
T γ̄)

eX
T

i γ̄

}

Xi.

The third term on the right hand side of (S2) can be approximated as

{

n−1
∑n

i=1Rji(Dji − eγ̄0j+XT

i γ̄)

E(R̃jeX̃
Tγ̄)

}

1

n

n
∑

i=1

Rjie
XT

i γ̄Xi

=
E(R̃je

X̃Tγ̄X̃)

E(R̃jeX̃
Tγ̄)

1

n

n
∑

i=1

Rji(Dji − eγ̄0j+XT

i γ̄) + op(n
−1/2).

Combining the preceding two displays gives the right hand side of (S1). �

Proof of Proposition 2.

5



(i) Suppose that model (3) is correctly specified. We show that E{v̂j(γ
∗)|Rj,1:n, X1:n} =

vj(γ
∗) for j = 1, . . . , J , where vj(γ

∗) = n var{ζ̂j(γ
∗)|Rj,1:n, X1:n} and

ζ̂j(γ
∗) =

1

n

n
∑

i=1

Rji

(

Dji −

∑n
l=1RjlDjl

∑n
l=1Rjle

XT

l
γ∗
eX

T

i γ∗

)

Xi

=
1

n

n
∑

i=1

RjiDji

(

Xi −

∑n
l=1Rjle

XT

l
γ∗

Xl
∑n

l=1Rjle
XT

l
γ∗

)

.

First, we see that under model (3),

E{ζ̂j(γ
∗)|Rj1, . . . , Rjn, X1, . . . , Xn}

=
1

n

n
∑

i=1

Rjipj(Xi)

(

Xi −

∑n
l=1Rjle

XT

l
γ∗

Xl
∑n

l=1RjleX
T

l
γ∗

)

=
1

n

n
∑

i=1

Rji

(

pj(Xi)−

∑n
l=1Rjlpj(Xl)

∑n
l=1RjleX

T

l
γ∗

eX
T

i γ∗

)

Xi = 0,

where pj(X) = eγ
∗

0j+XTγ∗

. Moreover,

n var{ζ̂j(γ
∗)|Rj1, . . . , Rjn, X1, . . . , Xn}

=
1

n

n
∑

i=1

Rjipj(Xi)(1− pj(Xi))

(

Xi −

∑n
l=1Rjle

XT

l
γ∗

Xl
∑n

l=1Rjle
XT

l
γ∗

)⊗2

=
n−1

(
∑n

l=1RjleX
T

l
γ∗

)2

n
∑

i=1

Rjipj(Xi)(1− pj(Xi))

{

n
∑

l=1

Rjle
XT

l
γ∗

(Xi −Xl)

}⊗2

Next, we calculate

E{v̂j(γ
∗)|Rj1, . . . , Rjn, X1, . . . , Xn}

=
n−1

(
∑n

l=1Rjle
XT

l
γ∗

)2

×

n
∑

i=1

Rji(1− pj(Xi))e
XT

i γ∗

n
∑

l=1

Rjle
XT

l
γ∗

(Xi −Xl)

n
∑

k=1

Rjkpj(Xk)(Xi −Xk)
T

=
n−1

(
∑n

l=1RjleX
T

l
γ∗

)2

×

n
∑

i=1

Rjipj(Xi)(1− pj(Xi))

n
∑

l=1

Rjle
XT

l
γ∗

(Xi −Xl)

n
∑

k=1

Rjke
XT

k
γ∗

(Xi −Xk)
T,

where the last equality holds because pj(Xk)e
XT

i γ∗

= pj(Xk)e
XT

k
γ∗

under model (3).

Comparing the preceding two displays yields the desired result.
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(ii) It suffices to show that if
∑n

l=1RjlDjl = 1, then

v̂j(γ) =

(

n
∑

l=1

RjlDjl

)

n
∑

i=1

Rjie
XT

i γ

∑n
l=1RjleX̃

T

l
γ

(

Xi −

∑n
l=1Rjle

X̃T

l
γXl

∑n
l=1RjleX

T

l
γ

)⊗2

,

that is,

n
∑

i=1

Rji(1−Dji)e
XT

i γ

n
∑

l=1

Rjle
XT

l
γ(Xi −Xl)

n
∑

k=1

RjkDjk(Xi −Xk)
T

=

(

n
∑

l=1

RjlDjl

)

n
∑

i=1

Rjie
XT

i γ

∑n
l=1RjleX̃

T

l
γ

{

n
∑

l=1

Rjle
XT

l
γ(Xi −Xl)

}⊗2

. (S3)

First, (S3) holds trivially in the case where
∑n

l=1RjlDjl = 1, i.e., Dji = 0 for all i ∈ Ij ,

where Ij = {i : Rji = 1, i = 1, . . . , n}. Next suppose that
∑n

l=1RjlDjl = 1, i.e., there

exists only one element i0 ∈ Ij such that Dji0 = 1 and Dji = 0 for i 6= i0 and i ∈ Ij .

The left hand side of (S3) can be calculated as

n
∑

i=1

Rjie
XT

i γ
n
∑

l=1

Rjle
XT

l
γ(Xi −Xl)(Xi −Xi0)

T

=
n
∑

i=1

Rjie
XT

i γ
n
∑

l=1

Rjle
XT

l
γ(Xi −Xl)X

T

i −
n
∑

i=1

Rjie
XT

i γ
n
∑

l=1

Rjle
XT

l
γ(Xi −Xl)X

T

i0

=

n
∑

i=1

Rjie
XT

i γ

n
∑

l=1

Rjle
XT

l
γ(Xi −Xl)X

T

i ,

where the last equality holds because
∑n

i=1Rjie
XT

i γ
∑n

l=1Rjle
XT

l
γ(Xi − Xl) = 0. The

right hand side of (S3) can be calculated as

n
∑

i=1

Rjie
XT

i γ

∑n
l=1RjleX̃

T

l
γ

{

n
∑

l=1

Rjle
XT

l
γ(Xi −Xl)

}⊗2

=
n
∑

i=1

Rjie
XT

i γ

∑n
l=1RjleX̃

T

l
γ

{

n
∑

l=1

Rjle
XT

l
γ(Xi −Xl)

}{

n
∑

l=1

Rjle
XT

l
γXT

i

}

=

n
∑

i=1

Rjie
XT

i γXiX
T

i

n
∑

l=1

Rjle
XT

l
γ −

n
∑

l=1

Rjle
XT

l
γXl

n
∑

i=1

Rjie
XT

i γXT

i ,

where the second equality holds because
∑n

i=1Rjie
XT

i γ
∑n

l=1Rjle
XT

l
γ(Xi−Xl) = 0. Com-

paring the last two displays establishes (S3). �
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Calculation of H(β) in Section 4. The matrix H(β) is defined as −∂τ•(β)/∂β
T,

where τ•(β) is the right hand side of (23) or (24), that is,

τ•(β) =
J
∑

j=1

[

E(RjDjX)E{R̃j(1− D̃j)e
X̃Tβ}

E(R̃jeX̃
Tβ)

−
E{Rj(1−Dj)e

XTβX}E(R̃jD̃j)

E(R̃jeX̃
Tβ)

]

.

Taking derivatives of the two terms inside
∑J

j=1 separately, we find

∂

∂βT

E(RjDjX)E{R̃j(1− D̃j)e
X̃Tβ}

E(R̃jeX̃
Tβ)

=
E(RjDjX)E{R̃j(1− D̃j)e

X̃Tβ(X̃T −
E(Rje

XTβXT)

E(RjeX
Tβ)

)}

E(R̃jeX̃
Tβ)

,

and

∂

∂βT

E{Rj(1−Dj)e
XTβX}E(R̃jD̃j)

E(R̃jeX̃
Tβ)

=
E(R̃jD̃j)E{Rj(1−Dj)e

XTβX(XT −
E(R̃jeX̃

TβX̃T)

E(R̃jeX̃
Tβ)

)}

E(R̃jeX̃
Tβ)

Combining the two displays yields the stated expression for H(β). �

Calculation of G(β∗) in Section 4. We show that for j = 1, . . . , J ,

var{gj1(Y, δ,X ; β∗)}

= E



Rje
β∗

0j+XTβ∗E2(R̃j(1− D̃j)e
X̃Tβ∗

)

E2(R̃jeX̃
Tβ∗)

{

X −
E(R̃j(1− D̃j)e

X̃Tβ∗

X̃)

E(R̃j(1− D̃j)eX̃
Tβ∗)

}⊗2


 .

Under model (17), E{gj1(Y, δ,X ; β∗)|Rj, X} = 0. Then it suffices to show that

var
{

DjE(R̃j(1− D̃j)e
X̃Tβ∗

)− (1−Dj)e
XTβ∗

E(R̃jD̃j)|Rj = 1, X
}

= eβ
∗

0j+XTβ∗

E2(R̃j(1− D̃j)e
X̃Tβ∗

). (S4)

By direct calculation, we find

var
{

Dj − (1−Dj)e
β∗

0j+XTβ∗

|Rj = 1, X
}

= (1 + eβ
∗

0j+XTβ∗

)2var
{

Dj − expit(β∗
0j +XTβ∗)

}

= eβ
∗

0j+XTβ∗

.
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Substituting eβ
∗

0j = E(R̃jD̃j)/E(R̃j(1 − D̃j)e
X̃Tβ∗

) into the left hand side above and

rearranging yields the desired result. �

Proof of Proposition 3. It suffices to show that for j = 1, . . . , J ,

τ̂j(β̄) =
1

n

n
∑

i=1

gj(Yi, δi, Xi; β̄) + op(n
−1/2),

that is,

1

n

n
∑

i=1

Rji
Dji

∑n
l=1Rjl(1−Djl)e

XT

l
β̄ − (1−Dji)e

XT

i β̄
∑n

l=1RjlDjl
∑n

l=1RjleX
T

l
β̄

Xi

=
1

n

n
∑

i=1

Rji
DjiE(R̃j(1− D̃j)e

X̃Tβ̄)− (1−Dji)e
XT

i β̄E(R̃jD̃j)

E(R̃jeX̃
Tβ̄)

{

Xi −
E(R̃j(1− D̃j)e

X̃Tβ̄X̃)

E(R̃j(1− D̃j)eX̃
Tβ̄)

}

−
E(R̃jD̃jX̃)E(R̃j(1− D̃j)e

X̃Tβ̄)− E(R̃j(1− D̃j)e
X̃Tβ̄X̃)E(R̃jD̃j)

E(R̃jeX̃
Tβ̄)

×

{

Rjie
XT

i β̄

E(R̃jeX̃
Tβ̄)

−
Rji(1−Dji)e

XT

i β̄

E(R̃j(1− D̃j)eX̃
Tβ̄)

}

+ op(n
−1/2). (S5)

We use the expansions
∑n

l=1Rjl(1−Djl)e
XT

l
β̄

∑n
l=1RjleX

T

l
β̄

−
E(R̃j(1− D̃j)e

X̃Tβ̄)

E(R̃jeX̃
Tβ̄)

=
n−1

∑n
l=1Rjl(1−Djl)e

XT

l
β̄ − Rjle

XT

l
β̄ E(R̃j(1−D̃j)eX̃

Tβ̄)

E(R̃jeX̃
Tβ̄)

E(R̃jeX̃
Tβ̄)

+ op(n
−1/2),

and
∑n

l=1RjlDjl
∑n

l=1Rjle
XT

l
β̄
−

E(R̃jD̃j)

E(R̃jeX̃
Tβ̄)

=
n−1

∑n
l=1RjlDjl − Rjle

XT

l
β̄ E(R̃jD̃j)

E(R̃jeX̃
Tβ̄)

E(R̃jeX̃
Tβ̄)

+ op(n
−1/2).

The left hand side of (S5) can be approximated as

1

n

n
∑

i=1

Rji
DjiE(R̃j(1− D̃j)e

X̃Tβ̄)− (1−Dji)e
XT

i β̄E(R̃jD̃j)

E(R̃jeX̃
Tβ̄)

Xi

+ E(R̃jD̃jX̃)
n−1

∑n
l=1Rjl(1−Djl)e

XT

l
β̄ − Rjle

XT

l
β̄ E(R̃j(1−D̃j)eX̃

Tβ̄)

E(R̃jeX̃
Tβ̄)

E(R̃jeX̃
Tβ̄)

−E(R̃j(1− D̃j)e
X̃Tβ̄X̃)

n−1
∑n

l=1RjlDjl − Rjle
XT

l
β̄ E(R̃jD̃j)

E(R̃jeX̃
Tβ̄)

E(R̃jeX̃
Tβ̄)

+ op(n
−1/2). (S6)
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The sum of the last two terms of (S6) can be decomposed as

E(R̃jD̃jX̃)
n−1

∑n
l=1Rjl(1−Djl)e

XT

l
β̄

E(R̃jeX̃
Tβ̄)

− E(R̃j(1− D̃j)e
X̃Tβ̄X̃)

n−1
∑n

l=1RjlDjl

E(R̃jeX̃
Tβ̄)

− E(R̃jD̃jX̃)
1

n

n
∑

l=1

Rjle
XT

l
β̄E(R̃j(1− D̃j)e

X̃Tβ̄)

E2(R̃jeX̃
Tβ̄)

+ E(R̃j(1− D̃j)e
X̃Tβ̄X̃)

1

n

n
∑

l=1

Rjle
XT

l
β̄ E(R̃jD̃j)

E2(R̃jeX̃
Tβ̄)

. (S7)

Hence as a byproduct, (S6) can be rewritten as

1

n

n
∑

i=1

Rji
DjiE(R̃j(1− D̃j)e

X̃Tβ̄)

E(R̃jeX̃
Tβ̄)

{

Xi −
E(R̃j(1− D̃j)e

X̃Tβ̄X̃)

E(R̃j(1− D̃j)eX̃
Tβ̄)

}

−
1

n

n
∑

i=1

Rji
(1−Dji)e

XT

i β̄E(R̃jD̃j)

E(R̃jeX̃
Tβ̄)

{

Xi −
E(R̃jD̃jX̃)

E(R̃jD̃j)

}

−
E(R̃jD̃jX̃)E(R̃j(1− D̃j)e

X̃Tβ̄)−E(R̃j(1− D̃j)e
X̃Tβ̄X̃)E(R̃jD̃j)

E2(R̃jeX̃
Tβ̄)

1

n

n
∑

i=1

Rjie
XT

i β̄.

The first term of (S7) can be rearranged as

1

n

n
∑

i=1

Rji
(1−Dji)e

XT

i β̄E(R̃jD̃j)

E(R̃jeX̃
Tβ̄)

·
E(R̃j(1− D̃j)e

X̃Tβ̄X̃)

E(R̃j(1− D̃j)eX̃
Tβ̄)

+

{

E(R̃jD̃jX̃)−
E(R̃j(1− D̃j)e

X̃Tβ̄X̃)

E(R̃j(1− D̃j)eX̃
Tβ̄)

E(R̃jD̃j)

}

n−1
∑n

l=1Rjl(1−Djl)e
XT

l
β̄

E(R̃jeX̃
Tβ̄)

. (S8)

Combining the first term of (S6) and all terms of (S7) and substituting (S8) for the first

term of (S7) yields the right hand side of (S5) as desired. �

Proof of Proposition 4.

(i) Both (28) and (30) follow from Proposition 5.

(ii) The result holds trivially in the case where Dji = 0 for all i ∈ Ij , where Ij = {i :

Rji = 1, i = 1, . . . , n}. Suppose that there exists only one element i0 ∈ Ij such that

Dji0 = 1 and Dji = 0 for i 6= i0 and i ∈ Ij.

First, we show that Ĥ(β) = B̂(β). It suffices to demonstrate

n
∑

i=1

Rjie
XT

i β

∑n
l=1RjleX

T

l
β
(Xi −Xi0)

(

XT

i −

∑n
l=1Rjle

XT

l
βXT

l
∑n

l=1RjleX
T

l
β

)

=

n
∑

i=1

Rjie
XT

i γ

∑n
l=1RjleX

T

l
γ

(

Xi −

∑n
l=1Rjle

XT

l
γXl

∑n
l=1RjleX

T

l
γ

)⊗2

. (S9)
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This follows because the value Xi0 on the left hand side can be equivalently replaced by
∑n

l=1Rjle
XT

l
βXT

l /
∑n

l=1Rjle
XT

l
β using the fact that

n
∑

i=1

Rjie
XT

i β

∑n
l=1Rjle

XT

l
β

(

XT

i −

∑n
l=1Rjle

XT

l
βXT

l
∑n

l=1Rjle
XT

l
β

)

= 0.

Second, we show that Ĝb2(β) = B̂(β). It suffices to demonstrate
∑n

i=1Rjie
XT

i β+XT

i0
β(Xi −Xi0)

⊗2 +
∑n

i=1Rjie
XT

i β
∑

l 6=i0
Rjle

XT

l
β(Xi −Xl)(Xi −Xi0)

T

(
∑n

l=1RjleX
T

l
β)2

=
n
∑

i=1

Rjie
XT

i γ

∑n
l=1Rjle

XT

l
γ

(

Xi −

∑n
l=1Rjle

XT

l
γXl

∑n
l=1Rjle

XT

l
γ

)⊗2

,

that is,
∑n

i=1Rjie
XT

i β
∑n

l=1Rjle
XT

l
β(Xi −Xl)(Xi −Xi0)

T

(
∑n

l=1Rjle
XT

l
β)2

=

n
∑

i=1

Rjie
XT

i γ

∑n
l=1RjleX

T

l
γ

(

Xi −

∑n
l=1Rjle

XT

l
γXl

∑n
l=1RjleX

T

l
γ

)⊗2

, (S10)

But the left hand side of (S10) is the transpose of that of (S9) and hence the desired

result follows from (S9). �

Proof of Proposition 5. We repeatedly use the fact that under model (17),

E
{

RjiRjlDji(1−Djl)e
XT

l
β∗

|Tj, Rj,1:n, X1:n

}

= E
{

RjiRjlDjl(1−Dji)e
XT

i β∗

|Tj, Rj,1:n, X1:n

}

, i, l = 1, . . . , n. (S11)

By equivalence between (21) and (22), rewrite τ̂j(β
∗) as

τ̂j(β
∗) = (nµj)

−1

(

∑

i<l

+
∑

i>l

)

RjiRjlDji(1−Djl)e
XT

l
β∗

(Xi −Xl)

= (nµj)
−1
∑

i<l

RjiRjl

{

Dji(1−Djl)e
XT

l
β∗

−Djl(1−Dji)e
XT

i β∗

}

(Xi −Xl),

where µj =
∑n

l=1Rjle
XT

l
β∗

. Then E{τ̂j(β
∗)|Tj, Rj,1:n, X1:n} = 0 directly from (S11).

Next, we calculate the conditional variance of τ̂j(β
∗), that is, var{τ̂j(β

∗)|Tj, Rj,1:n, X1:n}

= E{τ̂ 2j (β
∗)|Tj , Rj,1:n, X1:n}, where

τ̂ 2j (β
∗) = (nµj)

−2
∑

i<l

∑

r<k

RjiRjl

{

Dji(1−Djl)e
XT

l
β∗

−Djl(1−Dji)e
XT

i β∗

}

(Xi −Xl)×

RjrRjk

{

Djr(1−Djk)e
XT

k
β∗

−Djk(1−Djr)e
XT

r β∗

}

(Xr −Xk)
T. (S12)
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If neither of (i, l) is included in (r, k), then the conditional expectation of the correspond-

ing term is 0 by (S11). The sum of the remaining terms in (S12) can be decomposed as

W1 +W2 +W T

2 +W3 +W T

3 +W4 +W T

4 , where

W1 =
∑

i<l

RjiRjl

{

Dji(1−Djl)e
XT

l
β∗

−Djl(1−Dji)e
XT

i β∗

}2

(Xi −Xl)
⊗2

=
∑

i<l

RjiRjl

{

Dji(1−Djl)e
2XT

l
β∗

+Djl(1−Dji)e
2XT

i β∗

}

(Xi −Xl)
⊗2

=
∑

i,l

RjiRjlDji(1−Djl)e
2XT

l
β∗

(Xi −Xl)
⊗2,

W2 =
∑

i<l<k

RjiRjlRjk

{

Dji(1−Djl)e
XT

l
β∗

−Djl(1−Dji)e
XT

i β∗

}

(Xi −Xl)×

{

Dji(1−Djk)e
XT

k
β∗

−Djk(1−Dji)e
XT

i β∗

}

(Xi −Xk)
T

=
∑

i<l<k

RjiRjlRjk

{

Dji(1−Djl)(1−Djk)e
(Xl+Xk)

Tβ∗

+DjlDjk(1−Dji)e
2XT

i β∗

}

×

(Xi −Xl)(Xi −Xk)
T,

W3 =
∑

i<l<k

RjiRjlRjk

{

Dji(1−Djl)e
XT

l
β∗

−Djl(1−Dji)e
XT

i β∗

}

(Xi −Xl)×

{

Djl(1−Djk)e
XT

k
β∗

−Djk(1−Djl)e
XT

l
β∗

}

(Xl −Xk)
T

= −
∑

i<l<k

RjiRjlRjk

{

Djl(1−Dji)(1−Djk)e
(Xi+Xk)

Tβ∗

+DjiDjk(1−Djl)e
2XT

l
β∗

}

×

(Xi −Xl)(Xl −Xk)
T,

and

W4 =
∑

i<l<k

RjiRjlRjk

{

Dji(1−Djk)e
XT

k
β∗

−Djk(1−Dji)e
XT

i β∗

}

(Xi −Xk)×

{

Djl(1−Djk)e
XT

k
β∗

−Djk(1−Djl)e
XT

l
β∗

}

(Xl −Xk)
T

=
∑

i<l<k

RjiRjlRjk

{

Djk(1−Dji)(1−Djl)e
(Xi+Xl)

Tβ∗

+DjiDjl(1−Djk)e
2XT

k
β∗

}

×

(Xi −Xk)(Xl −Xk)
T.
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By relabeling the indices, we find

W1 +W2 +W T

2 +W3 +W T

3 +W4 +W T

4

=
∑

i,l

RjiRjlDji(1−Djl)e
2XT

l
β∗

(Xi −Xl)
⊗2

+
∑

i

∑

l 6=k

RjiRjlRjkDji(1−Djl)(1−Djk)e
(Xl+Xk)

Tβ∗

(Xi −Xl)(Xi −Xk)
T

+
∑

i

∑

l 6=k

RjiRjlRjk (1−Dji)DjlDjke
2XT

i β∗

(Xi −Xl)(Xi −Xk)
T, (S13)

denoted asW1+W5+W6. Then n
−1µ−2

j times the right hand side of (S13) is conditionally

unbiased for the conditional variance of n1/2τ̂j(β
∗).

Finally, σ̂j(β
∗) can be expressed as

∑

i,l

RjiRjl (1−Dji)Djle
(Xi+Xl)

Tβ∗

(Xi −Xl)
⊗2

+
∑

i

∑

l,k

RjiRjlRjk (1−Djl)Djke
(Xi+Xl)

Tβ∗

(Xi −Xl)(Xi −Xk)
T

=
∑

i,l

RjiRjl (1−Dji)Djle
(Xi+Xl)

Tβ∗

(Xi −Xl)
⊗2

+
∑

i

∑

l,k

RjiRjlRjk (1−Dji)(1−Djl)Djke
(Xi+Xl)

Tβ∗

(Xi −Xl)(Xi −Xk)
T

+
∑

i

∑

l,k

RjiRjlRjkDji(1−Djl)Djke
(Xi+Xl)

Tβ∗

(Xi −Xl)(Xi −Xk)
T, (S14)

denoted as W7 +W8 +W9. By using (S11), we see that the conditional expectations of

W1, W5, and W6 are equal to those of W7, W8, and W9 respectively. Hence σ̂j(β
∗) is

conditionally unbiased for the conditional variance of n1/2τ̂j(β
∗). �

Conditional unbiasedness of σ̃j(β
∗). We continue from the Proof of Proposition 5.

By definition, σ̂j(β
∗) can be expressed as

∑

i

∑

l,k

RjiRjlRjk (1−Dji)DjlDjke
2XT

i β∗

(Xi −Xl)(Xi −Xk)
T

+
∑

i

∑

l,k

RjiRjlRjk (1−Dji)(1−Djl)Djke
(Xi+Xl)

Tβ∗

(Xi −Xl)(Xi −Xk)
T.

The first term is equal to W1 + W6 in (S13), and the second term is equal to W8 in

(S14). But the conditional expectation of W5 is equal to that of W8. Hence σ̃j(β
∗) is

conditionally unbiased for the conditional variance of n1/2τ̂j(β
∗). �
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Symmetric expression of σ̃j(β). We show that for j = 1, . . . , J , σ̃j(β) defined in

(31) can be equivalently expressed as

σ̃j(β) =
1

n

n
∑

i=1

Rji(1−Dji)e
XT

i β×

eX
T

i β{
∑n

l=1RjlDjl(Xi −Xl)}
⊗2 +

∑n
l=1

RjlDjl
∑n

l=1
Rjl(1−Djl)e

XT

l
β
{
∑n

l=1Rjl(1−Djl)e
XT

l
β(Xi −Xl)}

⊗2

(
∑n

l=1RjleX
T

l
β)2

,

(S15)

which is a symmetric, nonnegative-definite matrix. In fact, σ̃j(β) in (31) can be decom-

posed as

σ̃j(β) =
1

n

n
∑

i=1

Rji(1−Dji)e
XT

i β

{

eX
T

i β
∑n

l=1RjlDjl(Xi −Xl)
∑n

k=1RjkDjk(Xi −Xk)

(
∑n

l=1RjleX
T

l
β)2

+

∑n
l=1Rjl(1−Djl)e

XT

l
β(Xi −Xl)

∑n
k=1RjkDjk(Xi −Xk)

T

(
∑n

l=1RjleX
T

l
β)2

}

.

To prove (S15), it suffices to show that
n
∑

i=1

Rji(1−Dji)e
XT

i β

n
∑

l=1

Rjl(1−Djl)e
XT

l
β(Xi −Xl)

n
∑

k=1

RjkDjk(Xi −Xk)
T

=

∑n
l=1RjlDjl

∑n
l=1Rjl(1−Djl)e

XT

l
β

n
∑

i=1

Rji(1−Dji)e
XT

i β

{

n
∑

l=1

Rjl(1−Djl)e
XT

l
β(Xi −Xl)

}⊗2

,

that is,
n
∑

i=1

Rji(1−Dji)e
XT

i β
n
∑

l=1

Rjl(1−Djl)e
XT

l
β(Xi −Xl)

n
∑

k=1

RjkDjk(Xi −Xk)
T

=

(

n
∑

l=1

RjlDjl

)

n
∑

i=1

Rji(1−Dji)e
XT

i β×

{

n
∑

l=1

Rjl(1−Djl)e
XT

l
β(Xi −Xl)

}{

Xi −

∑n
l=1Rjl(1−Djl)e

XT

l
βXl

∑n
l=1Rjl(1−Djl)e

XT

l
β

}

. (S16)

The left hand side of (S16) can be calculated as
n
∑

i=1

Rji(1−Dji)e
XT

i β×

{

n
∑

l=1

Rjl(1−Djl)e
XT

l
βXi

n
∑

k=1

RjkDjkX
T

i −
n
∑

l=1

Rjl(1−Djl)e
XT

l
βXi

n
∑

k=1

RjkDjkX
T

k

−

n
∑

l=1

Rjl(1−Djl)e
XT

l
βXl

n
∑

k=1

RjkDjkX
T

i +

n
∑

k=1

Rjk(1−Djk)e
XT

l
βXl

n
∑

k=1

RjkDjkX
T

k

}

.
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The two terms corresponding to the second and fourth terms in the curly brackets are

canceled with each other. Hence the left hand side of (S16) reduces to

n
∑

i=1

Rji(1−Dji)e
XT

i β
n
∑

l=1

Rjl(1−Djl)e
XT

l
β(Xi −Xl)

n
∑

k=1

RjkDjkX
T

i

=
n
∑

k=1

RjkDjk

n
∑

i=1

Rji(1−Dji)e
XT

i β
n
∑

l=1

Rjl(1−Djl)e
XT

l
β(Xi −Xl)X

T

i ,

which is identical to the right hand side of (S16) because

n
∑

k=1

RjkDjk

n
∑

i=1

Rji(1−Dji)e
XT

i β
n
∑

l=1

Rjl(1−Djl)e
XT

l
β(Xi −Xl) = 0,

by direct calculation.

III Additional simulation results

Tables S1–S2 present additional results from 2000 repeated simulations, where propor-

tional hazards are violated. For each simulation, a sample of size n = 200 is generated

similarly as in Section 6.2, except for the following changes. The event time T̃ is gener-

ated as Weibull with shape parameter 4 scale parameter exp(−XTβ∗), or Weibull with

shape parameter 1 and scale parameter exp(−XTβ∗) in the standard treatment group.

The censoring time C̃ is generated as 4 exp(−XTβ∗) times Beta (2, 2) in the test treat-

ment group, or Uniform between 0 and 4 exp(−XTβ∗) in the standard treatment group.

Both probability model (1) and odds model (2) are fit with the regression terms Tr and

X1–X4. Similar conclusions can be drawn as in Section 6.2, although all the variance

estimates exhibit more substantial under-estimation.
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Table S1: Comparison from simulated data (finely discretized, non-prop hazards)

BP Efron CML wMH Plogit BP Efron CML wMH Plogit

Point mean Point SD

Tr −.563 −.564 −.570 −.563 −.613 .303 .304 .307 .306 .323

X1 1.093 1.099 1.106 1.106 1.157 .212 .213 .215 .215 .228

X2 −.732 −.737 −.741 −.741 −.775 .205 .207 .208 .208 .218

X3 .546 .549 .553 .553 .578 .186 .188 .189 .189 .198

X4 .184 .186 .187 .187 .195 .154 .155 .156 .156 .162

oldBP BP Efron CML wMH Plogit BP Efron wMH Plogit

Model-based SE Model-robust SE

Tr .244 .243 .244 .246 .245 .253 .250 .251 .253 .272

X1 .179 .178 .179 .181 .181 .187 .188 .189 .191 .204

X2 .175 .174 .175 .176 .177 .182 .174 .175 .176 .187

X3 .168 .166 .168 .169 .169 .174 .163 .164 .165 .175

X4 .143 .142 .143 .144 .144 .148 .135 .136 .137 .145

Table S2: Comparison from simulated data (coarsely discretized, non-prop hazards)

BP Efron CML wMH Plogit BP Efron CML wMH Plogit

Point mean Point SD

Tr −.505 −.518 −.654 −.501 −.692 .265 .296 .352 .335 .366

X1 .949 1.049 1.189 1.201 1.234 .180 .205 .243 .268 .254

X2 −.635 −.703 −.797 −.806 −.827 .178 .200 .229 .247 .238

X3 .474 .525 .595 .600 .617 .162 .183 .208 .222 .216

X4 .160 .177 .200 .204 .208 .136 .152 .170 .179 .176

oldBP BP Efron CML wMH Plogit BP Efron wMH Plogit

Model-based SE Model-robust SE

Tr .243 .220 .243 .276 .270 .283 .225 .247 .277 .315

X1 .172 .150 .176 .206 .233 .211 .164 .183 .229 .234

X2 .170 .150 .173 .198 .216 .202 .154 .171 .206 .212

X3 .164 .145 .166 .188 .204 .193 .146 .161 .190 .197

X4 .141 .125 .142 .159 .170 .163 .122 .134 .155 .161
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