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Abstract

A Bayesian approach to nonlinear inverse problems is considered where the unknown quantity (input) is

a random spatial field. The forward model is complex and non-linear, therefore computationally expensive.

An emulator-based methodology is developed, where the Bayesian multivariate adaptive regression splines

(BMARS) are used to model the function that maps the inputs to the outputs. Discrete cosine transformation

(DCT) is used for dimension reduction of the input spatial field. The posterior sampling is carried out

using trans-dimensional Markov Chain Monte Carlo (MCMC) methods. Numerical results are presented by

analyzing simulated as well as real data on hydrocarbon reservoir characterization.

Keywords: Bayesian inverse problem, Emulator, Bayesian hierarchical model, Discrete Cosine

transformation, Multivariate adaptive regression splines, Reversible jump MCMC.

1. Introduction

Mathematical models are often used in many areas of science and engineering to describe some physical

process over a spatial field. Often these models are complex in nature and are described by a system of

nonlinear ordinary or partial differential equations, which cannot be solved analytically. Given the input

spatial field and some other model input parameters, such systems can be solved numerically by running

a complex computer code, providing the corresponding outputs. These computer codes, usually called the

“forward model” or “forward simulator”, generally use a discretized approximation to the ordinary or partial

differential equations. The spatial inverse problem consists of inferring about the unknown spatial field given

the output observations. Here we focus on the Bayesian approach which casts the inverse solution as a posterior

distribution of the unknown spatial field given the outputs. The Bayesian approach also contains a natural

mechanism for regularization in the form of prior information. The posterior distribution of the inputs, in most

of the cases, is intractable so Markov Chain Monte Carlo (MCMC) methods are often used to sample from the
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posterior. However, the likelihood term in the posterior distribution contains the “forward simulator” which

is governed by a system of nonlinear ordinary or partial differential equations. The corresponding numerical

solver is often very expensive in terms of CPU time required even for a single run. Furthermore, the Monte

Carlo sampling approach relies on a large number of execution of the likelihood, as thousands of samples from

the posterior distribution are needed, which makes the Bayesian approach computationally very challenging.

Several attempts to accelerate the Bayesian inference in inverse problems have been made as alternatives

to the direct Markov Chain Monte Carlo technique. For example, Efendiev et al. (2006) and Mondal et al.

(2014) have used a two-stage MCMC method, where the proposals are screened at the first stage using a

much cheaper forward solver on a coarser grid. A substantial amount of CPU time is saved by rejecting the

bad proposals in the first stage. However, the expensive forward simulator over the fine-grid still needs to be

computed for a large number of iterations when the proposals are accepted in the first stage.

Another very popular approach is based on emulation of the simulation outputs which offers substantial

efficiency gain over standard methods (see Sacks et al. (1989), Kennedy and O’Hagan (2001), O’Hagan (2006),

Higdon et al. (2004), Oakley and O’Hagan (2004)). An emulator is a statistical approximation of the forward

model that is constructed by using training samples of simulation runs. Uncertainty and sensitivity analysis

can be handled easily using an emulator as its execution is essentially instantaneous. Given a set of training

runs of the forward model for some suitably chosen inputs, also called the design points, both the inputs

and the outputs are used to estimate the unknown complex function that maps inputs to the outputs. The

efficiency gains arise because it is usually possible to emulate the simulator output to a high degree of precision

using only a few hundred runs of the simulator.

In the statistical emulator approach, the computer simulation model is treated as a “black box”, which is

usually modeled by a Gaussian Process (GP). Generally, two groups of input model parameters are considered.

One group comprises unknown context-specific inputs, which are calibrated using output observations from

the physical process. These are called calibration inputs. The other group comprises all the other model

inputs that are assumed to be known for the corresponding output observations.

In this article, we consider a spatial inverse problem where the unknown calibration input of the physical

process is a high dimensional spatial field. Our goal is to calibrate an unknown spatial field, whereas most of

the statistics literature in this area focuses on calibrating a set of unknown parameters. More specifically, we

would like to infer about the input spatial process Y (s, ω), (ω ∈ Ω, s ∈ D ⊂ R2) in a very fine grid, given the

observed output data and the other known model inputs. Here the spatial process is defined over the sample
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space Ω and the closed domain D. In addition, we also consider a number of independent simulation runs of

the forward model, where the specified known model inputs, the input spatial field, and the corresponding

simulator outputs are completely known. Our goal is twofold: (i) to approximate the forward simulator by an

emulator based on these simulated and as well as real data; (ii) to infer about the unknown spatial field on a

very fine grid given the output observations. Some observations on the spatial field on a coarser grid and very

few available observations in the fine grid may also be included in the inferential procedure using a Bayesian

hierarchical model.

While the majority of the literature uses GP-based emulators, here we use an alternative specification

based on splines. In particular, we use an emulator based on the Bayesian approach to multivariate adaptive

regression splines (BMARS), as introduced by Denison et al. (1998). Gaussian process emulators are usually

suitable for interpolating smooth surfaces but may fail to handle more complex non-stationary surfaces. The

multivariate adaptive regression splines approach has the ability to interpolate complex, non-stationary sur-

faces. A difficulty arises while implementing BMARS as in our situation the regressor is a high dimensional

spatial field. Hence, we propose to use a truncated discrete cosine transformation of the spatial field where

the original process Y (s, ω) is represented by a finite low dimensional parametrization. The finite-dimensional

transformed DCT coefficients and other known model input parameters are then used as the regressors while

fitting the BMARS for the unknown forward simulator. The inputs for the simulation data are generated

using the Latin hypercube design. Furthermore, the validation of the computer code is done by fitting the

BMARS model on a training data and applying the fitted model on a test data. The BMARS based emulator

method is very flexible since the basis functions are not predetermined and are adaptively chosen by the data.

A Bayesian hierarchical model is used to obtain the posterior distribution of the unknown model parameters

given the output data and a limited number of observations on the spatial field in full resolution. A hybrid

sampling method, which is a combination of reversible jump MCMC method, Metropolis-Hastings method,

and Gibbs sampling method, is used to sample from the posterior.

Spatial inverse problems have applications in the areas of groundwater flow, weather forecasting, chemical

kinetics, reservoir characterization, and many other fields. For definiteness, we consider applications in the

area of reservoir characterization where the single most influential input is the unknown permeability spatial

field. The other model input parameters, such as porosity and the pore volume injected are considered to be

known inputs. The output observations are fractional flow or water-cut data which is the fraction of water

produced in relation to the total production rate in a two-phase oil-water flow reservoir. Furthermore, the
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“fine-scale” (full-resolution or fine-grid) permeability is known at few well locations and the permeability

data in a “coarse-scale” (low-resolution or coarse-grid) are available from seismic traces. Some independent

simulation runs of the computer forward simulator at the chosen design points are also performed offline to

build the emulator. Evidently, our interest lies in assimilating the information obtained from simulated as

well as the real data to infer about the unknown fine-scale permeability spatial field over a large domain. The

Bayesian approach allows us to incorporate all these data from different sources in a hierarchical model setup.

The numerical results illustrate that the proposed BMARS model based on the transformed DCT coefficient

can predict the output from the simulated test data adequately. The Bayesian model can also infer about

the unknown spatial field together with its uncertainties. As expected, the computational efficiency in terms

of CPU time for the emulator-based method is found to be very high when compared to the direct forward

simulator-based methods.

The paper is organized as follows. In the next section, we discuss the DCT parametrization of the spatial

field. In section 3, we formulate the Bayesian hierarchical model including the BMARS emulator. Section

4 details the Monte Carlo sampling procedure used to sample from the posterior. Section 5 presents the

numerical results for a simulation study as well as a real application from a hydro-carbon reservoir.

2. Parametrization of the spatial field using discrete cosine transform (DCT)

The unknown calibration input in the emulator-based model is a high-dimensional spatial field. We consider

an inexpensive form of parametrization of the fine-scale spatial field based on discrete cosine transform (DCT)

(see Ahmed et al. (1974)). The transformed DCT coefficients are then used as regressors in our Bayesian

multivariate adaptive regression spline (BMARS) emulator. The transformation kernels used in the DCT are

real cosine functions that are not dependent on the covariance structure of the spatial field. Using a Fast

Fourier Transform (FFT) (see Brigham (1988)), the DCT can be computed in O(Nlog2N) operations. This is

much more computationally efficient than the Karhunen-Loeve (K-L) transformation, requiring a singular value

decomposition of the covariance matrix as is of order O(N3) (see Jain (1989), Narasimha and Peterson (1978)).

Since the DCT basis vectors are pre-determined and data-independent, they only need to be computed and

stored once. The orthogonality of the DCT basis functions facilitates the computation of the inverse transform.

Furthermore, the transformation is separable, hence a two-dimensional spatial field can be processed with one

dimension at a time, resulting in a substantial reduction in computation time (see Gonzalez and Woods (2002),

Rao and Yip (1990)). Using DCT transformation a one-dimensional field Y (s) of N grid points can be written
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as

Y (s) =
N−1
∑

k=0

αkθkcos

[

π(2k + 1)s

2N

]

, 0 ≤ s ≤ N − 1, (2.1)

where,

θk = αk

N−1
∑

s=0

Y (s)cos

[

π(2k + 1)s

2N

]

, 0 ≤ k ≤ N − 1, (2.2)

αk =

√

2

N
for k = 1, 2, . . .N − 1, α0 =

√

1

N
. (2.3)

Here θk’s are called transformed DCT coefficients. Extensions of 2.1 to higher dimensions can be done by

using the separability property of DCT, i.e., by applying the one-dimensional transform in each direction.

Using DCT transformation a two dimensional spatial field Y (s), where s = (sx, sy), of N ×N grid points, can

be written as

Y (sx, sy) =

N−1
∑

i=0

N−1
∑

j=0

αiαjθijcos

[

π(2sx + 1)i

2N

]

cos

[

π(2sy + 1)j

2N

]

(2.4)

where,

θij = αiαj

∑

sx

∑

sy

Y (sx, sy).cos

[

π(2sx + 1)i

2N

]

cos

[

π(2sy + 1)j

2N

]

, 0 ≤ i, j ≤ N − 1. (2.5)

Moreover, the DCT can be truncated to a few DCT coefficients while still preserving the prominent features

and spatial dependency of the spatial field (see Figure 1). Generally, the concentration of the large DCT

coefficients is on the top left corner of the transformed space. This clustering of coefficients corresponds to the

modes with large-scale variations in the horizontal, vertical, and diagonal directions. When quantitative prior

information is available, proper coefficients can be selected more systematically. For example, if the dominant

features of the spatial field are known a priori to be vertically oriented then more coefficients should be selected

from the left side of the DCT coefficients array. If the dominant features are horizontally oriented then more

coefficients should be selected from the top of the DCT coefficient array. In a spatial inverse problem the

spatial field is mostly unknown, so it is not possible to identify the retained modes by ordering the coefficients.

In such cases, where prior information is unavailable, a reasonable alternative is to retain modes associated

with coefficients inside a symmetric triangle or a square on the top left corner. Hence, applying truncated

DCT in a regular grid, the spatial process Y (s, ω), where ω ∈ Ω, s = (sx, sy) ∈ D ⊂ R2, can be written as

Y (s, w) = Bc(s)θ(w) (2.6)
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Figure 1: A spatial field, the corresponding DCT coefficients and the spatial field obtained by the inverse DCT transform retaining
the first 15 DCT coefficients.

where θ is the vector of the truncated DCT coefficients and Bc is the matrix of the corresponding DCT basis

functions. Generally, the DCT coefficients decay very fast (see Figure 1) and we only need to retain a few DCT

coefficients. Hence the dimension of θ is usually very small compared to the dimension of the spatial field.

For example in Figure 1, a good approximation of the 20× 20 dimension spatial field is obtained by retaining

the first 15 DCT coefficients. Given the truncated DCT coefficients θ, the spatial field can be obtained by the

corresponding inverse DCT transformation as given in 2.6.

3. The Bayesian hierarchical model

In this section, we elaborate on the Bayesian hierarchical model used to construct the posterior distribution

of the unknown model parameters given the observed output data. We consider two types of inputs: the first

type is the unknown spatial field which we want to infer about using the output observations, the second type

of inputs comprises all other model parameters which are completely known. In this article, we consider the

uncertainty accounted for by the unknown input spatial field together with the uncertainties related to the

computer codes. We first build an emulator which is an approximation to the unknown function that maps

the inputs to the outputs, using both simulated and observed output data. Suppose we have ns run of the

6



computer model or the forward simulator and the outputs are denoted as zsi , i = 1, 2, . . . ns. The corresponding

known input model parameters are denoted as xs
i , i = 1, 2, . . . ns. The corresponding calibration inputs for

the spatial field are generated by a Latin hypercube sampling of the DCT coefficients (as described in detail

in subsection 3.5). Let us denote the simulated calibration inputs as xt
i, i = 1, 2, . . . ns, and the corresponding

input spatial field is obtained by the inverse DCT transformation. The statistical model for the simulated

data is then given by

zsi = η(xs
i , x

t
i) + ǫsi , i = 1, 2, . . . , ns. (3.1)

We also have additional nr (nr << ns) observed data from the output of the physical process given by

zri , i = 1, 2 . . . , nr. The corresponding known input variables are denoted as xr
i , i = 1, 2, . . . nr and the

corresponding unknown spatial field is parametrized by the unknown DCT coefficients θ. The statistical

model for the observed data is given by

zri = η(xr
i , θ) + ǫri , i = 1, 2, . . . nr. (3.2)

Here η() denotes the statistical emulator based on multivariate adaptive regression splines, which is described

in more detail in section 3.1.

We assume that the emulator model errors for the forward simulator or computer code, ǫsi ’s are i.i.d.

N(0, σ2
z). The combined BMARS model errors and the observational errors for the output, ǫri ’s, are assumed

to be i.i.d. N(0, τzσ
2
z). For the observed data, the scale multiplier for the error variance, τz , is considered in

order to incorporate the model discrepancy factor. The model discrepancy factor signifies the difference in the

true mean output of the real-world physical process and the corresponding computer model output for the

given inputs.

Note that this model discrepancy factor representation is different from the usual model calibration ap-

proach (Kennedy and O’Hagan, 2001). In most of the literature, a separate model (e.g. a GP) is assumed

for the model discrepancy. On the other hand, Brynjarsdóttir and O’Hagan (2014) showed that without in-

formative priors on the model discrepancy parameters the model discrepancy error is confounded with the

other types of errors. So without any prior information on the model discrepancy error, we propose a simple

alternative for our application, where the variance of the combined discrepancy error, emulator error, and

observational error are considered as a multiple of the emulator model error variance. This formulation also

allows us to use a Gibbs step while updating τ in the MCMC method. This is described in more detail in
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section 4.

In addition to the output observations, we also assume that a “coarse-scale” or “low resolution” data is

available for the unknown spatial field, denoted by yc. A very few “fine-scale” or full-resolution observations

are also available for the spatial field denoted by yo. We would like to integrate all these available data (zr,

yc and yo) in the Bayesian hierarchical model to quantify the uncertainty in the input spatial field.

The hierarchical model for the posterior distribution of the model parameters is given by

P (θ, σ2
z , τz|x

t,xr,xs, zr, zs,yc,yo) ∝ P (θ, σ2
z , τz , z

r, zs,yc,yo|x
r,xs,xt)

= P (zr, zs|θ, σ2
z , τz,x

r,xs,xt)

× P (yc|θ)P (yo|θ)P (θ, τz, σ
2
z). (3.3)

The first term on the second line of the right-hand side of the hierarchical model (3.3) is the likelihood of the

output data given the inputs and model parameters. Note that the likelihood contains the unknown function

η, which maps the inputs to the outputs. The second term, P (yc|θ), denotes the probability distribution of

the coarse-scale data given the spatial field. The third term, P (yo|θ), denotes the probability distribution of

the observed fine-scale spatial data given the DCT coefficients. The last term, P (θ, τz, σ
2
z), denotes the prior

distribution for the model parameters. In the following subsections, we will first elaborate on how we model

each of the terms on the right-hand side of the Bayesian hierarchical model (3.3). Then we will discuss the

design techniques used for sampling the inputs for the ns simulation runs.

3.1. Modeling the likelihood using Bayesian MARS emulators

In this section, we describe the Bayesian multivariate adaptive regression spline(BMARS) approximation

of the forward simulator as described in 3.1 and 3.2. We assume that there are k1 input variables that are com-

pletely known for each output, so that xs
i = (xs

i1, x
s
i2, . . . , x

s
ik1

), i = 1, 2, . . . ns and xr
i = (xr

i1, x
r
i2, . . . , x

r
ik1

), i =

1, 2, . . . nr. Let Xs and Xr denote the corresponding matrices obtained by augmenting the vectors xs
i ’s and

xr
i ’s respectively. Also, it is assumed that k2 coefficients are retained in the DCT transformation of the spatial

field, i.e., xt
i = (xt

i1, x
t
i2, . . . , x

t
ik2

), i = 1, 2, . . . ns. Let Xt be the matrix obtained by augmenting these xt
i’s.

Similarly, let Xθ be the matrix obtained by augmenting θ’s nr times. Combining the simulated data and the

observed data we can write the model 3.1 and 3.2 as

Z = η(X) + ε (3.4)
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where,X =







Xs Xt

Xr Xθ






, Z =







zs

zr






=
(

zs1, z
s
2, . . . , z

s
ns
, zr1 , z

r
2 , . . . , z

r
nr

)

′

and ε =







ǫs

ǫr






=
(

ǫs1, ǫ
s
2 . . . ǫ

s
ns
, ǫr1 . . . ǫ

r
nr

)

′

.

The multivariate adaptive regression splines (MARS) (see Friedman (1991)) is a regression method where the

unknown simulator or “black box” is approximated by a regression function as given below:

η(x) =

m
∑

i=1

βiBi(x) (3.5)

where, the basis function Bi(x) is given by

Bi(x) =











1 i = 1

∏Ji

j=1

[

sji.(xν(ji) − tji)
]

+
, i = 2, 3, ..

(3.6)

Here (.)+ = max(0, .) and Ji is the degree of the interaction of Bi. The sji, which we shall call the sign

indicators, equal ±1 and the ν(j, i)’s are the index of the predictor variable which is being split on the tji

(known as the knot points). The knot points give the position of the splits. The ν(j, .) (j = 1 . . . J) are

constrained to be distinct so that each predictor only appears once in each interaction term. Frequently

some maximum order of interaction I is assigned to the model such that Ji ≤ I(i = 1 . . .m). We let Ti ∈

{1, 2, . . .NI}(NI =
∑I

i=1

(

k1+k2
i

)

) to denote the type of basis function Bi. Thus Ti, in effect, just tells us

which predictor variables we are splitting on, i.e. what the values of ν(1, i), . . . , ν(Ji, i) are. We denote

all the parameters in the model as (m, cm,βm). Here cm = (V1, . . . ,Vm) where each Vi is the (1 + 2Ji)

dimensional vector (Ti, t1i, s1i, . . . , tJi, sJi) which corresponds to the basis function Bi. After including the

BMARS parameters in the hierarchical model, the posterior distribution (3.3) is modified to the following

form.

π(θ, σ2
z , τz ,m,βm, cm) = P (θ, σ2

z , τz,m,βm, cm|Xt, Xr, Xs, Z,yc,yo)

∝ P (θ, σ2
z , τz,m,βm, cm, Z,yc,yo|Xt, Xr, Xs)

= P (Z|X,m,βm, cm, σ2
z , τz)P (yc|θ)P (yo|θ)

× P (θ)P (τz)P (σ2
z)P (βm|m)P (cm|m)P (m). (3.7)

We assume

ǫsi
i.i.d.
∼ N(0, σ2

z), i = 1, 2, . . . , ns, (3.8)
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and

ǫri
i.i.d.
∼ N(0, τzσ

2
z), i = 1, 2, . . . , nr. (3.9)

Hence, the likelihood P (Z|X,m, cm,βm, σ2
z , τz) is the pdf of the multivariate Normal distribution with mean

∑m
i=1 βiBi(X) and variance covariance matrix Σ = σ2

zS, where S =







Ins
0

0 τzInr






.

3.2. Modeling the coarse-scale data

In many cases, low resolution or “coarse-scale” data are readily available which could be easily incorporated

into the hierarchical model to reduce the uncertainty of the fine-scale spatial field. To include the coarse-scale

data we would use an “upscaling” procedure linking the coarse and the fine-scale data. The simplest way to

describe the upscaling procedure in the spatial domain is the use of spatial block averages of the fine-scale

spatial data to obtain the coarse-scale data. We need to modify this averaging idea in such a way that the

average output obtained by solving the forward model (and the corresponding boundary conditions) in this

upscaled spatial field is very close to the output obtained by solving the forward model in the fine scale. The

main theme of the procedure is that given a fine-scale spatial field Y , we can use an upscaling operator L (it

can be averaging or more complicated integrations with boundary conditions), such that that the coarse-scale

data yc can be expressed as yc = L(Y ) + ǫc. Here ǫc is the random error that explains the variations of the

observed coarse-scale data from the deterministic upscaling procedure. As we have parameterized the spatial

field Y using the DCT transformation the corresponding model in terms of the DCT coefficients is given by

yc = Lc(θ) + ǫc (3.10)

where, Lc can be looked upon as an operator whose input is the transformed DCT coefficients of the fine-scale

spatial field and output is the coarse-scale spatial field. We assume that the error ǫc follows a multivariate

Normal distribution with mean 0 and covariance matrix σ2
c I, i.e., yc|θ, σ

2
c ∼ MVN(Lc(θ), σ

2
c I). The prior

distribution of σ2
c is assumed to be Inverse Gamma(ac, bc). Furthermore, after integrating out σ2

c the marginal

distribution of yc given θ is given by

P (yc|θ) ∝
Γ(ac +N∗/2)

[

bc +
1
2

(

yc − Lc(θ)
)

′
(

yc − Lc(θ)
)](ac+N∗/2)

. (3.11)

where N∗ is the number of observed data on the coarse-scale spatial field.

10



3.3. Modeling the observed fine-scale data

As mentioned before, the fine-scale observations are also obtained at a few locations of the spatial field.

The model for such observed fine-scale spatial data, yo, is given by

yo = yp + ǫk (3.12)

where, yp is the the fine-scale spatial field at the given locations of yo obtained from the inverse DCT trans-

formation of θ as described before. ǫk is the model error for the DCT approximation. We assume ǫk follows

a multivariate Normal distribution with mean 0 and covariance matrix σ2
kI, i.e., yo|θ, σ

2
k ∼ MVN(yp, σ

2
kI).

The prior for σ2
k is assumed to be Inverse Gamma(ak, bk). After integrating out σ2

k the conditional distribution

of yo given θ is given by

P (yo|θ) ∝
Γ(ak +Nobs/2)

[bk +
1
2 (yo − yp)′(yo − yp)](ak+Nobs/2)

. (3.13)

where Nobs is the number of observations on the fine-scale spatial field.

3.4. Prior specification

Bayesian multivariate adaptive regression spline assigns a prior distribution to every unknown parameter

in the model. We assume vague, but proper, prior for σ2
z , where σ2

z ∼ Inverse Gamma(az, bz). Similarly we

assume τz ∼ Inverse Gamma(aτ , bτ ). The prior for Ti are assumed to be uniformly distributed on {1, 2, . . .N}.

The prior for sign indicators, sji, and knot points, tji, are also assumed to be uniformly distributed on the

sets {1,−1} and {1, 2, . . . n} respectively. We use another vague, but proper prior, for the coefficients of the

basis functions, i.e., we assume the βi ∼ N(0, ασ2
z), where α is very large. The prior distribution of m is taken

to be a truncated Poisson distribution with parameter λ, truncated at mmax. The prior distribution for θ is

considered as following.

θ|σ2
θ ∼ MVN(0, σ2

θI) and σ2
θ ∼ Inverse Gamma(ao, bo). After integrating out σ2

θ we obtain the marginal

prior distribution as

P (θ) ∝
Γ(ao + k2/2)

[bo +
1
2θ

′θ](ao+k2/2)
. (3.14)

3.5. Design of the simulation experiments

OOne of the very important issues in implementing the emulator model is the choice of input configurations

at which the simulator model is executed to obtain the training data. The main objective of choosing the

input design configuration is to learn how the unknown function maps the input to the output over well-spaced
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input points that cover the wide region of interest as close as possible. In our problem, the unknown inputs

of the forward model is a spatial field. The usual way to create multiple realizations of spatial random field

is to draw a simple random sample from a Gaussian process with a proper correlation structure. Since the

computer simulator is very expensive for a complicated physical process, the number of samples of the spatial

field has to be kept small for practical reasons. In that case, a more accurate assessment of the emulator can

be obtained when a more efficient sampling method such as Latin hypercube sampling (McKay et al. (1979),

Ross (1990)) is used.

In this article, we use the following design scheme for our emulator. As discussed before, very few realiza-

tions of the fine-scale spatial field yo are available, but the data from a relatively coarser scale, yc is available.

We use these coarse-scale data for the design purpose. In this situation, the available coarse-scale data is trans-

formed to fine-scale data by replacing every element in the fine-scale of a coarse block with the corresponding

coarse-scale value. Then DCT transformation is applied to such fine-scale data and the DCT coefficients are

truncated up to a desired degree of accuracy. Suppose the transformed DCT coefficients are θobs. A large

number of samples of the DCT coefficients, say Ns samples, are then obtained using Latin hypercube sampling

from a multivariate Normal distribution with mean θobs and variance γI. Such Latin Hypercube samples can

be obtained by slightly shifting the simple random samples obtained from the target multivariate distribution

(see Stein (1987); Mondal and Mandal (2020)). Then ns samples, having the minimum distance between the

set of points, are selected from the original Ns LHS samples. The corresponding ns input spatial fields are

obtained from the inverse transformation of the sampled DCT coefficients.

4. Sampling from the posterior

The Bayesian model casts the inverse solution as a posterior probability distribution over the model pa-

rameters. Here, we use a hybrid sampling method, which is a combination of Gibbs sampling and Metropolis-

Hastings algorithm, to sample from the joint posterior distribution, π(θ, σ2
z , τz ,m, βm, cm). Note that the

number of basis functions in the BMARS model is not fixed, hence the dimension of the parameter space of

the posterior is also random. We use the reversible jump MCMC algorithm, as introduced by Green (1995),

to sample from the parameter space of varying dimensions. An algorithm of the sampling procedure from the

posterior distribution is given by 1.

The details about the conditional and marginal distributions used in Algorithm 1 are given below. Step
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Algorithm 1 Hybrid Sampling Algorithm

Step 1. First we would like to sample from the joint conditional distribution of m, cm,βm, σ2
z given θ, τz. In

order to sample from this joint distribution we do the following three sub-steps.

1. The marginal distribution of m, cm given θ, τz can be computed up to a constant of proportionality by
integrating over σ2

z and β. We sample from this marginal distribution using reversible jump MCMC
technique where at each step we use one of the following types of moves: (a)the addition of a basis function
(BIRTH); (b) deletion of a basis function (DEATH); (c) a change in a knot location (CHANGE). The
BIRTH move is carried out by choosing uniformly a type of basis function, say Ti to include in the
model. Then a knot location and sign indicator for each of the Ji factors in the new basis is chosen
uniformly. In the DEATH move, the deletion of a basis function is done in such a way as to make the
jump reversible. This is done by removing a uniformly chosen basis function from the present set of
basis functions (except the constant basis function).

2. The marginal distribution of β given m, cm, τz, θ can be expressed in a closed-form after integrating over
σ2
z , so a Gibbs sampling step is used to sample from this marginal conditional distribution.

3. The conditional distribution of σ2
z given m, cm,βm, τz, θ can be expressed in a closed form, so a Gibbs

sampling step is used to sample from this conditional distribution.

Step 2. The conditional distribution of τz given m, cm, βm, σ2
z , θ can be expressed in a closed form, so a

Gibbs sampling step is used to sample from this conditional distribution.
Step 3. The conditional distribution of θ given m,βm, cm, σ2

z , τz can be expressed up to a constant of
proportionality, so a Metropolis-Hastings step is used to sample from this conditional distribution.

1.

P (m, cm|θ, τz, Xt, Xr, Xs, Z,yc,yo) ∝

∫

β

∫

σ2
z

P (Z|X, σ2
z , τz ,m, cm, βm)

× P (cm|m)P (β|m)P (m)P (σ2
z )dσ

2
zdβ

= π1(m, cm|θ, τz), (say) (4.1)

It can be shown that

log(π1) = C1 − (
n

2
+ az)log(d)−

m

2
τz + (m− 1)log(λ)− log(p!)−

m

2
log(α)− log(NI)−

m
∑

j=1

Jj log(2n), (4.2)

where,

d = 2bz + Z ′S−1Z + (B′S−1Z)′Σ−1
k (B′S−1Z), Σk =

[

B′S−1B+ I/α
]

,

p = k1 + k2, C1 =
1

2
log|Σ−1

k | and B = (B1, B2, . . . , Bm). (4.3)

Hence, the acceptance probability of reversible jump MCMC step as described in the first part of step 1 of
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the algorithm 1 can be written as

α = min

(

1,
π1(m

′, c′m
′

|τz , θ)S((m
′, c′m

′

) → (m, cm))

π1(m, cm|τz, θ)S((m, cm) → (m′, c′m′))

)

(4.4)

where,(m, cm) denotes the current model parameters and (m′, c′m
′

) denotes the proposed model parameters.

At each iteration we either have a “birth” move or a “death” move or a “change” move step with probability

bm, dm and ρm respectively. The proposal ratio for a “birth” move is given by

S((m′, c′m
′

) → (m, cm))

S((m, cm) → (m, c′m′))
=

P
(

propose death(m+ 1, c′m+1) → (m, cm)
)

P (propose birth(m, cm) → (m+ 1, c′m+1))

=
dm+1/m

bm/[NI(2n)Jm+1 ]
, (4.5)

The proposal ratio for a “death” move is given by

S((m′, cm
′

) → (m, cm))

S((m, cm) → (m, c′m′))
=

P
(

propose birth(m− 1, c′m−1) → (m, cm)
)

P (propose death(m, cm) → (m− 1, c′m−1))

=
bm−1/[NI(2n)

Jm−1 ]

dm/(m− 1)
. (4.6)

The proposal ratio for a “change” move is always 1. Note that here bm + dm + ρm = 1, ∀m. In particular

we take bm = dm = ρm = 1
3 ∀m = 2, 3, . . .mmax, b1 = 1, d1 = ρ1 = 0 and bmmax

= 0, dmmax
= 1, ρmmax

= 0

Similarly, the Gibbs step in the second part of step 1 of the algorithm is carried out by generating samples

from the marginal conditional distribution of βmgiven m, cm, τz , θ, Xr, Xt, Xs, Z,yc,yo given by

βm|m, cm, τz , θ, Xt, Xr, Xs, Z,yc,yo ∼ tn+2az

(

Σk[B
′Σ−1Z],

d

n+ 2az
Σk

)

, (4.7)

In the third part of step 1 of the algorithm, the Gibbs step is done by generating random samples from

the conditional distribution of σ2
z given m, cm, βm, τz, θ, Xt, Xr, Xs, Z,yc,yo, which is given by

σ2
z |m, cm, βm, τz , θ, Xt, Xr, Xs, Z,yc,yo ∼ Inverse Gamma(δz1, δz2) (4.8)

where,

δz1 = az +
m+ n

2
, δz2 = bz +

(Z −Bβ)′Σ−1(Z −Bβ)

2
+

β2

2α2
(4.9)
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Step 2. For a given m, cm we write the matrix of the basis functions defined on BMARS as B =







Bs

Br






.

The Gibbs sampling in step two of the algorithm 1 is carried out by sampling from the conditional distribution

of τz given m, cm,βm, σ2
z , θ, Xt, Xr, Xs, Z,yc,yo, which is given by

τz|m, cm, βm, σ2
z , bmθ,Xt, Xr, Xs, Z,yc,yo ∼ Inverse Gamma(δτ1, δτ2) (4.10)

where,

δτ1 =
nr

2
+ aτ , δτ2 =

(Zr −Brβ
m)′(Zr −Brβ

m)

2σ2
z

+ bτ (4.11)

Step 3. The condition distribution of θ given m, cm, βm, σ2
z , τz, Xt, Xr, Xs, Z,yc,yo as used in step three of

the algorithm is described below. Let us denote

P (θ|m, cm,βm, σ2
z , τz, Xt, Xr, Xs, Z,yc,yo) as π2(θ|m, cm, βm, σ2

z , τz), then

log(π2) ∝ −(Zr −Brβ
m)′(Zr −Brβ

m)/(2σ2
zτz)

− (ac +N∗/2)log (bc + (yc − Lc(θ))
′(yc − Lc(θ))/2)

− (ak +Nobs/2)log (bk + (yo − yp)
′(yo − yp)/2)

− (ao + k2/2)log (bo + θ′θ/2) . (4.12)

The Metropolis-Hastings sampling in the third step of the algorithm is carried out by first proposing a new

parameter θ′ = θ+ hξ, where ξ is a random variable and h is the jump size. The acceptance probability of θ′

is given by

α = min

(

1,
π2(θ

′)q(θ|θ′)

π2(θ)q(θ′|θ)

)

(4.13)

where q(θ|θ′) is the proposal distribution of θ given θ′.

5. Simulation and real examples from reservoir models

The spatial inverse problem has applications in many fields such as groundwater flow, chemical kinetics,

weather forecasting, and reservoir characterization. For the definiteness, here we only consider examples from

reservoir characterization. Petroleum reservoirs are complex geological formations that exhibit a wide range

of physical and chemical heterogeneities. Geostatistics, and more specifically, stochastic modeling of reservoir
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heterogeneities are being increasingly considered by reservoir analysts and petroleum engineers for their po-

tential in generating more accurate reservoir models together with realistic measures of spatial uncertainty.

The goal of reservoir characterization is to provide a numerical model of reservoir attributes such as hydraulic

conductivities (permeability), storativities (porosity), and fluid saturation. These attributes are then used

as inputs to the complex forward model represented by various flow simulators to forecast future reservoir

performance and oil recovery potential. In most flow situations, the single most influential input is the per-

meability spatial field, k in our notation. Permeability is an important concept in porous media flow (such as

the flow of the underground oil). Physically, permeability arises both from the existence of pores and from

the average structure of the connectivity of pores. The permeability is measured on a positive scale and its

distribution is generally positively skewed, so we take logarithm transformation for our modeling convenience,

i.e., Y = log(k). The main available response is the fractional flow or the water-cut data (denoted by z),

which is the fraction of water produced in relation to the total production rate in a two-phase oil-water flow

reservoir. There are two kinds of inputs of the forward simulator: (i) a permeability spatial field Y which

is parametrized by DCT transformed coefficients θ and (ii) the pore volume injected. Given the inputs of

the model, the output or the water-cut observations can be obtained from Darcy’s law and conservation of

mass, which contains several partial differential equations. The goal of our inverse model is to learn about the

unknown input spatial field given the output (zr), some coarse-scale realization of the permeability field (yc),

and a few fine-scale realizations of the spatial field (yo) in the well locations.

5.1. Numerical results for a simulated reservoir example

In our first example, we consider a simulated data from reservoir characterization. As discussed before, the

output is the fraction flow or water-cut data and the two types of inputs are a 25× 25 spatial field on a unit

square and pore volume injected. Each grid for fine-scale data is of 0.04× 0.04 square unit. First, we generate

100 samples of 15 DCT coefficients using Latin hypercube sampling from multivariate Normal distribution.

Each of these sets of 15 DCT coefficients corresponds to a log permeability field obtained by the respective

inverse DCT transformation. Thus we have 100 simulated realizations of the input spatial field. The other

input variable is the pore volume injected (rescaled to 0−1) at the injector wells. The simulated output is the

fractional flow or water-cut data which is obtained by running the computer simulator of the forward model.

For each simulated spatial field we have 50 outputs corresponding to 50 known input of second type (pore

volume injected). An additional spatial permeability field is obtained using GEO-R software which is treated

as a reference permeability field. We treat this spatial field as unknown which we want to calibrate. We use
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the computer forward model to simulate the corresponding outputs. Since no real data is used in the model,

the model discrepancy factor is not considered here, i.e., τz = 1. Before the calibration problem is solved,

we first build an emulator based on a portion of the simulated data, called the training data, and see how

our emulator performs on the test data. So we first divide the 5000 simulated data set on the inputs and the

outputs corresponding to the 100 simulated spatial field into two parts. The first 4500 data set corresponding

to 90 simulated spatial permeability field is called the training data set. The rest 500 data set corresponding

to 10 permeability field is regarded as the test data set. First, we built the BMARS emulators where the

regressors are the DCT coefficients of the permeability field and the pore volume injected. The response is

the logit transformation of the water-cut data. Then we use the fitted model on the training data to predict

the output for the test data. This process is called computer model validation. In Figure 2 the scatter

plot of the mean of fitted output versus the mean of the simulated output shows that all the observations lie

almost on the straight line through the origin. Also, from the box plot of the predicted errors, we can see that

the median of the errors is close to zero. The simulated output, the corresponding fitted mean, and the 95%

credible interval are shown in Figure 3. All the above-mentioned plots indicate that the BMARS emulators

can predict the output very well.

0 0.2 0.4 0.6 0.8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
Fitted vs the simulated output

F
itt

ed
 o

ut
pu

t

Simulated output
1

−0.1

−0.05

0

0.05

0.1

F
itt

ed
 E

rr
or

Box plot of the fitted error

Figure 2: Left: Cross plot of fitted vs simulated test data, Right: Box plot of the residuals for the test data

Next, we consider the permeability field generated by GEO-R as a reference spatial field, which is treated

as the unknown spatial field in our model. The observed coarse-scale log permeability field, yc, is calculated

using the upscaling procedure in a 5 × 5 coarse grid. So the scale difference of the coarse-scale permeability

field with respect to the fine-scale permeability field is 5 unit in each direction, i.e, each grid on coarse-scale

data is of 0.2 × 0.2 square unit. The fine-scale log permeability field is assumed to be observed only at 6

well locations along the boundaries, denoted by yo. We use 50 observed real output data corresponding to
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Figure 3: Fitted mean and 95% credible interval for one set of test data using the emulator
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Figure 4: Log permeability fields for the simulated example. Top left: Reference field, Top right: Initial field of the Markov chain,
Bottom Left: Observed coarse-scale permeability, Bottom right: Posterior median.
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Figure 5: Posterior distributions for the simulated example. Top Left: Posterior density of σ2
z
, Top Right: Posterior density of

θ1, Bottom Left: Posterior density of θ2, Bottom Right: Posterior density of θ3.

the reference permeability field and 5000 simulation data corresponding to the 100 simulation runs in our

model. We simulate 200000 samples from the posterior by the hybrid reversible jump MCMC, Gibbs, and

Metropolis-Hastings method described before. After the 10000 burn-in period we retain every 10th sample.

Figure 4 shows the reference log permeability field and the mean of the posterior log permeability field. We can

see that the posterior mean is very close to the reference log permeability field. Figure 5 shows the posterior

density of the highest DCT coefficient, θ1 and the posterior density of σ2
z . The posterior density of θ1 has

a peak near 26 which is close to the true highest DCT coefficient(26.43) of the transformed reference field.

The marginal one-dimensional and two-dimensional posterior distribution of the top four DCT coefficients are

shown in Figure 6. We also compare the computational efficiency in terms of CPU time for the emulator-

based MCMC method to the regular simulator-based MCMC method. The results from Table 1 show that

the emulator-based method is at least 20 times faster than the direct simulator-based MCMC method.

MCMC method Time per likelihood calcu-
lation

Time per MCMC iteration Total time for inversion
(200000 samples)

Simulator based 5.000 5.112 1022400
Emulator based 0.112 0.212 42900

Table 1: Computational times, in seconds, of the emulator based and simulator based MCMC methods.
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Figure 6: One dimensional and two dimensional posterior marginals of the largest DCT coefficients for the simulated model.

5.2. Numerical results for a real field example

Here we apply our model on a real field example, viz., PUNQ-S3 data-set. The PUNQ-S3 model has been

taken from a reservoir engineering study on a real field example provided by Elf Exploration Production. It was

qualified as a small-size industrial reservoir engineering model. The PUNQ-S3 data set was an experimental

study where the true permeability was actually known on the 19×28×5 grid but the researchers were asked not

to use the permeability data for their modeling purpose. They were asked to use the production history only

to infer about the true permeability field and then compare how their model resembles the true permeability

field. For our example, we consider only the second top layer of the five layers in the model and follow the

same guidelines. We have used the 50 production history i.e., the water-cut data, the permeability data on a

5× 5 coarse grid, and the true fine-scale permeability data only on the 6 well locations to infer about the fine-

scale permeability field. The permeability measurements are expressed in the unit of mD where 1mD = 10−3

Darcy = 10−12m2. The spatial locations of the fine-scale permeability field were given to the researchers in a

transformed Cartesian coordinate system with each grid of 180× 180 square unit starting from the origin, i.e.,

the coordinate of the top-left grid block is (0, 0) and that of the bottom-right grid block is (3420, 5040). Each
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Figure 7: Log permeability fields for the PUNQ-S3 model. Top left: Reference field, Top right: Initial field of the Markov chain,
Bottom Left: Observed coarse-scale permeability, Bottom right: Posterior median.

grid on coarse-scale data is of 684× 1008 square unit. We use log transformation of the permeability data and

logit transformation of the fractional flow data in our model. To build the BMARS emulator we generate 100

samples of 16 DCT coefficients using Latin hypercube sampling from multivariate Normal distribution. Each

of these sets of 16 DCT coefficients corresponds to a log permeability field obtained by the respective inverse

DCT transformation. The other type of input considered is 50 injected pore volumes (rescaled to 0 − 1) for

each of these spatial fields. For each of these 5000 simulated input observations the output or water-cut data

is simulated using computer codes for the forward simulator. We use 50 observed real water-cut data and 5000

simulated water-cut data in our model. We draw 200000 samples from the posterior distribution, after the

10000 burn-in period we retain every 10th sample. From Figure 7 we can see that the posterior median of the

sampled permeability field is close to the reference permeability field. The marginal posterior distribution of

some of the model parameters is shown in Figure 8. Even though we have used almost flat priors for the model

parameters, from the posterior marginals we can see that the observed data can reduce the uncertainties of

21



60 65 70 75
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Posterior distribution of θ
1

θ
1

p.
d.

f

−10 −5 0 5 10 15
0

0.05

0.1

0.15

0.2

Posterior distribution of θ
5

θ
5

p.
d.

f
−5 0 5 10 15 20
0

0.05

0.1

0.15

0.2

0.25

θ
9

Posterior distribution of θ
9

0.05 0.06 0.07 0.08 0.09 0.1
0

20

40

60

80

100

Posterior distribution of σ
z
2

σ
z
2

p.
d.

f

Figure 8: Posterior distributions for the PUNQ-S3 model. Top Left: Posterior density of θ1, Top Right: Posterior density of θ5,
Bottom Left: Posterior density of θ9, Bottom Right: Posterior density of σ2

z
.

60 65 70 75
0

0.2

0.4

θ 1
θ 5

65 70 75
−5

0

5

10

−10 0 10 20
0

0.1

0.2

θ 8

65 70 75

0

5

10

−5 0 5 10

0

5

10

−10 0 10 20
0

0.2

0.4

θ 9

θ
1

65 70 75

0

5

10

15

θ
5

−5 0 5 10

0

5

10

15

θ
8

0 5 10

0

5

10

15

−10 0 10 20
0

0.2

0.4

θ
9

Figure 9: One dimensional and two dimensional posterior marginals of the largest DCT coefficients for the PUNQ-S3 model.
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Figure 10: Fitted mean and 95% credible interval of the observed output for the PUNQ-S3 model using the emulator

the model parameters. The marginal one-dimensional and two-dimensional posterior distribution of the top

four DCT coefficients are shown in Figure 9. From the marginal distribution, we can see that the marginal

posterior for all the DCT coefficients have a peak near the true value of DCT coefficients obtained by the DCT

transformation of the reference log permeability field. Hence we can conclude that our Bayesian model can

quantify the uncertainties in the unknown permeability field very well. The mean of the fitted output data

corresponding to the reference permeability field together with its 95% credible interval is shown in Figure 10.

From the predictive mean and the credible interval, we can conclude that the BMARS emulator predicts the

output very well.

6. Conclusion

The paper pursues a Bayesian approach to inverse problems in which the unknown quantity is a spatial

field. The posterior distribution provides a quantitative assessment of the uncertainty in the inverse solution.

The computational challenges associated with the repeated evaluation of the forward simulator are addressed.

We use emulators based on the Bayesian approach to multivariate additive regression splines to avoid the

computational challenges of the direct simulation-based approach. The unknown spatial field is parameterized

by DCT transformation and the transformed DCT coefficients are used as regressors in the BMARS model.

Numerical results show that the BMARS emulator-based MCMC method has substantial efficiency gain over

the simulator-based MCMC method in terms of CPU time. Our method is very flexible and can be applied

to any physical process whose input is a spatial field. The method can be adapted to other inverse problems
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very easily as the mathematical model for the physical process was never used in the model. Moreover, the

developed BMARS emulators can be easily used for prediction purposes which is very important in many

fields such as production forecasting in oil reservoirs.
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