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Yield stress materials fail when the imposed stress crosses a critical threshold. A well-known
dynamical response to the applied stress is the phenomenon of creep where the cumulative defor-
mation grows sublinearly with time, prior to failure or arrest. Using extensive molecular dynamics
simulations, we study such response for a model amorphous system, in the athermal limit, and probe
how the annealing history of the initial state determines the observed behaviour to an applied shear
stress. Further, we analyze the microscopic dynamics in the vicinity of the yield threshold, using
large systems, and characterize the spatiotemporal signatures towards arrest or flow, at different
scales.

I. INTRODUCTION

The mechanical properties of amorphous materials de-
termine the occurrence of diverse natural phenomena
(e.g. landslides, avalanches, etc.) as well a large number
of products and applications (e.g in the form of glasses,
gels, foams, emulsions, colloids etc.). Therefore, devel-
oping a physical understanding, from a microscopic per-
spective, of the processes that lead to the observed me-
chanical response is necessary and hence draws a signif-
icant amount of research efforts utilizing a combination
of experiments, numerical modelling at micro as well as
meso scales, and analytical frameworks (e.g. see reviews
[1–4]). The characteristic feature of amorphous solids,
soft or hard, is the existence of a yield stress, exceed-
ing which the material fails or enters steady flow. The
approach to yielding occurs via the proliferation of lo-
cal plastic events which self-organise to form extensive
avalanches. Even after yielding, such spatially organ-
ised events persist, e.g. in the form of shear bands [5].
It is now well-established that the transient response dis-
played by these materials depends on the preparation his-
tory of the amorphous state, and recent theoretical work
has focused on probing this in terms of ductile/brittle
response depending upon the degree of annealing [6–12].

One of the typical mechanical protocols involves the
application of an externally imposed step stress on the
material and in response, amorphous solids display an in-
teresting dynamical feature known as creep, wherein the
time evolution of the emergent strain, resulting from the
applied loading, increases sub-linearly [13]. In the case of
thermal glasses or gels, the creep process can in principle
proceed indefinitely with diverse sub-linear exponents re-
ported in literature (e.g. see [14–26]) and a logarithmic
growth has been proposed in the asymptotic regime [27].
However, in the case of athermal or non-Brownian sys-
tems, the sub-linear growth can suddenly terminate in
the form of a dynamical arrest, if the amount of applied

stress is below the static yield stress threshold [3, 28].
Above the threshold, the material eventually reaches a
steady flow, as in the case of soft glassy materials, or can
fail catastrophically, as in the case of brittle solids. Al-
though there are several experimental studies of creep in
non-Brownian materials, numerical or analytical inves-
tigations have been limited. Only recently, using mean
field or elasto-plastic models, athermal creep has been
analysed in some details [29–32]. However, most of these
studies provide the overall macroscopic analysis and the
spatio-temporal aspects need to be explored in a system-
atic way to analyse the processes at play.

In this work, we study how a two-dimensional dense
athermal amorphous solid responds to applied shear
stress, using extensive molecular dynamics simulations.
Our study is two-fold. The initial part focuses on demon-
strating how the annealing history for the preparation
of the athermal solid determines the macroscopic re-
sponse, specially the transient regime, including the de-
termination of the static yield threshold. In the second
half, we analyse the mechanism of dynamical arrest or
flow, around the yield threshold, and reveal the spatio-
temporal plasticity at work.

This manuscript is organised as follows. After the in-
troductory discussion in Section I, we provide details of
the model and the numerical methods in Section II. This
is followed an extensive discussion of our findings in Sec-
tion III. Finally, we have a concluding discussion in Sec-
tion IV.

II. MODEL AND METHODS

In this study, we consider a model two-dimensional
glass-forming binary mixture having two different sizes
[33, 34], whose mechanical response has been extensively
studied [35–37]. The ratio of such large (L) and small (S)

is given by NL

NS
= 1+

√
5

4 where NL and NS are the num-
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ber of L and S particles respectively. The interaction
between any pair of particles is the following:

Vαβ(r) = 4εαβ

[
(σαβ/r)

12 − (σαβ/r)
6
]
. (1)

where r = |ri − rj |, and α, β correspond to the identities
S or L. The values of the interaction parameters are
set to εSL = 1.0, εSS = εLL = 0.5εLS, σLS = 1, σLL =
2 sinπ/5, σss = 2 sinπ/10. In the following, we use εLS
and σLS as the unit for energy and length, respectively.
The cutoff radius in Eq. (1) is chosen as Rc = 2.5σLS and
the potential is smoothened out near the cutoff [38]. As

the time unit, we use
√
mσ2

LS/εLS, where m is the mass
of a particle that is considered to be equal for both type
of particles, i.e. m = mL = mS = 1.0. More details about
the model can be found in Ref.[35–37].

The equation of motion for any particle within the
athermal assembly is given by:

mir̈i =

N∑
j 6=i

f int(i,j) + fD(i,j) (2)

Here, the total force acting on the particle is a sum over
the interaction forces coming from the potential discussed

above, viz. f int(i,j) = −~∇V(i,j), and a dissipative force,

fD(i,j) = −ζw2(r(i,j)) (r̂(i,j) . v(i,j))r̂(i,j) which stabilizes

the system against runaway heating effects resulting from
the continuously imposed external drive in the form of
shear. Apart from the equations of motion corresponding
to the particle co-ordinates, we also have an equation
of motion of the macroscopic shear-rate (γ̇), resulting
from the constant shear stress (σ0) imposed along the
xy-plane. The constant stress protocol is implemented
via a feedback control scheme [24, 39], which leads to the
following form for the time evolution of shear rate due to
the imposed stress:

γ̈(t) = B[σ0 − σxy(t)] (3)

where σxy = [mi(v
x
i (t)vyj (t)) +

∑N
j>i(r

x
(i,j) f

y
(i,j)(t))]/V ,

is the Irving-Kirkwood expression for the shear stress,
using the velocity components, vx and vy at single par-
ticle level. Here, we choose a suitable value of damping
parameter, B = 1 such that it can capture the correct
long time dynamics and the fluidization of the material.
Previously, as mentioned earlier, the rheological proper-
ties of this binay mixture model has been studied and
the dynamical yield threshold has been reported to be
σd = 0.5107 [31] All imposed shear stress values (σ0) in
this work will be expressed in units of σd.

The molecular dynamics simulations were done us-
ing LAMMPS [40]. The cosnidered system sizes are
N = 102400, 409600 which lead to respective box-lengths
of L = 316.174, 632.348 for the density at which we probe
the properties of the model system. The time step for the
numerical integration was chosen to be τ = 0.001. We
prepare equilibrium thermal states at T = 2.98, 0.351
and subsequently, we generate inherent structures states,
labelled HTL and ESL, via energy minimization of

states sample from the respective equilibrated ensem-
bles. The third ensemble, labelled GQ, was prepared
by slowly quenching the thermal sample at T = 0.351 to
T = 0.0299 in 106τ .

III. RESULTS

A. Creep data: averages and fluctuations

We start our discussion of results by first analysing the
macroscopic response to applied shear stress. Since we
are imposing a shear stress on the system, our observ-
able of interest is the cumulative deformation that the
system undergoes with time which is quantified via the
shear strain, γ(t), and the corresponding rate of deforma-
tion quantified via the shear-rate γ̇(t). When the rate of
deformation, i.e. γ̇(t), becomes constant, then γ(t) ∼ t;
this would correspond to a non-equilibrium steady state.
If the system does not eventually flow but gets stuck,
then the amount of deformation will remain fixed after
that, i.e. γ(t) reaches a plateau and γ̇(t) goes to zero. An
intermediate regime is where the γ(t) grows sublinearly
with time, which is termed as creep. To remind, below an
applied stress threshold, we expect the dynamics to get
arrested, viz. γ̇(t) will vanish, and above the threshold,
steady flow, i.e. a constant γ̇(t), is expected in compli-
ance with the steady state macroscopic rheological flow
curve.

In the first and second rows of Fig.1, respectively, we
show the data for γ(t) and γ̇(t), averaged over the en-
semble of states considered, with the three columns cor-
responding to the data for the three different prepara-
tion histories, viz. HTL, ESL, GQ. The first important
finding is that the yield threshold, under applied stress,
is dependent on preparation history. For states labelled
HTL and ESL, within the resolution of our study, we ob-
serve flow for σ0/σd ≥ 1.077, and for smaller values of
σ0, the system gets stuck at long times. However, for
GQ, the threshold changes dramatically; there is no flow
for σ0/σd ≤ 1.468. Thus, with improved annealing, i.e.
for more low lying inherent structures states on the en-
ergy landscape, the yield threshold shifts to higher values.
This is consistent with findings in athermal quasistatic
shear, where the peak stress during yield is observed to
increase with increase annealing [6]. Since the yielding
stress threshold increases with preparation history, the
flow rate at which steady state is observed also changes;
lower lying energy states have a larger onset flow rate,
to be consistent with the underlying macroscopic flow
curve.

Note that the shape of the transient γ̇(t) have differ-
ent trends for the three different histories. For HTL,
γ̇(t) decreases with time, and then eventually vanishes
or reaches a steady state. For the other two histories,
γ̇(t) decreases in the case when the system gets arrested
at long times. On the other hand, when there is eventual
steady flow, γ̇(t) has a non-monotonic shape, with γ̇(t)
initially increasing, goes through a minimum and then
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FIG. 1. Response of states having different preparation histories. N = 102400. The three columns correspond to
histories labelled as HTL, ESL, GQ (see text for details). In each column, we show time evolution of ensemble-averaged (a)
macroscopic strain, 〈γ(t)〉 (b) macroscopic shear-rate, strain-rate γ̇ (labelled as 〈dγ(t)/dt〉) (c) strain fluctuations, ∆2γ(t) and (d)
potential energy fluctuations, ∆2Ep(t). For HTL states, data is shown for σ0/σd = 0.39, 0.489, 0.587, 0.685, 0.783, 0.881, 1.077.
For ESL states, data is shown for σ0/σd = 0.587, 0.783, 1.038, 1.077, 1.126, 1.175, 1.273. For GQ states, data is shown for
σ0/σd = 1.468, 1.547, 1.566, 1.615, 1.664, 1.713, 1.762.
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increases to the final steady state. Broadly, these fea-
tures in γ̇(t) observed in our numerical simulations are
consistent with experimental data [27, 41].

Next we study the fluctuations in these macroscopic
quantities, as measured across the different trajectories
within the ensemble starting from independent amorph-
pus states. In this context, while studying creep in ther-
mal glasses, we have shown that the onset of large scale
plasticity that leads to steady flow is demarcated by a
peak in strain fluctuations across trajectories, and the
timescale of the peak depends upon applied stress [24].
These peaks are clearly visible for the GQ, ESL states;
see third row in Fig.1 . Further, we now see that the fluc-
tuations in the potential energy across trajectories also
exhibit a similar behaviour, with the peak approximately
occurring when the peak in strain fluctatuations occur;
see fourth row in Fig.1. This allows for using energy fluc-
tuations as a simpler way to identify onset of plasticity.
Note that the peak location is at a time later than the
location of the minimum in γ̇(t).

In Fig.2, we further analyse the nature of the transient
behaviour, for the three different preparation histories,
by focusing on the response to the same applied stress,
viz. two different magnitudes, viz. σ0/σd = 0.783, 1.664.
In the case of σ0/σd = 0.783, the deformation gets ar-
rested independent of history (see left panel of Fig.2),
whereas for σ0/σd = 1.664, there is a steady flow at long
times in all the three cases (see right panel of Fig.2). In
each case, we show data for the time evolution of (a)
strain 〈γ(t)〉, (b) strain rate strain-rate γ̇, (c) strain fluc-
tuations ∆2γ(t), and (d) single particle mean squared
displacement (MSD) measured along gradient direction
〈r2y2〉 which is a measure of non-affine motion generated
due to plasticity originating from the imposed shear. For
the smaller stress value, the system gets arrested very
quickly for the ESL and GQ states, whereas for the HTL
states, there is a prolonged transient regime before the
system gets arrested; this is evident from both the macro-
scopic strain data as well as the MSD data which shows a
long time plateau indicating that the motion of the par-
ticles is frozen in time. The situation is very different
for the larger applied stress, where there is a long time
steady state with a well-defined constant γ̇ for all the
three cases and the MSD data also show identical long-
time diffusive regime. We note that the more low lying
inherent structure states require longer time to reach the
steady-state, which is also known for the case of imposed
shear rate (e.g. [42]). Interestingly, only in this case,
there is pronounced signal in the fluctuations data, with
the heterogeneity across trajectories larger for the low-
lying states. Such non-monotonic behaviour in fluctu-
ations is not present in the case of the smaller applied
stress. Thus, this exercise also validates the use the fluc-
tuations signal as a diagonistic for onset of large scale
steady flow.

B. Comparing paths to dynamical arrest and
fluidization: a microscopic analysis

After exploring the macroscopic response across the
different ensembles corresponding to different prepara-
tion histories, we now focus on probing at a microscopic
scale how fluidization proceeds in the vicinity of the es-
timated yield threshold. For this study, we consider only
the low-lying GQ states, where the onset of plasticity is
dramatic; see the data of shear-rate in the third column
of Fig.1 where we observe that typically γ̇(t) initially de-
creases, goes through a minimum, before a sudden in-
crease to reach the steady state.

In particular, we discuss the following thought experi-
ment where we start with the same initial state and fol-
low the trajectories corresponding to two close-by applied
stress values of σ0/σd = 1.547, 1.557; see Fig.3(a)-(c)
for data on strain, strain-rate and MSD. We can clearly
see that for this initial state and applied shear stress of
σ0/σd = 1.547, the single particle dynamics (quantified
via MSD) gets arrested at long times and thereby the
macroscopic deformation also stops; labelled NF. How-
ever, for σ0/σd = 1.557, the system flows with a con-
stant shear-rate at long times; labelled F. Thus, with a
very small increase in the magnitude of the applied shear
stress, the fate of the system, starting from the same
initial state, changes from being arrested at long times
to that of a steady flow. However, the interesting and
significant feature is that the evolution of strain, shear-
rate, MSD with time are very similar for both cases,
till around 102, after which the trajectories diverge. If
one follows γ̇(t), then beyond this point of divergence,
for σ0/σd = 1.557, there is suddenly a rapid increase
and the system enters a steady flow regime whereas for
σ0/σd = 1.547, it continues to decrease and eventually
vanishes to become arrested, i.e. the system gets ab-
sorbed in a local minima of its underlying potential en-
ergy landscape. The MSD data also show similar signa-
tures – for the smaller stress, it evolves to the asymp-
totic plateau, whereas for the larger stress, there is a
jump after t ≈ 102 indicating largescale breaking of cages
and then proceeds towards diffusion. Thus, the arrested
state obtained for σ0/σd = 1.547 could be labelled as
a marginally stable absorbed state, which gets destabi-
lized and goes into eventual steady flow at the slightest
increase of imposed stress.

To analyse at a spatial scale the divergence of trajec-
tories for the two applied shear stresses, we use two-
dimensional local MSD maps, using a coarse-graining
scale of ` = 2.47 which gives a mesh of 256 × 256;
see the panels in Fig.3(d), where the maps (A)-(E) in
each row corresponds to five different times as marked
in Fig.3(a)-(c). The top row corresponds to the case of
σ0/σd = 1.547, where there is no flow at the end and the
system gets arrested, and the bottom row corresponds to
the case of σ0/σd = 1.557 where we have a steady flow at
the end. All displacements are measured relative to the
initial state, which is the same for both cases. We clearly
observe that even at the local scale, the MSD maps are
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FIG. 2. Comparison across different preparation histories labelled as HTL, ESL, GQ : (A) For σ0/σd = 0.783,
where eventually flow is arrested in all cases; and (B) for σ0/σd = 1.664 where there is a long-time steady flow in all cases. In
each case, time evolution of (a) strain 〈γ(t)〉, (b) strain rate strain-rate γ̇ (labelled as 〈dγ/dt〉), (c) strain fluctuations ∆2γ(t),
and (d) MSD along gradient direction 〈r2y2〉, are shown. The data is shown for a system size of N = 102400, for the three
different preparation protocols, in each case, as marked.
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very similar for (A)-(C), i.e. for t = 0.06, 87.6, 167.7.
From (D) onward, i.e. t = 377.3, the maps differ exten-
sively. This indicates that for both the applied stresses
the system evolves through similar trajectories in config-
uration space till the point of divergence. For the even-
tually flowing state, we clearly saw strong heterogeneity
in the flow pattern in (D), with a vertical band of large
mobility around a possible slip line.

To characterize the local plasticity, we compute maps
of local vorticity ω = ∇×ṽ, where ṽ is the coarse-grained
velocity field, using the same mesh size detailed above;
these maps are shown in the panels in Fig.3(e), for the
both the stress magnitudies and for the same time points
for which the MSD maps have been constructed. At ear-
lier times (e.g. see (C)), there are only some sporadic
vortices scattered here and there, in both cases. How-
ever, the main map of interest is (D), which for the case
of σ0/σd = 1.547, has no spatial signal, whereas for the
case of σ0/σd = 1.557, we observe local vortices aligned
along the percolating slip line discussed above. Thus,
large scale flow for the larger stress proceeds via the for-
mation of these spatially spanning structure consisting
of local vortices. Other such vortical structure can also
been seen elsewhere across the system in this case, in-
dicating that plastic events have started to occur across
the system as it transits to steady flow.

C. Probing response at different coarse-graining
scales

Finally, we probe and characterise the response to
stress at different scales, to obtain a multi-scale flavour
of the ensuing plasticity.

As a first step in this direction, we compute spa-
tially coarse-grained self-overlap function, Q`(X,Y ; t),
measured at different times t. For a given coarse-
grained mesh-block of size `, centered at position (X,Y ),
the self-overlap function is defined as Q`(X,Y ; t) =∑NXY

i=1 w(δr(t)) where δr(t) = |~ri(t) − ~ri(0)| is the dis-
placement from the initial state at t = 0, NXY is the
number of particles located in the mesh at (X,Y ) at
time t = 0, and the window-function, w(δr(t)) = 1 if
δr(t) ≤ a or otherwise w(δr(t)) = 0. A threshold of
a ≈ 0.2 allows to pick up positional changes due to
plasticity. Further, we define that a mesh has fluidized
when Q`(X,Y ; t) ≤ 0.1, which provides some kind of
first passage time-scale for initiation of plastic activity.
Via this, we obtain the timescale maps, τF (X,Y ) where
τF is the fluidization timescale of each individual mesh-
block.. This exercise is done for different coarse-graining
scales, viz. ` = 19.76, 9.88, 4.94, 2.47 which gives number
of mesh-blocks to be, respectively, nL = 32, 64, 128, 256.

For the F and NF trajectories discussed above, the
corresponding timescale maps are shown in Fig.4(a); see
Appendix (Fig. A1 and Fig. A2) for examples of cor-
responding time evolution of Q`(X,Y ; t). In the case of
σ0/σd = 1.547, we observe an interesting feature, viz.
that there exists a percolating backbone on the right

hand side which does not yield over the observation time
window (t ≈ 3.39X103). This implies that this region
is resistant to yield at this applied stress, and therefore
we infer that this rigid backbone leads to the final dy-
namical arrest as discussed in the context of Fig.3. In
contrast, this backbone fluidizes for σ0/σd = 1.557 within
the observation window, which makes this a flowing state.
Thus, it is this resistant backbone which makes the dif-
ference between arrest and flow.

A pertinent question to ask is what triggers the break-
down of this backbone for a small increase in stress.
Our analysis of the difference in activity (see Fig. A3
in Appendix) between the two trajectories seem to in-
dicate that increased plastic activity, at early times, in
the area around where the eventual slip-line emerges at
later times (see sub-panel (D) in Fig.3(d)), seems to con-
tribute to the toppling of the region which is rigid for
the marginally stable absorbed state at σ0/σd = 1.547.
Whether this is the generic mechanism that triggers
yielding of a marginally absorbed state needs to be ex-
amined in more details, which will be explored in future
work.

The diversity of local fluidization timescales is high-
lighted for smaller coarse-graining scales, e.g. in the case
of the F trajectory, but gets smoothened out over larger
scales, as expected. On the other hand, coarse-graining
over larger ` brings into focus the robust backbone visible
for the NF trajectory. Further, for σ0/σd = 1.557, when
we visualize the vorticity map at t = 377.3, using these
different coarse-graining scales, complex spatio-temporal
patterns are visible at nearly granular scales, which get
smoothened out with increasing coarse-graining, with the
slip line remaining the dominant feature; see Fig.4(b).

It is possible to obtain a measure of the dynamical
heterogeneity, χ(t), from the instantaneous spatial fluc-
tuations in Q`(X,Y ; t). The data for χ(t) is shown in in
Fig.4(c) (i)-(ii); for the different coarse graining scales `
(labelled I-IV) the data is shown in the top two panels
for the F and NF trajectories discussed above. We ob-
serve that χ(t) is non-monotonic in both cases. For the
trajectory where complete fluidization occurs, χ(t) de-
cays to zero, while for the the case where the system gets
arrested, χ(t) reaches a plateau capturing the extent of
fluidization undergone till arrest. The peak scale of fluc-
tuations is of course more for the least coarse-graining
scale and for the choice of a = 0.2, the peak in χ(t) oc-
curs around t ≈ 30. These fluctuations are indicators
of the plastic events that lead the system towards some
local minima (see Fig.3, but not the large-scale plastic-
ity that leads to the system to steady flow; this would
correspond to larger a.) The peak shifts to larger times
for increasing choice of a, as can be seen in Fig.4(c) (iii)-
(iv) where we show the fluctuations, labelled as χa(t), for
different a values.
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FIG. 3. Comparative study of trajectories for σ0/σd = 1.547 and σ0/σd = 1.557, starting from same initial state.
N = 409600. Time evolution of (a) strain, γ(t), (b) strain-rate γ̇ (labelled as dγ/dt), (c) mean-squared displacement, r2y(t):
trajectory for σ0/σd = 1.557 gets fluidized (F) whereas it gets arrested, i.e. non-fluidized (NF) for σ0/σd = 1.547. (d) Local
MSD maps (see text for details), using a coarse-graining scale of `2, with ` = 2.47, for σ0/σd = 1.547 (first row; labelled NF)
and σ0/σd = 1.557 (second row; labelled F). The maps are shown at the time points t = 0.06 (A), 87.6 (B), 167.7 (C), 377.3
(D) and 3369.7 (E), as marked in (a), (b) (c). (e) Local vorticity maps (see text for details), using coarse-graining scale used
in (d), computed at the same time points for both NF (first row) and F (second row) trajectories.



8

IV. SUMMARY AND PERSPECTIVES

To summarize, we have studied the response of ather-
mal amorphous states, which correspond to inherent
structures of the model system, to applied shear stress.

At first, we have studied the macroscopic response as
well as corresponding fluctuations for different prepara-
tion histories of the inherent structures, which populate
lower energy levels with increased annealing. The main
observation, in this context, is that the yield threshold
(σy) increases with decrease in the energy level of the ini-
tial undeformed state. For imposed stress values above
the respective thresholds, the system reaches a long-time
steady state flowing with a finite a shear-rate, which is
of course independent of the history and compliant with
the bulk flow curve. Below the threshold, the system
reaches arrested states after some transient activity. In-
terestingly, the transient lifetime to eventual arrest or
flow also depends upon history of preparation; more low
lying states get arrested quickly if σ0 < σy and take
longer to reach steady state when σ0 > σy. The onset of
fludization is also more sudden for such states. We show
that the onset time for the large-scale plastic flow can be
obtained by measuring the energy or strain fluctuations,
across the ensemble of initial states: maximal fluctuation
mark the onset of large-scale plasticity and this increases
as the imposed stress decreases towards σy.

Subsequently, we have done a spatio-temporal analysis
of the response of the system for imposed stresses around
the yield threshold, for the case of the lowest lying energy
levels of the model that we could access via conventional
annealing dynamics. For an imposed stress just below
σy, we identified that the occurrence of percolating clus-
ters resist yielding and this leads to dynamical arrest.
These arrested states are marginally stable, since with
a small increase in the applied stress, this rigid cluster
breaks down due to the imposed stress and the system
eventually fluidizes. Our preliminary analysis indicates

that the increases activity emanating from the soft spots
leads to the local yielding and eventual flow. The onset of
largescale flow occurs via spatio-temporal patterns that
can be visualised in non-affine velocities as well as local
vorticity, forming slip-plane like structures spanning the
system. Furthermore, there is a wide variation of local
yielding timescales during the onset of flow, which we
characterise by quantifying the spatiotemporal fluctua-
tions.

Finally, we note that our work can also be contextu-
alised to the recent explorations of the relaxation dynam-
ics within the energy landscapes of amorphous solids;
e.g. see [43–46]. The distinction in our case is that
the imposed stress alters the energy landscape and thus
one studies the search dynamics in this altered space.
However, similar to observations in some of these earlier
studies, there is a power-law approach in the dynamics
to arrest, as is manifested in the observed macroscopic
shear-rate in the protocol that we study. We also note
that a recent mean field study of fatigue behaviour in
cyclic shear of amorphous systems reported yield rate
curves which are very similar to shear-rate curves that
we observe and similar bifurcation in the vicinity of an
yield threshold [47], suggesting some generic scenario of
marginal stability around yield that needs to be explored
further.
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FIG. A1. (Top) Maps of coarse-grained overlap function, Q`(X,Y ; t) for σ0 = 0.79, computed at t = 0.06 (A), 87.6 (B), 167.7
(C), 377.3 (D) and 3369.7 (E), using ` = 4.94. (Bottom) Distribution of coarse-grained overlap at corresponding times.

FIG. A2. Maps of coarse-grained overlap function, Q`(X,Y ; t) for σ0 = 0.795 computed at t = 0.06 (A), 87.6 (B), 167.7 (C),
377.3 (D) and 3369.7 (E), using ` = 4.94. (Bottom) Distribution of coarse-grained overlap at corresponding times.
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FIG. A3. Spatial maps of difference in activity (quantified via coarse-grained local MSDs), computed for responses to σ = 0.79
and σ = 0.795, using ` = 4.94, starting from same initial condition.
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