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Information scrambling is nowadays one of the most important topics in various fields of research.
Measurement-only circuit (MoC) exhibits specific information scrambling dynamics, depending on the types
of projective measurements and their mutual anti-commutativity. The spatial range of the projective measure-
ments in MoCs gives significant influences on circuit dynamics. In this work, we introduce and study long-range
MoCs, which exhibit an interesting behavior in their dynamics. In particular, the long-range measurements can
induce volume-law phases in MoCs without unitary time evolution, which come from anti-commutative frus-
tration of measurements specific to the long-range MoCs. This phenomenon occurs even in MoCs composed of
solely two-body measurements, and it accompanies an entanglement phase transition. Crucially, our numerics
find evidences that MoCs can be a fast scrambler. Interplay of high anti-commutativity among measurements
and their long-range properties generates fast entanglement growth in the whole system beyond linear-light-cone

spreading.

I. INTRODUCTION

Measurement to quantum system leads to nontrivial dynam-
ics and produces exotic phases of matter. One of the most
interesting phenomena induced by measurements is entangle-
ment phase transition in hybrid random unitary circuits, which
is recently studied extensively [1-19]. Generally, projective
measurements suppresses spread of entanglement. Competi-
tion between unitary time evolution and projective measure-
ment induces a phase transition. This phenomenon emerges
in various hybrid circuits including time-evolution operator of
many-body Hamiltonian as unitary [20-27]. The properties
of Hamiltonian such as integrability, long-range property of
couplings etc., also induce rich dynamical phenomena due to
their interplay with measurements.

At present, quantum information dynamics is one of the
most attractive topics in broad field of physics. How initial
local quantum information in a quantum many-body system
spreads and how fast it propagates into the entire system are
problems under active study. The spread of quantum infor-
mation is called scrambling. Initially, black hole was a target
physical system [28]. Now understanding scrambling for var-
ious quantum systems is on-going issue [29, 30].

Applying quantum measurements to many-body systems
leads to interesting dynamics. This originates from non-
commuting nature between certain measurement operators
in quantum mechanics. When many-body quantum sys-
tem evolves under continuous measurements, the system ex-
hibits specific dynamics and generates strongly-correlated
states, which are not induced by simple unitary dynamics.
In quantum circuit, especially Clifford circuit, which is ef-
ficiently described by stabilizer formalism [31], projective
measurement induces non-trivial dynamics. Recently it has
been reported that, without time-evolution unitary operators,
measurement-only quantum circuit (MoC) [32, 33] displays
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striking phenomena. Interplay of different kinds of measure-
ments, some of which are not commute with each other, ex-
hibits counter-intuitive phenomena, which include novel en-
tanglement phase transitions, emergence of non-trivial states
such as measurement-only thermal state and critical phase,
etc [33, 34]. Also, under a suitable choice of the measure-
ment type, the MoC generates interesting topological phases
of matter such as symmetry protected topological (SPT) state
[35-37] and topological order [38, 39].

As an interesting aspect of MoC, if a counterpart Hamilto-
nian could be constructed by using each measurement oper-
ator in a MoC, the steady states in the MoC would be very
close to the ground state of the counterpart Hamiltonian sys-
tem. Some numerical examples supporting the above conjec-
ture have been reported for a projective transverse-field Ising
model [32] and some SPT Hamiltonian systems [35-37].

Here, we pose an interesting issue, that is, for a MoC ex-
hibiting a volume-law thermal phase, whether additional mea-
surements can induce fast spreading of entanglement or not.
In particular, fast scrambling, which was first studied in the
context of black hole physics [40, 41], is of our interest.

Our motivation of studying long-range measurements
comes from the recent theoretical and numerical investiga-
tions on dynamics of system with (spatially) long-range uni-
tary. Among them, Refs. [42—46] showed that fast scram-
bling occurs in spin-chains with long-range interactions, and
Refs. [15, 17, 18, 47-49] studied random Clifford circuit with
measurement to find that long-range unitary gives significant
effects to entanglement dynamics. In addition, the recent stud-
ies of MoC showed that the counterpart Hamiltonian can be
constructed for certain MoCs and it gives a significant in-
sight about steady states of the corresponding MoC [32, 35—
37, 50]. From these previous studies, it is natural to ask how
long-range measurements affect to the circuit dynamics, es-
pecially to entanglement and quantum correlations. Although
effects of multi-body measurements has been investigated in
Ref. [33], spatial long-range effects has not been clarified yet.
Since long-range unitary (or all-to-all interactions [43, 51]) in-
duces significant scrambling effects, we also expect that some



frustrated long-range multi-body measurements can produce
fast scrambling phenomena; possibility of fast scrambling of
entanglement in MoCs. In this paper, we investigate this prob-
lem numerically. We employ efficient numerical simulation
based on the Gottesman-Knill theorem [31, 52, 53], which can
be tractable to large system size, suitable platform to investi-
gate spatial structure of stabilizer states.

Throughout this work, we investigate effects of long-range
measurements in MoC. To clarify the issues explained in the
previous paragraph, we systematically study two and three-
body measurement models of one-dimensional spin chains
(one-dimensional qubits) by investigating various physical
quantities suitable for stabilizer formalism. Our numerics find
an interesting phase transition for these MoCs, coming from
the interplay between high frustration nature among mea-
surement operators and their long-range spatial support. We
further find evidences of fast scrambling phenomena in the
MoCs. We show numerical results to support the above find-
ings throughout this work.

Here, we would like to emphasize that the target circuits
consist of the long-range measurements only, and it is an open
problem how states behaves under ‘time evolution’ in these
circuits. Furthermore, we expect that this type of circuits sup-
ply a benchmark test for the error tolerance of near-term noisy
computers as the projective measurement is tractable and sta-
ble in most of cases.

The rest of this paper is organized as follows. In Sec. II,
we introduce two kinds of target MoC models, i.e., long-
range two-body measurement model (LR2BM) and long-
range three-body measurement model (LR3BM). In Sec. III,
physical quantities of our interest are explained. We display
results of the numerical calculation and discuss their physical
indications. We focus on the identification of steady states,
and observe that both the models exhibit a volume-law phase.
In particular, we find a phase transition to the volume-law
phase, details of which are examined including its criticality.
Then, in Sec. IV, we clarify properties of scrambling for both
the models. To this end, three approaches are employed. (I)
We observe entanglement dynamics in an intermediate-time
period. (II) We evaluate a wave front dynamics by using en-
tanglement contour and identify the properties of entangle-
ment spreading. We find violation of the linear-light-cone
spreading. (III) We estimate a saturation time of entanglement
entropy. These three observations give reliable evidences of
fast scrambler for the present MoCs. Section V is devoted to
conclusion.

II. MEASUREMENT-ONLY MODELS

We consider one-dimensional L-qubit system (spin-1/2 L-
site system) under periodic boundary conditions, and study
Clifford circuits on that system, where all physical operators
and stabilizers are in Pauli group [31, 53]. In this work, we ig-
nore the sign and imaginary factors of stabilizers, which give
no effects to the following observables we focus on. We apply
a sequence of projective measurements, understanding that
the dynamical application of the measurement corresponds to

time-evolution of the circuit system. States of the system are
described not by many-body wave functions, but by a set of
stabilizers, which belong to Paul group and applicable to both
pure and mixed states. In this work, we focus on pure state dy-
namics. Then, the projective measurement acts to a target state
and changes the stabilizer group corresponding to that state by
replacing anti-commutative stabilizers with the measurement
operator [31, 52], inducing nontrivial quantum dynamics.

In this work, we consider two distinct types of MoCs, where
the circuit is based on one-dimensional L-qubits. The spatial
sites are labeled by j = 0,1,--- , L — 1 for both circuits. The
first model is a long-range two-body measurement-only model
(LR2BM), in which measurement operators are given by

M(Ljur) = XijJrTu (1)
M(2,4,r) = YiYjir, )
M(3,j,r) = Z;Zjir, (3)
where 7 = 0,1,---,L — 1. Their projection measurement

operators are Py(o,j,r) = % with outcome =+1

and ¢ = 1,2,3. We determine the distance r for each
measurement with a probability distribution p(r) o 7 with
>, p(r) =1, where 1 < r < L/2and 7 is a (non-positive)
controlled parameter in this work. The schematic image of
the circuit is shown in Fig. 1(a). Type of measurement op-
erator and site j of each projective measurement are chosen
randomly with equal probability. Especially, the r = 1 case
is closely related with the projective transverse field Ising
model, the entanglement phase transition of which was in-
vestigated in Ref. [32]. We shall evaluate saturation values
of physical quantities for long-time evolution with the total
number of steps ¢ = 20 in the circuit, where the unit of time
includes L-random projective measurements. Most of mea-
surement operators do not commute with each other, and thus,
sequential projective measurements induce nontrivial dynam-
ics, which can be studied by the classical simulation algorithm
[31, 52, 53].

The second circuit is a long-range three-body measurement
model (LR3BM). The measurement operators of the model
are given by

M(17j77n) = Xij?Xj+T7 (4)
M(2,j,r) = YiYiYjir, %)
M(3,4,r) = Z;ZxZjsr, (6)

where j =0,1,--- L —1,7+1 <k <j+r—1. Similarly
to the case of the LR2BM, we determine the probability of
distance-r measurement with the distribution p(r) o< 7 with
>, p(r) = 1, and measurement type and site j are chosen
randomly with equal probability for each measurement. The
intermediate site k also is chosen randomly with equal proba-
bility in j + 1 < k < j + r — 1. The schematic image of the
circuit is shown in Fig. 1(b). For the case r = 2, the three-
body measurement model is similar to the setup in the MoC
proposed in Ref. [33]. In the circuit, some of measurement
operators are strongly anti-commutative. As in Ref. [33], no-
tion of frustration graph is efficient to judge the emergence of
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FIG. 1. Schematic image of circuit setting for LR2BM[(a)] and

LR3BM](b)]. Unit of time (1-time step) includes L-projective mea-
surement blocks. Green, grey, and yellow boxes represent measure-
ment operators Pauli operators, X Y,Z, respectively. (c) Schematic
image of circuit system and four subsystems (A, B, C, D) on one-
dimensional qubits for calculation of physical observables. Each
subsystem includes L/4-qubits. In particular, for the TMI we focus
on correlation A, B, and C'. For the negativity and the entanglement
entropy, we focus on A and B. There is no overlap site between these
subsystems. Periodic boundary conditions are considered

volume-law phase. As the model has sufficiently high frus-
tration, it is expected to exhibit a volume-law phase, although
how the long-range properties influence the circuit dynamics
is a non-trivial problem. Therefore in this work, we shall study
the effects of the long-rang properties of the measurements in
the present circuit. We focus on the non-positive range of .

III. NUMERICAL ANALYSIS

Throughout this work, we employ an efficient stabilizer for-
malism to simulate the LR2BM and LR3BM, which plays an
important role to study generic Clifford circuits [31, 52, 53].
We study the systems with size up to L = 1024 and focus on
a pure state update, that is, the initial state is set to the pure
product state stabilized by X; = +1 for all j. In the numeri-
cal simulation, we ignore the sign factor of the outcome of the
measurement and also the sign and imaginary factor of stabi-
lizers in the update of the stabilizer algorithm. This simplicity
gives no substantial influence on the calculation of physical

quantities of our interest such as entanglement entropy.

A. Target physical quantities

We first study global structure of the model in terms of
steady state in both the LR2BM and LR3BM. As varying
the parameter y controlling long-range properties, we observe
how entanglement of the steady states changes for both the
MoCs.

To elucidate properties of the steady states emerging in the
circuits, we calculate three physical quantities that are effi-
ciently calculable on Clifford circuits: (a) entanglement en-
tropy (b) tripartite mutual information (TMI) and (c) negativ-
ity.

We explain the above three quantities. First, we introduce
the entanglement entropy for a subsystem X denoted by Sx.
In the MoC (by the stabilizer formalism), the entanglement
entropy is related to the number of linearly-independent sta-
bilizers in a target subsystem X [54, 55]. It is given by
Sx = gx — Lx, where Lx is system size of the subsys-
tem X. gx is given by rank|Mx|, where the matrix Mx
is obtained by stacking binary-represented vectors of L sta-
bilizers, which are spatially truncated within X subsystem.
The technical aspects are briefly explained in Appendix A. In
the practical numerics, rank|M x| is calculated by Gaussian-
elimination procedure under binary form [53].

Second, let us introduce the TMI. We divide the system
into four contiguous subsystems denoted by {A, B, C, D} as
shown in Fig. 1(c). By using the entanglement entropy, we
define the mutual information between X and Y subsystems
(where X, Y are some elements of the set of the subsystems
{A,B,C,D},and X #Y);

I(XZY):Sx+Sy—Sxy.

This quantity quantifies the correlation between the subsys-
tems X and Y. Further, from the mutual information, the
TMI for the subsystems A, B and C' is given by

I3(A:B:C)=1(A:B)+I(A:C)—I(A: BC).

The TMI extracts the correlation among the subsystems A,
B, and C. That is, the TMI can capture the mutual correla-
tion and scrambling (spread of quantum information) emerg-
ing by quantum dynamics of the system and thus has been
broadly employed [11, 15, 47]. There, the strength of the cor-
relation is given by the magnitude of negativity of the TMI
[29]. In detail, I3(A : B : C) captures property of informa-
tion scrambling more precisely than the mutual information
since the mutual information quantifies correlation between
two subsystem, but the TMI quantifies correlation of quantum
information (spread of information) among three subsystems.
If information spreads over the three regimes A, B, C, then
the mutual information I (A4; BC') > I(A; B) +1(A;C), then
I3 < 0 and if information gets localized (especially, infor-
mation in A does not spread across the three regime), then
I(A: B)+I(A:C)=1I(A: BCQ)is satisfied, then I5 = 0.
We shall employ a rescaled TMI Iy =1, /In 2 in this work.
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FIG. 2. Late-time dynamics for TMI f3 [(a)] and negativity Nag[(b)]
for LR2BM with system size L = 256. For each data, we averaged
over O(10?) samples.

Note that the TMI is an efficient physical quantity to study
the criticality if circuit model under study exhibits a phase
transition. Since the TMI has minimal finite-size drifts, its
calculation predicts the location of the critical point precisely
with minimal scaling assumptions on small system sizes [11].

As the third quantity, negativity is considered. It can be
efficiently calculated in stabilizer formalism, as proposed in
Refs. [12, 56]. As in the calculation of the TMI, we consider
four contiguous subsystems, {A, B, C, D}. Then, we define
the negativity as

Nap = log, |43, (7)

where pap is a reduced density matrix for A U B subsys-
tem and I'p denotes the partial transpose of the B subsys-
tem. This quantity extracts quantum entanglement [57, 58],
and intuitively, its value gives the total number of Bell state
spanned between A and B subsystems [12]. The practical
way of calculation is mentioned in Appendix A. The practical
calculation shows that the values of NV4p are actually small
[12, 15, 56], but they give useful information complementary
to other physical quantities.

B. Steady state as varying long-range parameter in LR2BM

We investigate dynamical and steady state properties of the
LR2BM. We first observe the averaged dynamical behavior
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FIG. 3. System-size dependence of TMI [(a)] and half-cut entangle-
ment entropy[(b)] for LR2BM with various values of . We averaged
over O(10%) — O(10®) samples for each system size L.

observed by the TMI and negativity. The results for var-
ious values of « are shown in Figs. 2(a) and 2(b). The
time evolution of the TMI, I3, exhibits interesting behavior.
For small negative v (the long-range property is enhanced),
the TMI takes large negative values while for large nega-
tive 7y (the long-range property is hindered), its magnitude
is very small, almost zero for v = —2.5. This indicates
that the long-range property of the measurement, controlled
by v, gives an essential effect on the dynamics, especially
on the steady states. It leads to the conclusion that strongly-
entangled steady states emerge solely by two-body measure-
ments with sufficient long-range properties. Late time dy-
namics of the negativity also supports this physical picture
as shown in Fig. 2(b). That is, the saturation values of the
negativity increase as enhancing the long-range measurement
by decreasing |y|, and quantum entanglement gets stronger as
approaching the all-to-all case, while for short-range measure-
ment, such correlation is suppressed. We further note that in
relaxation process in early-time periods the negativity exhibits
a sudden increase, implying that the quantum correlation is
generated there.

Next, we observe system-size dependence of the saturation
values. The saturation values are taken at ¢ = 20 where the
system sufficiently reaches a steady state. The calculations of
the TMI and half-cut entanglement entropy S 4 p are shown in
Fig. 3. We find that both data exhibit volume-law scaling such
as Sqp « L and —I3 o L for small negative  and all-to-
all case, while for large negative ~ a kind of subvolume-law
scaling appears. This implies existence of an entanglement
phase transition induced by varying production probability of
the long-range measurement. We also observe the system-
size dependence of the saturation value of the negativity, the
results of which are shown in Appendix B. The long-range
properties of measurement significantly influence on entan-
glement of steady states.
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FIG. 4. Obtained results for LR3BM. (a) Late-time dynamics for
TMI I;. For each data, we averaged over O(10%) samples. (b) and
(c): System size dependence of TMI and half-cut entanglement en-
tropy. For the data (b) and (c), we averaged over O(10%) — O(10%)
samples for each system size L.

C. Steady state as varying long-range parameter in LR3BM

Similar calculation to the case of the LR2BM is carried
out for the LR3BM to investigate the dynamical behavior of
the TMI. The ~-dependent results of the TMI are shown in
Fig. 4(a). For small negative ~y (the long-range property is en-
hanced), the TMI has large negative values. Even for large
negative ~’s (the long-range property is suppressed), it re-
mains negative. This indicates that the long-range property
of the measurement generates strong correlations to the dy-
namics, especially on steady states. Contrary to the LR2BM
case, even in short-range regime, the correlation remains, im-
plying a volume-law phase survives in the short-range regime.
This is consistent with the observation in Ref. [33].

As for the negativity, its values under the time evolution
keep zero, indicating that the three-body measurement cannot
create Bell-pair-like entanglement between A and B subsys-
tems.

We next observe system-size dependence of saturation val-
ues of the TMI and half-cut entanglement entropy S4p. The
saturation value is taken at t = 10, at which the states reach
a steady state. The results are shown in Figs. 4(b) and (c).
We find the volume-law scaling Sap o« L and —I3 x L
for almost the entire range of «y up to the all-to-all case. For
large negative 7y (short-range measurement), the volume law
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FIG. 5. (a) Different system size data of TMI for LR2BM. (b)

Heatmap of R2-value. At its maximum, 7. = —2.21(0), v =
0.67(6). (c) Scaling function for 7. = —2.21(0), v = 0.67(6).
We averaged over 1()37 600, 400 samples for L = 128, 256, 512, re-
spectively.

is weak, and we cannot judge whether it is subvolume law or
volume law. We discuss this point later on.

D. Phase transition in LR2ZBM

In the previous subsection, we observed that the long-range
property of the projective measurement induces the volume-
low phase in the LR2BM for small negative -y, whereas for
large negative y (short-range), the subvolume law emerges in-
stead. Hence, we expect that there is a phase transition be-
tween the above two regimes. To verify this expectation, we
plot the TMI, I3, for different system size in Fig. 5(a). Here,
we find clear data crossing among the different system sizes,
indicating the existence of the phase transition. That is, the
enhancement of long-range measurement causes a phase tran-
sition.

To examine the nature of the phase transition, we further
carry out a finite size scaling (FSS) analysis. We locate the
phase transition point of ~, denoted by 7., and estimate a
critical exponent, by using the obtained (averaged) values of
—(I3). Here, we employ the following scaling ansatz [33, 47],

—(Is)(v,L) = ¥((y — 1) L"), (8)

where W is a scaling function and v is a critical exponent.
Figures 5(a), 5(b) and 5(c) display the results of the FSS. All
data of different system sizes obviously collapse into a sin-
gle curve indicating a genuine phase transition. By using an
optimization procedure, we determine the values of v, and v.
From the maximum R2-value, we obtain 7. = —2.21(0) and
v = 0.67(6), with the maximal R? = 0.993(0).

The above FSS analysis indicates that the long-range prop-
erties of the LR2BM induce the entanglement phase transi-
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FIG. 6. Steady state entanglement phase diagrams for LR2BM and
LR3BM. The phase of LR2BM is clearly separated into volume and
subvolume law phases. For the neighboring three-body cluster limit
in the lower phase diagram for LR3BM, the volume law phase re-
mains, consistent with the prediction of the previous study [33].

tion. To corroborate this conclusion, we also study the be-
havior of the saturation values of the negativity. The result
is shown in Appendix B, which supports the existence of the
phase transition.

Here, a remark is in order. As we showed, the LR2BM
does not exhibit volume-law entanglement in the vicinity of
the nearest-neighbor limit. This is consistent with the observa-
tion using frustration graph in Ref. [33]. However, the present
work shows that the long-range LR2BM exhibits volume-law
entanglement phase. This result, therefore, implies that the
argument of the frustration graph should be used with caution
for circuits including long-range measurements.

In the LR3BM for the whole range of ~, steady states ex-
hibit the volume-law entanglement. For the behavior of the
TMLI, the crossing among different system size data does not
occur. That is, even for the limit v — —oo, the LR3BM stays
in the volume-law phase. This result is consistent with the
observation in the previous study [33]. This numerical details
are given in Appendix C.

We show the summary of the global phase diagram for both
the LR2BM and LR3BM in Fig. 6. In the following, we study
properties of entanglement growth in the volume-law phase in
detail.

IV. DETAILED ANALYSIS OF ENTANGLEMENT
GROWTH

We observed the volume-law phase for both the LR2BM
and LR3BM. The LR2BM exhibits a phase transition from
subvolume-law to volume-law phase as increasing . On the
other hand, the LR3BM is in the volume-law phase for the
whole parameter range of .

Here we investigate whether or not the long-range mea-
surements give significant effects on dynamics in the MoCs.
In particular for the volume-law entanglement phase, we are
interested how scrambling behavior changes on varying the
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FIG. 7. Intermediate dynamics of entanglement entropy for half sub-
system for LR2BM. The time evolution is up to ¢ = 2. We plot three
long range cases, (a) v = 0, (b) v = —2, (¢) ¥ = —3. The case (a)
and (b) are in volume law phase. The other (c) is in subvolume law
phase. For all data, we averaged over O(10?) — O(10%) samples for
each system size L.

long-range parameter . Intuitively, it is expected that the en-
hancement of the long-range properties of the projective mea-
surement can generate trend of fast scrambling. Similar possi-
bility was examined for a spin chain with long-range or all-to-
all coupling [42—45]. This issue has been extensively investi-
gated in hybrid random-unitary circuits [47—49], but study on
this issue is still lacking for MoCs. Here, we systematically
investigate the above problem by observing various physical
quantities, which are to be efficiently calculated in the stabi-
lizer formalism.

In what follows, we numerically calculate the following
three observables for both the LR2BM and LR3BM: (I) time
evolution of half-cut entanglement entropy Sap, (II) entan-
glement contour and its wave front and (III) system-size de-
pendence of the saturation time of the half-cut entanglement
entropy Sap.

In particular, the observable (II) gives an important insight
about entanglement growth. The entanglement contour pro-
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over O(10*) samples. (d)Wave front do.1 (t) for various -y and fitting
curve is set t = aodg!, (t) + a2, where ag’s (£ = 0, 1, 2) are fitting
coefficients.

posed in [58—60] provides a clear picture of a spatial profile
of entanglement. We focus on entanglement entropy of the
subsystem A U B as shown in Fig. 1(c) (half-cut subsystem).
The entanglement contour [58, 59] is defined as

1
sap(X;) = [S(X;|[XoU Xy~ X;1)
+S(X;1 X UXe - X, p-1),  9)
and here

S(X|Y) = SXny;Sy, (10)

where Sxyy (= Sxvy) is entanglement entropy of the subsys-
tem X and Y within the subsystem A U B, j is a site label,
7 =0,1,---Lap — 1 and L4p is the number of qubits in
A U B subsystem. Methods of the numerical calculation of
sap(X;) are explained in Appendix D. We set the subsys-
tems {X,} to smallest ones, that is, a single site in A U B-
subsystem, X; — j. Then, 0 < s4p5(j) < 1.

From the results of the entanglement contour, we can define
its wave front as

d.(t) = max[{j|j € A:sap(j) > €}]. (11)
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FIG. 9. Saturation time tsat Vs system size L for half-cut entan-
glement entropy for LR2BM: (a) v = 0 data with = 0.8,
(b) v = —0.5 with « = 0.78. For all data, we averaged over
0O(10%) — O(10*) samples for each system size L.

Time evolution of the wave front gives us the insight into the
spatial spreading of entanglement and correlation in the sys-
tem, and clarifies spreading behavior such as linear light cones
(Lieb-Robinson bound), etc. In a recent study [61], similar
quantity to d(t) was estimated to extract the behavior of the
linear light-cone spreading. In this work, for the practical cal-
culation of d.(t), we set e = 0.1 in Eq. (11), but the qualitative
results are the same for other values of e.

Turning to the observable (III), we estimate the saturation
time of half-cut entanglement entropy S4p. We denote the
saturation time by .. As study in Refs. [40, 41] shows,
when fast growth of entanglement takes place in the system,
the saturation time, which is defined in terms of out-of-time
ordered correlation, exhibits the system-size dependence such
as tsq¢ ox log L. For different definition of saturation time by
using quantities such as half-cut entanglement entropy S4p,
mutual information and TMI, a similar relationship between
the saturation time and system size holds in systems of fast
scrambler. In fact, study using mutual information and en-
tanglement entropy has been reported in Ref. [49]. Here, a
comment is in order. Besides the bound of saturation time un-
der fast scrambling such as t44; o< log L, other possibilities
for the relationship between saturation time and system size
have been suggested in Refs. [51, 62]. In this work, we esti-
mate the saturation time of the half-cut entanglement entropy
S ap and examine its system-size dependence.

A. Results of LR2BM

Let us show the numerical results of the observation (I), (II)
and (IIT) for the LR2BM.
Observable (I): The intermediate-time dynamics of the half-
subsystem entanglement entropy Sap for various values of
~ and system sizes are displayed in Fig.7. We focus on
the intermediate-time regime, before the saturation emerges.
Here, we observe that in Fig. 7(a), the all-to-all limit exhibits
large system-size dependence of the entanglement entropy in
the intermediate times. This seems a signal of the fast scram-
bling as discussed in Ref. [43]. That is, the increasing rate of



Sap gets larger as the system size increases. This tendency
remains even for finite negative y’s. As observed in Fig. 7(b)
for v = —2, the increasing rate again gets larger as the sys-
tem size increases. The cases (a) and (b) exhibit qualitatively
the same dynamical phenomenon, which is consistent with
the observation that both cases are in the volume-law phase.
Hence, we expect that the volume-law entanglement phase in
the LR2BM possess fast scrambling property. But in the case
~ = —3 shown in Fig. 7(c), such a behavior does not appear,
that is, no system size dependence. We expect that scrambling
does not occur in this phase.

Observation (II): We next observe the entanglement contour
for half-subsystem denoted by A U B (AB). The numeri-
cal results for the typical vales of v are shown in Figs. 8(a)-
(c). We see that the spreading image of the case v = —0.5
is significantly different from linear light cones as shown in
Fig. 8(a). The strong long-range property of 2-body measure-
ments dramatically changes the linear-light-cone propagation
of entanglement entropy. This behavior survives as decreas-
ing 7 (long-range property) to v = —1.5, as seen in Fig. 8(b).
On the other hand for further short-range regime, such a non-
linear-light cone behavior disappears as shown in Fig. 8(c). At
least, we expect that for negative small v (long-range regime),
fast scrambling phenomenon occurs. This fast scrambling
phenomenon is expected to be universal in the volume-law
phase in the LR2BM.

Furthermore, we extract the wave front from the data of the
entanglement contour for various y’s. The obtained result is
shown in Fig. 8(d). We find that in the case of the volume-law
regime, the curve of d.(¢) is not linear but exhibits power-
law behavior, while in the vicinity of the phase transition
v = —2.3, the curve of d.(¢) is close to linear. We examine
the power-law behavior of d,(t) by using the following fitting
curve, t = aody’, () + a. From the data of dg", (¢), we esti-
mate the coefficients (ag, a1, az2). In particular, our interest
is the exponent a;. The obtained results are the following:
For v = —-0.5,-0.75 — 1,—-1.5,-1.75,—-2,-2.3, a1 =
0.56(9),0.50(2),0.56(0),0.51(6),0.82(5), 1.01(8), 1.05(4),
respectively. From the above data, we expect that a; is
universal in the volume-law regime, roughly a; ~ 0.5,
that is, the entanglement spreads as d. oc t2. On the other
hand in the vicinity of the phase transition point and also in
subvolume-law regime, a; ~ 1, that is, the entanglement
spreads as d. o t, linear light cones. We think that in the
strong long-range measurement regime with the volume-law
entanglement, the correlation and entanglement spread as
t2 implying super-ballistic, a signature of fast scrambling in
contrast to the linear-light-cone propagation.

We further comment that for near the all-to-all case of the
LR2BM such as v = —0.5 and —0.75, an exponential fitting
can be applied as d.(t) = by exp[b1t] + b2, where (bg, by, b2)
are fitting parameters. The obtained results are: for y = —0.5,
by = 14.8(0) and for v = —0.75, by = 9.73(2). (Inversely,
implying ¢ o logd..) Even though we compare R?-values
of both power-law and exponential fittings, we cannot judge
which one is better, as R > 0.95 for both of them. There-
fore, at least, we conclude that the linear-light-cone picture is
significantly altered by the long-range measurement.
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FIG. 10. Intermediate dynamics of entanglement entropy for half
subsystem for LR3BM. The time evolution is up to ¢ = 2. We plot
three long range cases, (a) v = 0, (b) v = —2, (¢) v = —3. The
all cases are in volume law phase. For all data, we averaged over
O(10%) — O(10?) samples for each system size L.

Observation (III): Finally in this subsection, we observe the
saturation time vs system size L in the half-cut entangle-
ment entropy Sap. Practically for all cases in the MoC, the
half-cut entanglement entropy Sap saturates in the regime
5 < t < 12. Then, by employing the time-averaged val-
ues of the half-cut entanglement entropy S 45, we determine
the saturation time as tg,; = min[{t|t > «FE}], where E is
the time-averaged value of the half-cut entanglement entropy
Sap. Here, we focus on the time regime 5 < ¢ < 12 and «
is a tuning parameter. Note that in the estimation of tg,, we
do not concern the error of S4p since the standard error in
averaging S 4 p is negligibly small as shown in Fig. 7.

By the practical calculation, we obtain very important re-
sults for relation between saturation time tg,¢ and system size
L plotted in Fig. 9 for v = 0 and v = —0.5. We clearly find
tsat o< logy L in this MoC. This result is similar to that ob-



FIG. 11. Entanglement contour sag(j) withj = 0,--- ,Lap/2—1
fory = —1[@)],y = —1.5[(b)] and v = —2 [(c)]. We set L =
256, Lap = 128. All data are obtained by averaging over O(10%)
samples. (d) Wave front do.1 (¢) for various ~y and the fitting curve for
early time dynamics is sett = aodg?, (t)+a2 where ag’s (£ = 0,1, 2)
are fitting coefficients.

tained by studying the out-of-time-ordered correlator in Refs.
[40, 43, 45], and indicates the fast scrambling takes place in
the long-range enhanced regime of the LR2BM.

B. Results of LR3BM

Let us turn to the numerical results of the LR3BM.
Observation (I): The result of the half-cut entanglement en-
tropy Sap for various long-range parameter  with different
system sizes are displayed in Fig.10. The same tendency to the
case of the LR2BM occurs. As shown in Fig. 10(a), the all-to-
all limit exhibits large system-size dependence of the entan-
glement entropy in the intermediate-time period. Fig. 10(b)
exhibits similar dynamical behavior, which indicates that both
cases are in the same volume-law phase. However even in the
volume-law phase, the case v = —3 shown in Fig. 10(c) ex-
hibits no significant system-size dependence. We expect that
scrambling is weak in the limit of the neighboring three-body

a) 3.0 b) 3.0
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FIG. 12. Saturation time ¢sat Vs system size L for half-cut entangle-
ment entropy Sap. (a) v = 0 data with o = 0.9, (b) v = —1 with
a = 0.9. For all data, we averaged over O(10%) — O(10%) samples
for each system size L.

cluster measurement.
Observation (IT): We next display the entanglement contour
for half-subsystem A U B(AB). The numerical results for the
typical ’s are shown in Figs. 11(a)-(c). The data (a) and (b)
show significant nonlinear propagation, while the short-range
case (c) exhibits linear light-cone-like propagation.
Furthermore, we observe the behavior of the wave front
from the data of the entanglement contour for various ~’s.
The obtained results are shown in Fig. 11(d). From the
data of dg* (t), we estimate the coefficients (ag, a1, az). Es-
pecially, the data of the wave front of early-time dynam-
ics for v = —1,—1.5,—2 give estimated values a' =
0.38(3),0.33(1),0.75(1), respectively. All value are smaller
than 1, implying the breakdown of linear-light-cone picture.
Therefore, we expect that as enhancing long-range property of
measurement, the correlation propagation obeys d, o t3, im-
plying super-ballistic. while for short-range regime, the prop-
agation approaches linear light cones.
Observation (III): Finally in this subsection, relation between
the saturation time and system size L in the half-cut entangle-
ment entropy S4p is observed as in the case of the LR2BM.
The results are plot in Fig. 12 for & = 0.9. For the long-
range measurement cases, ts,¢ has only small system-size de-
pendence. In particular for v = 0 (all-to-all case), a tiny in-
verse (negative) logarithmic dependence on L exits, whereas
for v = —1, there is almost no system-size dependence. We
emphasize that this behavior clearly deviates from the linear-
light-cone behavior and indicate the fast scrambling in the
LR3BM. Similar violation of linear light cones has been re-
ported in a random unitary circuit [62], where the saturation
time has no system-size dependence, called ultra-fast scram-
bling.

V. CONCLUSION

In this work, we numerically studied two MoC models
called LR2BM and LR3BM. We found both the models ex-
hibit volume-law phase as steady state, the presence of which
is preserved by the long-range multi-body projective mea-



surements. In particular, we found a long-range measure-
ment induces phase transition without any unitary gates in
the LR2BM, while the LR3BM possesses volume-law phase
in the entire parameter range. We further studied dynam-
ics, especially, scrambling properties for both the LR2BM
and LR3BM in detail. We numerically extracted evidences
of fast scrambler from behaviors of various physical quanti-
ties. Indeed, MoC model has potential to exhibit fast scram-
bling. In the volume-law phase, the long-range measurement
gives strong influence on entanglement growth. From the ob-
servation of the entanglement contour, a deformed wave is
found, which is clearly different from a typical entanglement
spreading, linear light cones (indicating super-ballistic spread-
ing). We also identified that the saturation time of entangle-
ment entropy is indeed faster than that of conventional light
cones. These intensive numerical studies indicate that long-
range multi-body measurements generate fast scrambler-like
behaviors.

The present work is the first step toward discovery of var-
ious systems exhibiting fast scrambling in quantum circuit
models with strong measurements. The study of scrambling
property for various quantum circuit geometry such as star
graph and tree-like one [42, 62] and strength of measurement
[61] will be a promised future direction of study.
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APPENDIX A: PRACTICAL CALCULATION OF
ENTANGLEMENT ENTROPY AND NEGATIVITY

Entanglement entropy: In L-site pure and unique system, the
system is described by L-stabilizers. Each stabilizers g, with-
out sign and imaginary factor is represented by a 2L binary

vector (¢ =0,1,--- , L —1):
L-1 L-1
ge= [T [[z)m, (12)
j=0 j=0
—>'LU€:(’UJ§7"' 7w%71|w67... 7w271)7 (13)
where wf = 0 or 1 and we call wy stabilizer binary vector.
Here, we consider a subsystem X, which includes the site j =
0,---, k(< L—1), and calculate the entanglement entropy for

the subsystem X . To this end, we first truncate each stabilizer

binary vector as
X
wy — wp = (w§, -+ wi|wd, - wi), (14)

then we create a matrix M x by stacking the L-truncated bi-
nary vectors of L stabilizers,

MX = ('lUé(,’lUf(," ! 7w§—1)t'

For this matrix Mx, we calculate rank|Mx|. The value
L — rank| Mx| is equal to the number of linearly-independent
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stabilizers within the subsystem X [54]. As shown in
Refs. [35, 55], the entanglement entropy Sx is related to
rank|My| as Sx = rank|Mx| — Lx, where Lx is the
number of total site of the subsystem X.

Negativity: The original methods calculating the negativity
and its details can be seen in Refs. [13, 56]. In this Appendix,
we explain briefly the methods that we employed in this work.
As explained in Refs. [13, 15, 56], the negativity is defined by

1
Nyp = irankJ, (15)

where J is a map X map matrix, and m 4p is defined as
we explain in the following. Here, we focus on how to con-
struct the matrix J. First, we consider the partition such as in
Fig. 1(c). Then from the L-stabilizers wy we create a stacking
matrix M

M = (wo, w1, ,wr_1)".

For this matrix M, we transform the matrix M into a stan-
dard form [53] denoted by M ®, where the spatial index are
not transformed, that is, the columns are fixed. From M?*,
we extract m 4p specific independent generators of stabiliz-
ers, which have spatial support within AB-subsystem. We
denote them by gz“B with ¢ = 0,1,--- ;map — 1. Next, we
manipulate gf‘B ’s by truncating each stabilizer binary vector

as

1 9k); (16)

where only binary components within the subsystem A (here
labeled by 0, --- , k) remains. Finally, by using the m 4p-
binary stabilizers g;‘, we construct the commutator matrix:

1 if {gf g} =0
D=4 o Wigrr =Y (17)
(e {o if [g7, 4] = 0

Q?BHQ?:(QBC?”WQIQQS’”'

where {g{, g/} = 0 means that the truncated stabilizer gener-
ators g#* and gf are anti-commuting, and similarly [g;*, 93-4} =
0 means that the truncated stabilizer generators gf and gj‘
are commuting. By this manipulation, we obtain the binary
map X map matrix J. By using Eq. (15), we obtain the
negativity N4 p.

APPENDIX B: v-DEPENDENCE OF SATURATION VALUE
OF NEGATIVITY

We show the ~-dependence of saturation value of negativ-
ity in Fig. 13. The values of N 4p are entirely small, at most
O(1071). Nap increases for negative small v (long-range
measurement regime). This indicates that for negative small
v, quantum correlation is enhanced and the result supports
the existence of volume-law phase in the LR2BM. Due to the
small values of N 4, itis difficult to identify any single cross-
ing point among different system size data. Thus, phase tran-
sition behavior cannot be extracted. More detailed study is a
future problem.



FIG. 13. Saturation value of (Nag) as a function of ~y for L = 64,
128, and 256 with 6000, 4000, and 2000 samples, respectively.
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FIG. 14. Behavior of TMI I3 for negative large y (strong short-range
cases). We averaged over 1000, 600, 400 samples for L = 128, 256,
512, respectively. .

APPENDIX C: NO PHASE TRANSITION BEHAVIOR OF
TMI IN LR3BM

We show the behavior of the TMI as varying ~ in the
LR3BM. The numerical result is plotted in Fig. 14. There
is no crossing among the lines with different system sizes. We
expect that even under the limit v — —oo, the crossing does
not occur and volume-law phase remains up to the neighbor-
ing three-body measurement case, which has been studied in
[33].
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APPENDIX D: EFFICIENT METHOD FOR CALCULATING
ENTANGLEMENT CONTOUR

In this Appendix, we comment on a more efficient method
for calculating the entanglement contour s4p compared
with the direct calculation. The first term of the entangle-
ment contour %S(Xj|XQ U X ---Xj_1) (see Eq. (9)) con-
sists of Sx,ux;..x,; and Sx,ux,..x,_,. Thus, calculating
18(X;|Xo U Xy -+ X;_1) for all j requires calculating the
Sxoux;.--x;_, for all j. This calculation mostly consists of
evaluating the rank of a binary representation of the stabilizer
set (cf. Ref. [13, 56]). We now describe the method that re-
duces the calculation of Sx,ux;, ... x, forall j to a single calcu-
lation of Sx,ux, ... Xiap - To explain this efficient method,
we introduce a matrix M and the operation of matrix hori-
zontal concatenation. The matrix M corresponds to the bi-
nary representation of the stabilizer set for site 7 and is an
L x 2 matrix over Fy. Matrix horizontal concatenation is an
operation to create a new N x (M4 + Mp) matrix (AB) from
N x M4 matrix A:

Arq - Arg A1 My
A= | Aka Ag k Ak My
ANt - ANy o ANMy
and N x Mp matrix B:
B - B Bi,mp
B=| B Bk B, vip
By -+ BNy - Bnug

The matrix (AB) is created by combining the columns of A
and B, defined as

Arr - Airm, Bia B1,vp
(AB) = | Awqx -+ Akm, Bra B, Mg
Ana -+ ANm, BN oo Bnoug

Using My, we can calculate Sy, as Sx, = 1 — rankpy (Mo)
and find Sx,ux, = 2 — rank(MoM;) because the
rank remains unchanged even if column swapping is per-
formed. Thus, we can similarly calculate Sx,ux,..x;_, as
SXOUX1"'Xj—1 = j - rank[g](M0M1~~Mj_1). To ob-
tain the rank of (M7 My - - - M;_1), we employ the Gaussian-
elimination procedure and denote the result of performing
the Gaussian-elimination procedure on (M; My - - - M. j_l) as
(M1M2~-~M;_1), which is defined by over Fy. Since
the rank of submatrix (My--- Mj) is the same as the
rankpg) (Mo - - - My), once we conduct the Gauss elimination
to (MoMy ---Mp,,_,), we can obtain Sx,ux,...x,_, forall
7. We can apply the same discussion to the second term in
Eq. (9) and efficiently calculate s 4.
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