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Noise within solid-state systems at low temperatures, where many of the degrees of freedom of
the host material are frozen out, can typically be traced back to material defects that support low-
energy excitations. These defects can take a wide variety of microscopic forms, and for amorphous
materials are broadly described using generic models such as the tunneling two-level systems (TLS)
model [1, 2]. Although the details of TLS, and their impact on the low-temperature behavior of
materials have been studied since the 1970s, these states have recently taken on further relevance
in the field of quantum computing [3–6], where the limits to the coherence of superconducting
microwave quantum circuits are dominated by TLS [7, 8]. Efforts to mitigate the impact of TLS have
thus far focused on circuit design, material selection, and material surface treatment [5, 9–12]. In this
work, we take a new approach that seeks to directly modify the properties of TLS through nanoscale-
engineering [13–15]. This is achieved by periodically structuring the host material [16, 17], forming
an acoustic bandgap that suppresses all microwave-frequency phonons in a GHz-wide frequency
band around the operating frequency of a transmon qubit superconducting quantum circuit [18].
For embedded TLS that are strongly coupled to the electric qubit, we measure a pronounced increase
in relaxation time by two orders of magnitude when the TLS transition frequency lies within the
acoustic bandgap, with the longest T1 time exceeding 5 milliseconds. Our work paves the way for in-
depth investigation and coherent control of TLS, which is essential for deepening our understanding
of noise in amorphous materials and advancing solid-state quantum devices.

Glassy materials exhibit abnormal thermal transport
behaviors at low temperatures, T < 1 K. These anoma-
lies include specific heat and thermal conductivity that
deviate from predictions of the Debye model. This is
counter-intuitive, because the wavelengths of relevant
phonons at low temperatures are too long to distinguish
between structurally amorphous and crystalline solids.
To address this mystery, Phillips [1] and Anderson, et
al. [2], independently proposed the ubiquitous existence
of microscopic two-level systems (TLS), which are de-
fect states tunneling between two nearly equivalent local
potential wells. These TLS defects are known to dis-
tribute nearly uniformly over a broad frequency range,
and they have both elastic and electric dipoles that allow
them to couple to strain and electric fields [19]. The TLS
model successfully explains the aforementioned thermal
anomalies of glassy materials, as well as their acoustic
and dielectric behaviors at low temperatures. Addition-
ally, due to the omnipresence of TLS in amorphous mate-
rials, their wide frequency distribution, and their ability
to couple through both phonons and photons, TLS have
been associated with noise in various solid-state quan-
tum systems, including superconducting (SC) quantum
circuits [7, 8, 20–22], nanomechanical resonators [23–25],
and optomechanical cavities [17, 26].

In the context of SC quantum circuits, TLS have been
identified as a primary limitation to the energy lifetime,
coherence, and overall stability of the physical qubits be-

ing explored for scalable quantum computing architec-
tures [5, 7, 8, 11, 19, 21, 22, 27, 28]. TLS are thought
to reside primarily at the amorphous material interfaces
that make up the physical qubit device, and cause dielec-
tric loss through the interaction between their electric
dipoles and the electric field of the qubit. The interac-
tion leads to a two-step energy dissipation process, where
energy first transfers from the SC qubit to resonant TLS,
and subsequently dissipates into the local environment of
the TLS [13–15, 29]. Despite awareness of the two-step
dissipation process for SC qubit decay, past research ef-
forts have focused on investigating and mitigating the
first step, namely, the energy decay from the SC qubit to
TLS. This choice is in part because of the challenge in ac-
cessing and controlling atomic-scale TLS defects [30, 31],
and therefore, in one’s ability to modify the second step of
the dissipation process. As a result, TLS have long been
viewed as an intrinsic material defect to be avoided [9–
12]. In the pursuit of better SC qubits, material inves-
tigations have focused on finding superconductors with
a surface oxide layer that has low TLS density [32–34].
Similarly, circuit designs of SC qubits aim to minimize
the electric-field strength of the electromagnetic field pro-
duced by the qubit at material interfaces to reduce the
interaction between the SC qubit and TLS [9–11]. These
efforts have led to microwave-frequency SC qubits with
energy relaxation times that extend over hundreds of mi-
croseconds [5].
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FIG. 1. A hybrid platform for phonon engineering in superconducting quantum circuits. a, Schematic illustrating
the two-step energy dissipation process in a SC qubit. First, energy decays from the SC qubit to a bath of near-resonant TLS,
with coupling rate g set by the interaction between the electric field generated by the SC qubit and the electric dipole of the
TLS. Next, energy further dissipates into the local environment of TLS. This environment is presumed to be dominated by a
bath of phonon modes b̂, relaxing at a rate κ, and interacting with the elastic dipole ¯̄γ of the TLS. b, SEM image (false colored)
of the fabricated hybrid transmon qubit device. Each qubit couples to its dedicated λ/4 readout (RO) resonator (turquoise),
Z-control line (green), and XY-control line (blue). The entire device area, as outlined by the pink lines, is suspended on the
220 nm thick Si device layer, which is released from the underlying 3 µm thick oxide BOX layer of the SOI chip. c, Circuit
diagram of the transmon qubit and readout resonator. Approximately 40% of the transmon capacitance comes from the shunt
capacitor (orange), with the remaining 60% from the JJs. d, The simulated acoustic band structure of a unit cell of the Si
cross-shield acoustic structure, with the acoustic bandgap centered around 5.1 GHz shaded in pink. e, A zoomed-in view of the
region surrounding the SQUID loop of the transmon qubit device. The SQUID loop is formed with two JJs in parallel between
the shunt capacitor and ground. Each JJ is fabricated on top of a micron-scale Si platform, which is tethered to the SOI
substrate by a cross-shield acoustic bandgap structure. f, A detailed SEM image of one of the JJs of a qubit device, showing
the cross-shield patterning of the acoustic bandgap structure. The contacts from the shunt capacitor and ground to the top
and bottom electrodes of the JJ, respectively, are visible as narrow Al leads that run across the connected cross-shield lattice.

In the hopes of further understanding TLS and improv-
ing SC qubits, in this work we take direct aim at mod-
ifying the second step of the dissipation process of SC
qubits, namely, the interaction of TLS with the reser-
voir of phonons of the material host as illustrated in
Fig. 1a. The phonon bath is targeted due to the roughly
five-orders-of-magnitude difference in the speed of sound
and the speed of light in materials, and the correspond-
ingly much larger density of states (DOS) at microwave
frequencies for phonons versus photons. For typical
Debye-level electric dipole moments and eV-level defor-
mation potentials of TLS, this makes the dominant bath
that of phonons. We design and fabricate a frequency-
tunable transmon qubit [35, 36] with its Josephson junc-
tions (JJs) embedded in an engineered acoustic structure
that features a GHz-wide acoustic bandgap, as shown in
Fig. 1b–f. TLS within the junctions and with transi-
tion frequency within the acoustic bandgap range, expe-
rience a suppressed two-dimensional (2D) phonon DOS,

which effectively shields them from resonant decay into
the phonon bath. Using the transmon qubit as a quan-
tum sensor, we are able to individually address and char-
acterize the coherence properties of strongly-coupled TLS
within the JJs of the electric qubit. Our experimental
results show that the T1 times for TLS with resonant fre-
quency lying inside the acoustic bandgap are, on average,
extended by two orders of magnitude compared to when
the TLS frequency lies outside the acoustic bandgap.
The coherence and the temperature dependence of the
T1 relaxation process of the acoustically-shielded TLS
are also studied, indicating that coherence is limited to
the microsecond-level due to low-frequency noise, and
thermally-activated relaxation channels open up above
50 mK.
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Transmon Qubit with Acoustically-Shielded
Junctions: Design and Fabrication

We fabricate our transmon qubit device on a silicon-on-
insulator (SOI) substrate [18], which allows for nanoscale
fabrication of high-quality acoustic bandgap structures in
the microwave frequency range (see Sec. I of the Supple-
mentary Information (SI) for design and fabrication de-
tails). Figs. 1b, 1e, and 1f show scanning electron micro-
graphs (SEM) of various parts of the device. The trans-
mon qubit has a shunt capacitor, which is used to cou-
ple to a coplanar-waveguide resonator for readout of the
qubit state. It also has two aluminum-aluminum oxide-
aluminum (Al-AlOx-Al) JJs forming a magnetic flux sen-
sitive SQUID loop for tuning of the electric qubit state
via a current-carrying Z-control line. An XY-control line
is added for direct charge excitation of the qubit. The
transmon qubit is unremarkable in its design, except for
the fact that each JJ in the SQUID loop (Fig. 1f) is lo-
cated on top of a suspended Si platform formed by the
release of the 220 nm thick Si device layer from the SOI
substrate, and tethered to the SOI substrate by nine pe-
riods of an acoustic bandgap structure (Fig. 1f). The
acoustic bandgap structure of this work is based on a
cross-shield design [16, 17], which possesses a 1.372 GHz-
wide acoustic bandgap centered at 5.128 GHz [37]. In
theory, this effectively isolates the JJs of the transmon
qubit, and any TLS defects that may be within the amor-
phous oxide layer of each junction, from acoustic modes
of the SOI substrate.

The TLS within the acoustically-isolated JJs are dis-
tinguished from other TLS in different regions of the cir-
cuit by their signature strong coupling to the transmon
qubit due to the strong electric field of the qubit mode
in the atomically-thin AlOx barrier layer of the JJs. To
increase the occurrence of these TLS of interest, the JJs
of our device are chosen to have a relatively large area
of 0.83 µm2 each. The AlOx barrier layer is also grown
slightly thicker to maintain the transmon operating fre-
quency close to 5 GHz (see Sec. I.B of the SI for details).
As a result, the JJs have a significant junction capaci-
tance in addition to the nonlinear inductance, which is
similar to the merged-element transmon qubit [38, 39].
In the current design, the JJs account for approximately
60 fF, or 60% of the total transmon capacitance.

Transmon Qubit and TLS Characterization

Characterization of transmon qubit devices, and any
coupled TLS, are performed in a dilution refrigerator,
where the chip-scale sample containing the devices is
mounted to the mixing chamber plate of the fridge. The
fridge reaches a base temperature of 7 mK, which cools
down both the SC qubit and TLS close to their respective
ground states. The transmon qubit is first characterized

in the time domain with pulsed excitation and disper-
sive readout. The transmon qubits of this work are mea-
sured to have excited-to-ground state relaxation times of
T1 ∼ 3 µs, which is comparable to the best reported SOI
qubit [18]. We attribute the qubit T1 relaxation to both
dielectric loss at the shunt capacitor and Purcell decay
to the readout resonator. Further details of the qubit
characterization and the qubit parameters for all seven
qubit devices studied in this work can be found in Sec.
I.A of the SI.

Once characterized, the transmon qubit is used as a
quantum sensor to identify individual TLS in the JJs that
experience a structured acoustic environment. Using the
pulse sequence depicted in Fig. 2a, we perform pulsed
microwave spectroscopy to explore the electrically-active
transitions of a given transmon qubit device. The mea-
sured microwave spectrum of one such transmon qubit
device (Chip-A, Q1) is shown in Fig. 2c, with qubit fre-
quency tuned between 5.5 GHz and 6.3 GHz using a
flux bias pulse via the Z-control line. Strong couplings
of the transmon to five TLS (labelled TLS1 through
TLS5) manifest as avoided crossings in the spectrum,
from which we extract the TLS frequencies and coupling
strengths g to the transmon qubit. In these experiments,
the microwave power on the XY-control line is chosen
to yield approximately 100 ns transmon π-pulses, which
allows us to resolve TLS with a coupling strength of
g ≳ 5 MHz. The strong couplings of TLS1–5 are a signa-
ture that these TLS are physically located inside the JJs
of Q1 on Chip-A, and hence, inside the acoustic bandgap
structures.

Next, in order to probe further the properties of the
strongly coupled TLS, we calibrate coherent SWAP op-
erations between transmon qubit and TLS states using
SWAP spectroscopy [40, 41], as illustrated in Fig. 2b.
Figure 2d shows a representative measurement of SWAP
spectroscopy performed on device Q1 of Chip-A, where
five pronounced vacuum Rabi oscillation patterns appear
at the same pulsed flux-bias amplitudes as the previ-
ously measured anticrossings for TLS1–5. This confirms
that these fringes arise from the resonant exchange in-
teractions between the transmon qubit and individual
strongly coupled TLS, and signifies the coherent nature
of these TLS. Based on these vacuum Rabi oscillations,
we identify optimal SWAP gates for each TLS. Utilizing
the SWAP gate, we are able to selectively prepare any one
of the five TLS in their first excited-state. Moreover, se-
quential application of this technique allows us to look for
the presence of second (and higher-order) excited-states
of the TLS. The absence of observable higher-order ex-
cited states (see Sec. II.F of the SI), indiccates that the
strongly coupled TLS to the transmon qubits measured
here are highly anharmonic. Importantly, this eliminates
any concerns that the TLS-like behavior observed in this
study originates from high-Q harmonic acoustic modes
of the acoustic bandgap structure.
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FIG. 2. Characterization of a hybrid transmon-TLS
system. a, Pulse sequence used for microwave spectroscopy
of the qubit, and c, corresponding measured transmon qubit
spectrum for Q1 of Chip-A. In this measurement protocol,
a Z-pulse flux biases the transmon qubit away from its flux-
insensitive sweet spot. An overlapping XY-pulse probes the
excitation of the transmon qubit at different flux biases.
When the transmon is in resonance with a TLS, their hy-
bridization results in avoided crossings. For Q1 of Chip-A
we measure five distinct TLS, labelled TLS1 through TLS5.
Notably, the avoided crossings of TLS4 and TLS5 are situ-
ated within the simulated acoustic bandgap, with the upper
frequency bandedge indicated by the green dashed line. The
inset provides a magnified view of the avoided crossing of
TLS5. The red solid line in the inset is a fitting curve with
ωTLS5/2π = 5.6563 GHz and g/2π = 21.7 MHz. b, Pulse
sequence of the transmon-TLS SWAP gate spectroscopy, and
d, corresponding measured transmon-TLS SWAP spectrum
for device Q1 of Chip-A. In this measurement protocol, the
transmon is first excited by an XY π-pulse, then tuned by
a Z-pulse with varying amplitude and duration, and finally
the transmon qubit population is dispersively read out upon
tuning back to its starting frequency. The resulting chevron
patterns correspond to vacuum Rabi oscillations between the
transmon qubit and the strongly coupled TLS1–5.

T1 Lifetime of Acoustically-Shielded TLS

To characterize the lifetime of TLS, we begin by
preparing a TLS in its excited-state using the SWAP
gate, and then let the TLS relax for a variable amount
of time. Finally, we map the TLS state back to the
transmon using a second SWAP gate, and measure the
final transmon state using its dispersive readout circuit
(Fig. 3a). During the TLS relaxation time, the trans-
mon qubit is tuned to its uppermost frequency, far from
resonance with the TLS to avoid relaxation of the TLS
through hybridization with the transmon qubit. The re-
sulting T1 relaxation curves for the five characterized TLS
of Q1 on Chip-A are shown in Fig. 3b, with TLS1–3
having T1 ∼ 2 µs, while TLS4 and TLS5 exhibit two
to three orders-of-magnitude longer relaxation times of
T1,TLS4 = 215 ± 15 µs and T1,TLS5 = 1100 ± 200 µs, re-
spectively (here the one standard deviation uncertainty
in the T1 is quoted). Notably, both TLS4 and TLS5
have transition frequencies that lie within the expected
acoustic bandgap of the crosss-shield structure based on
numerical finite-element simulations, whereas TLS1–3 all
have frequencies above the simulated bandgap.

To gather further statistical data on the correlation
between the T1 of strongly coupled TLS and their tran-
sition frequency, we examined TLS across seven trans-
mon qubit devices (nominally, all of the same by design),
on two different fabricated chips. Additionally, we ther-
mally cycled the devices up to room temperature and
back down to milliKelvin temperatures to redistribute
the TLS frequencies [42]. In total, 56 TLS (or more ac-
curately TLS with unique frequencies) have been charac-
terized. These TLS span frequencies from 3.7421 GHz to
6.3935 GHz, and their T1 values range from 0.25±0.02 µs
to 5400 ± 800 µs. For a full list of measured TLS pa-
rameters, see Sec. II.A of the SI. Here, we focus on the
statistical properties of the TLS, and show compelling
evidence that the extended TLS T1 relaxation times, as
observed in TLS4 and TLS5, originate from the acoustic
bandgap.

We begin our analysis by plotting in Fig. 3c the cu-
mulative distribution of TLS versus their measured T1

relaxation time (here we have excluded one TLS data
point whose T1 value we estimate to be limited by decay
through the transmon qubit). From this plot, we iden-
tify a gap in measured T1 times, between 35–85 µs (pink
shaded region). This gap in T1 divides the TLS naturally
into two distinct families, referred to as family A (blue
squares) and family B (blue triangles). Each family is fit-
ted to a log-normal distribution, represented by the red
solid lines. The fitted parameters yield median T1 val-
ues of 4.1 ± 0.2 µs and 414 ± 17 µs for family A and B,
respectively (we use the median as opposed to the mean
due to the large skewness of 1.8 and 3.3 for the TLS T1

distributions of the two families).
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FIG. 3. TLS T1 relaxations in an engineered acoustic bath. a, Pulse sequence to measure the T1 energy relaxation time
of TLS. The qubit is first driven to its excited state via an XY π-pulse. This excitation is then transferred to the TLS using
a Z SWAP pulse. After a variable delay, the TLS state is swapped back to the transmon qubit and the qubit popultation is
subsequently read out. b, Relaxation curves for each of TLS1–5 of Q1 on Chip-A identified in the microwave spectroscopy
of Fig. 2. The measured signals have been normalized and fitted to a decaying exponential. c, Cumulative distribution of
TLS T1 relaxation times from 55 TLS measured across two chips, seven devices, and two cooldowns. A gap between 35–85 µs
(pink shade) divides the cumulative distribution into two families, A and B. Each family is fitted to a log-normal distribution,
represented by the red solid lines. d, T1 relaxation times of the TLS plotted against their frequencies. TLS in family A are
represented by blue squares, and TLS in family B by red triangles. The two TLS families exhibit a strong correlation with
TLS frequency. The shaded vertical gray regions represent the edges of a central frequency band where almost all of the TLS
in family B reside, and outside of which almost all of the TLS in family A reside. The solid green line is a guide for the eye,
representing the median T1 values for TLS with transition frequency inside and outside the central frequency region. Four
outlier TLS from family A and B, whose T1 values are not correlated with frequency in the same way as the rest, are marked
by black circles. e, Simulated phonon DOS of an infinitely-periodic cross-shield acoustic bandgap structure. The blue, red,
and green curves are derived from slightly different acoustic structure unit cells, representing variations in the Al leads from
the JJs (see Sec. I.A of the SI).

Next, we plot in Fig. 3d the measured TLS T1 relax-
ation times against their frequencies, marking those TLS
in family A with blue squares and those in family B with
red triangles. As is clearly visible, the two TLS families,
categorized solely by their distinct T1 values, exhibit a
strong correlation with frequency. Specifically, TLS in
family A predominantly occupy frequencies outside a fre-
quency band centered around 5.1 GHz, whereas those in
family B mostly reside within this frequency band. We
can define this central frequency band quantitatively by
using the following cost function,

C(f1, f2) = log[1− FA(f1, f2)× FB(f1, f2)], (1)

where the central frequency band is defined between
lower and upper bandedges f1 and f2, respectively.
FA(f1, f2) denotes the fraction of TLS in family A
whose frequencies lie outside this frequency band, while

FB(f1, f2) represents the fraction of TLS in family B
that fall within this frequency band. Upon minimiz-
ing the cost function, we obtain Cmin = −1.98, with the
lower bandedge f1 lying between 4.510–4.547 GHz, and
the upper bandedge f2 lying between 5.690–5.735 GHz.
These empirically defined bandedges are marked as verti-
cal gray shaded regions in Fig. 3d. This can be compared
to the expected frequency bandgap region of the cross-
shield acoustic structure that the JJs of the transmon
qubits are embedded within. In Fig. 3e, we present the
numerically-simulated phonon DOS for three slightly dif-
ferent unit cells of the acoustic cross-shield, taking into
account variations in the Al leads that connect the JJs to
the rest of the circuit (see Sec. I.A, I.D of the SI). Even for
the simulation with the heaviest loading by the Al leads
(green curve in Fig. 3e), we find excellent correspondence
between the frequency band defined by high TLS T1 val-
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ues and the acoustic bandgap with zero phonon DOS of
the simulated cross-shield structure.

The above correlations between TLS T1, TLS fre-
quency, and the designed acoustic bandgap frequency
serve as compelling evidence that the observed several
orders-of-magnitude increase in TLS T1 relaxation time,
from a median of Mout,2D(T1) = 4.4 µs outside the cen-
tral frequency band region, to a median of Min,2D(T1) =
506 µs inside the central frequency band region, origi-
nates from the presence of an acoustic bandgap in the
acoustic bath seen by the strongly coupled TLS within
the JJs. This result also indicates that for TLS that
couple to the electric field of microwave-frequency SC
qubits, the dominant relaxation channel is spontaneous
phonon emission into the acoustic bath, in agreement
with the two-step dissipation chain shown in Fig. 1a.
There are, however, several outliers in the measured TLS
data. These are marked by black circles in Fig. 3d. The
TLS from family B with low T1 at a frequency of 5 GHz
lying within the central frequency band, is from a device
(Q2, Chip-A) that seems to have a frequency bandgap
which is shifted to higher frequencies (see Sec. II.D in
the SI) due to fabrication variation from device to de-
vice. Similarly, the TLS of family B with high T1 lying
just outside the central frequency band at 5.8 GHz, is
from the Q1 Chip-A device, which has an upper bandedge
frequency slightly higher than the average (see Sec. II.D
in the SI). Despite these outliers, the consistency of the
inferred bandgap region from all seven devices indicates
that the fabrication process, although not perfect, is rel-
atively accurate on the scale of a percent standard devi-
ation.

The two TLS of family B with high T1 values that are
far from the central frequency band, at approximately
4 GHz and 6.2 GHz, represent a different type of out-
lier. We believe that these TLS, although lying outside
the cross-shield bandgap, have either acoustic dipole ori-
entations that are orthogonal to the polarization of the
acoustic modes of the cross-shield structure, or, are de-
coupled from the acoustic bulk phonon modes of the SOI
substrate due to the finite extent of the cross-shield and
acoustic reflections at its perimeter. These effects might
also explain a portion of the large variation seen in the T1

values for TLS outside of the acoustic bandgap, although
varying acoustic dipole strength between TLS would also
contribute to the observed T1 variance. This discussion
draws attention to the fact that all of the measured TLS
in this work live within a 2D Si membrane, with an effec-
tive 2D phonon DOS. Comparing our results to previous
studies of TLS in the JJs of a phase qubit fabricated on a
high resistivity Si substrate, where the median T1 values
were of order M3D(T1) ∼ 200 ns [42], highlights that the
observed increase in TLS T1 within the acoustic bandgap
of our structures is three orders-of-magnitude above that
for TLS in a three-dimensional bulk material.

TLS Coherence and Temperature-Dependence of T1

Relaxation

The significantly extended TLS T1 time naturally
raises questions about their coherence time. There is also
the question of what limits the TLS T1 values once the
direct resonant coupling to a phonon bath is removed.
Here we perform further studies on TLS5 of device Q1

on Chip-A, which displays a long T1 = 1100 ± 200 µs,
making it a sensitive probe of these effects. Coherent
control of the TLS can be achieved by sending a strong
microwave pulse resonant with the TLS down the XY-
control line of the transmon qubit [43]. This pulse is able
to directly control the TLS due to the hybridization be-
tween the transmon qubit and the TLS, as described in
Sec. II.I of the SI. We calibrate control pulses for TLS5
of Q1 on Chip-A, and perform Ramsey spectroscopy to
characterize its T ∗

2 .
Using the Ramsey sequence illustrated in Fig. 4a,

we plot the excited state population of the transmon
qubit mapped from the TLS as a function of the
free precession time of the TLS in Fig. 4b. Fitting
the resulting pattern to an oscillatory decaying curve,
A cos(ωt+ ϕ0) exp[−(t/T ∗

2 )
n] + B, yields T ∗

2 = 0.91 ±
0.05 µs, with n = 1.8±0.3. The obtained TLS coherence
time does not show a significant improvement over TLS
without the engineered acoustic environment [41, 43].
This is perhaps to be expected, as the decoherence of
TLS is thought to be dominated by the bath of thermally-
activated TLS through an effective ZZ interaction, and
the properties of these low-frequency TLS, with frequen-
cies ℏω ≲ kBT , are not fundamentally altered by the
presence of the microwave-frequency acoustic bandgap
of the structures in this work. This model is consistent
with the exponent of the TLS coherence decay: being
close to quadratic it is associated with coherent-like, low-
frequency noise on the TLS transition frequency. The
extended T1 time of the acoustically-shielded TLS, along
with dynamical decoupling sequences, presents an oppor-
tunity to use the microwave-frequency TLS as a highly
sensitive nanoscale sensor [44–46], capable of revealing
the structure of its low-frequency bath. A detailed inves-
tigation, highlighting the properties of low-frequency and
thermally-activated TLS, will be the subject of a future
work.
Finally, in Fig. 4b we present the temperature-

dependence of the T1 relaxation rate of TLS5 as we warm
up the mixing plate of the fridge from a base temperature
of 7 mK to 193 mK, and cool down back to base tem-
perature. No hysteresis is observed between the warm-
up (red markers) and cooldown (yellow markers) paths.
Here we plot the quality factor, defined as Q = ωT1, to
compare the relaxation of both TLS5 at transition fre-
quency ωTLS5/2π = 5.65 GHz and the transmon qubit at
transition frequency ωq/2π = 6.48 GHz. The variation
of the transmon Q-factor with temperature agrees with a
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temperature. The black solid line represents a correction to the gray dashed line, when using the effective temperature from
c. The gray dash-dotted line is a fit to the transmon curve with a model including thermal saturation of weakly coupled TLS
and damping from thermally-activated QPs. c, Plot of the effective temperature against the mixing plate temperature. The
effective temperature is deduced by assuming a single TLS energy relaxation channel of QPs. The empirical fit assumes the
functional form Teff(TMXC) = A

√
1 +B tanh(C/TMXC)/ tanh(C/TMXC).

widely adopted model that considers effects from thermal
saturation of weakly-coupled resonant TLS and the ther-
mal excitation of quasiparticles (QPs) in the supercon-
ducting Al layers of the transmon qubit [20, 37, 47, 48].
A fit of this model (see Sec. II.G of the SI for details) to
the transmon data is shown as a gray dash-dotted line.

The Q-factor of the TLS, on the other hand, stays
roughly constant at Q ∼ 2.5 × 107 for temperatures be-
low 75 mK, then drops by three orders of magnitude to
Q < 5×104 at 193 mK. For temperatures above 150 mK,
the drop in TLSQ-factor looks to follow that of the trans-
mon qubit. Fitting a similar QP loss model to the TLS
data in this region yields the dashed curved in Fig. 4b. As
can be seen, the plateau in the TLS Q-factor at the low-
est temperatures is not captured by this simple model.
Possible explanations for the limited TLS Q-factor be-
low 75 mK include temperature-independent phenomena
such as TLS coupling to heavily damped grain-boundary
motion in the polycrystalline Al films [24, 49], or coupling
to non-equilibrium QPs induced by high-energy particle
events [50]. Using the high temperature fit of the QP
model to the TLS Q-factor data, and then fitting for an
effective temperature Teff for the QPs that tracks the
measured TLS Q-factor data at lower mixing plate tem-
peratures (TMXC), yields the temperature curve shown
in Fig. 4c. The corresponding fitting curve for the TLS
Q-factor assuming Teff(TMXC) is shown as a solid black
line in Fig. 4b (the transmon fit using Teff remains largely
unaffected). If QPs were to explain the plateau in TLS

Q-factor, this analysis predicts a QP saturation temper-
ature of approximately 130 mK. This is consistent with
recent studies [50–52] of non-equilibrium QP population
in Al superconducting circuits, which infer a QP popu-
lation with effective temperature of 120-150 mK. Details
of the QP loss model and further discussion of possible
sources of thermally-activated TLS relaxation channels
are given in Sec. II.G and II.H of the SI. We emphasize
that TLS-QP coupling is simply one possible explana-
tion for the observed temperature-dependent TLS relax-
ation behavior. This behavior deviates from predictions
of the standard tunneling model of TLS [14], and reveals
previously unexplored TLS physics that requires further
investigation.

Outlook

Despite the success of using TLS as a phenomeno-
logical model, in-depth knowledge of the nature and
origin of TLS remains elusive in many specific situa-
tions [19, 53]. The long-lived coherent TLS realized in
this work through phonon engineering of the host mate-
rial should be able to shed new light on previous TLS
studies. These TLS can serve as nanoscale sensors, pro-
viding valuable information about the local environment
of TLS [54, 55]. Of particular interest are low-frequency
TLS that can be thermally activated. These TLS exhibit
fluctuations due to interactions with thermal phonons,
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and have been linked to parameter fluctuations of SC
qubits over extended timescales [22, 27, 28], as well as
1/f noise in conductors [56]. In each of these cases, a
better understanding of the TLS could potentially lead
to strategies for their elimination through materials selec-
tion, growth, and processing [19, 57–59]. Alternatively,
long-lived TLS may find applications as qubits or quan-
tum memories themselves [41, 60], with coherent control
provided by superconducting devices such as the trans-
mon qubit in this work. Finally, there is low-temperature
flux noise found in SQUID loops, which limits the co-
herence of frequency-tunable SC qubits [61–64]. This
noise is hypothesized to arise from surface defects in the
vicinity of the SQUID loop, that carry spin degrees of
freedom [21]. This notion draws interesting connections
between the TLS of amorphous solids, and the color cen-
ter defects of crystalline hosts such as diamond, which
also experience a major source of noise from surface
spins [58, 65]. Similarly, phonon engineering could mit-
igate unwanted phonon damping for acoustically-active
transitions of the defect center, such as found in the
groundstate manifold of SiV [66].
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I. METHODS

In this section, we describe considerations that under-
lie the design of the hybrid transmon qubit device with
Josephson junctions (JJs) embedded in acoustic bandgap
structure. Our overarching goal is to strike a balance be-
tween the simplicity of the transmon qubit device and its
effectiveness in demonstrating the phonon engineering of
tunneling two-level systems (TLS) defects. This guiding
principle is reflected in our decision of excluding Purcell
filters, as well as the inclusion of a shunt capacitor for the
transmon qubit. Further discussions on the device design
will follow shortly. Along with the transmon qubit de-
vice design, we consider the acoustic metamaterials, as
well as their integration into the transmon device. We
will also discuss the device fabrication process, wherein
a single resist layer Manhattan-style Josephson junction
process plays a key role in the realization of our device.
To conclude the Methods section, we provide brief de-
scriptions of our experimental measurement setup, the
calculation of phonon density of states using COMSOL,
and a technique we used to generate new sets of TLS,
known as thermal cycling.

A. Device design

The device serves two purposes: a) to identify indi-
vidual TLS influenced by the engineered acoustic envi-
ronment, and b) to characterize their relaxation behav-
ior. To achieve this, we direct our attention towards TLS
that are physically located inside the Josephson junction
(JJ) tunnel barriers. This choice has three advantages.
Firstly, their strong couplings to the transmon qubit, due
to the intense electric field within the JJ, set them apart
from TLS at circuit interfaces. Secondly, their physical
confinement within a small area (the JJ) makes it con-
venient for phonon engineering. Lastly, individual ad-
dressing and characterization of TLS inside the JJ are
well-established [1, 2].

1. Transmon qubit

In the design of the transmon qubit, we decide to
make our JJ an order-of-magnitude larger than typical
JJs, with a size of approximately ∼ 0.83 µm2, in order
to increase occurrences of TLS inside the JJ. Such large
JJ contributes to a substantial junction capacitance. A
transmon qubit, characterized by its qubit capacitance
consisting mainly of the junction capacitance, has been
recently demonstrated in refs. [3, 4]. In our design, the
two JJs that form a symmetric SQUID (superconduct-
ing quantum interference device) loop collectively con-
tribute a ∼ 60 fF junction capacitance to the transmon
qubit. It is noteworthy that the junction capacitance is
large enough that the JJs alone can make up a trans-
mon qubit, a configuration termed the ‘merged-element

wtether

wlead

lshadow

 3 um
platform

leads

a b

FIG. S1. JJ embedded in the acoustic metamaterial. a, SEM
showcasing the JJ, the rectangular platform, and the sur-
rounding acoustic metamaterial. The JJ is positioned on top
of an approximately 1×1.6 µm2 rectangular Si platform, high-
lighted in red. The JJ is formed by two Al layers sandwiching
a thin AlOx barrier layer. Each Al layer has a narrow and
long lead, indicated by turquoise arrows. These JJ leads pass
through the acoustic metamaterials and form a SQUID loop.
b, Schematic topview of a. For our fabricated devices, we
have wlead = 45 nm, wtether = 72 nm, and lshadow ≈ 150 nm.
The alignment between the JJ and the Si tether is better
than ∼ 10 nm. Based on our device geometry, the unit cell
of the acoustic structures has three different types, showcased
in the blue, red, and green dashed boxes, representing the Si
cross-shield, Si cross-shield with 30 nm thick JJ lead, and Si
cross-shield with 50 nm thick JJ lead, respectively.

transmon’ [3, 4]. In this work, however, instead of imple-
menting a full merged-element transmon, we introduce a
shunt capacitor. The shunt capacitor conveniently facil-
itates coupling to control lines and readout resonators.
The shunt capacitor accounts for ∼ 40 fF, resulting in a
total transmon capacitance of ∼ 100 fF. It is important
to emphasize that the shunt capacitor is not protected
by the acoustic metamaterials, and its interaction with
nearby resonant TLS is considered the major T1 relax-
ation channel for the transmon qubit. Consequently, due
to the influence of the shunt capacitor, we do not expect
substantial effects of phonon engineering on the transmon
qubit in the current design.
To engineer the acoustic environment that the JJ and

the TLS inside the JJ see, we position the JJ of the trans-
mon qubit on top of a rectangular platfrom consisting
of an unpatterened Si suspended membrane, as shown
in Fig. S1. The rectangular platform is tethered to the
rest of the Si microchip through an acoustic metamate-
rial, which is designed to exhibit a microwave-frequency
acoustic bandgap centered around 5.1 GHz. Inside the
bandgap, the acoustic metamaterial shields the TLS from
spontaneous phonon emission into the phonon modes of
the bulk materials and extends the lifetime of TLS.
The readout resonators are designed to situate ∼

700 MHz above the transmon’s upper sweet spot fre-
quency, with a coupling strength of ∼ 70 MHz and a
linewidth of ∼ 2 MHz. No Purcell filters are used, yield-
ing a Purcell limit of ∼ 10 µs, a timescale that is on
the same order of transmon’s T1. We believe the Purcell
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FIG. S2. Rabi chevron of a representative hybrid
transmon qubit device. The measurements presented cor-
respond to Q4 of Chip-A, conducted during the first cool
down.

limit serves as the secondary contribution to the relax-
ation process of transmon, with the major contribution
being resonant coupling to TLS at the shunt capacitor,
as mentioned earlier.

For the comprehensive characterization of phonon en-
gineering of TLS and the acoustic bandgap, two dis-
tinct microchips are designed, labelled Chip-A and Chip-
B. Each chip accommodates four transmon qubits. On
Chip-A, the designed upper sweet spot frequencies of the
four transmon qubits span the range of 6 − 6.5 GHz,
strategically chosen to resolve the upper edge of the
acoustic bandgap. Conversely, the four transmon qubits
on Chip-B are designed to cover the frequency range
5.1 − 5.5 GHz to resolve the lower edge of the acoustic
bandgap. On each chip, the four transmon qubits have
identical JJs. Adjustments to the shunt capacitance of
each transmon qubit tunes its sweet spot frequency to the
desired value. Between Chip-A and Chip-B, the geome-
try remains identical. The different transmon frequency
ranges between the two chips are achieved by varying the
oxidation condition during the JJ fabrication process.

The fabricated Chip-A (Chip-B) covers upper sweet
spot frequency ranges 6–6.5 GHz (5.4–5.8 GHz). Typi-
cal parameters for all transmon qubits on both chips are
presented in Table S1. It’s worth noting that these pa-
rameters are subject to minor changes during different
cool downs. On Chip-B, Q4 remains operational, indi-
cated by the Lamb shift of the readout resonator and its
susceptibility to flux tuning via the crosstalk from the
Z lines of Q1–3. However, Q4 does not show frequency
tuning through its own Z line. We suspect that potential
defects in the Z line or associated wirebonds lead to an
open connection. We therefore exclude Q4 from Chip-B
in this study. Parameters of the other seven transmon
qubits align well with our design and simulations. Their
T1 times span the range 1.5–6.0 µs, corresponding to Q
values between 0.5–2×105, which are on par with the best
SOI transmon qubits reported in literature [5]. Fig. S2
displays a representative Rabi chevron pattern measured
on Q4 of Chip-A.

ω/2π α ωRR/2π g T1

Device (GHz) (MHz) (GHz) (MHz) (µs)
Chip-A Q1 6.48 -182.5 7.26 74.0 4.5
Chip-A Q2 6.29 -166.7 7.13 71.6 2.1
Chip-A Q3 6.11 -159.3 7.00 66.8 3.0
Chip-A Q4 5.98 -152.6 6.88 67.5 3.2
Chip-B Q1 5.77 -182.1 6.22 71.8 1.5
Chip-B Q2 5.57 -171.3 6.11 71.0 6.0
Chip-B Q3 5.44 -162.7 6.01 70.1 3.5

TABLE S1. Transmon qubit parameters. Chip-A is de-
signed to resolve the upper edge of the acoustic bandgap.
This chip hosts four qubits, Q1–4, with upper sweet spot fre-
quencies above the upper edge of the acoustic bandgap, sim-
ulated to be around 5.814 GHz. As for Chip-B, designed to
resolve the lower edge of the acoustic bandgap, three fully
functional qubits, Q1–3, have upper sweet spot frequencies
above the lower edge of the acoustic bandgap, simulated to be
around 4.442 GHz. Additional qubit parameters are provided
in the table, including the qubit’s anharmonicity α, the fre-
quency of its corresponding readout resonator ωRR, the cou-
pling strength g to the resonator, and the typical T1 relaxation
time measured at the sweet spot. We note that these values
are representative, subject to slight variations after each ther-
mal cycling.

2. Acoustic bandgap metamaterials

The acoustic metamaterial is formed from a periodic
cross-shield pattern etched into the Si membrane layer.
A scanning electron microscope (SEM) image showcas-
ing the JJ, the rectangular platform, and the surround-
ing acoustic metamaterials is shown in Fig. S1a. The
platform region replaces the central 2 × 3 unit cells of
the cross-shield metamaterial, and is surrounded by nine
periods of shielding. As shown in the SEM of the device
(Fig. S1a) and the schematic ( Fig. S1b), the JJ leads
pass through several unit cells of the acoustic metama-
terial, introducing additional mass and perturbations to
the band structures. Consequently, central to our design
is the establishment of a large acoustic bandgap in the
presence of the JJ leads.

To account for these perturbations due to the JJ leads,
we consider three different unit cell types in the COM-
SOL simulation of the acoustic band structure. These
unit cell types are designed in accordance with the ge-
ometry of our transmon device, which include a silicon
only (enclosed by the blue dashed box in Fig. S1b), b
silicon with 30 nm thick Al leads from the JJ (enclosed
by the red dashed box in Fig. S1b), and c silicon with
50 nm thick Al leads from the JJ (enclosed by the green
dashed box in Fig. S1b). Throughout all three cases, the
Si geometry stays the same. The dimensions used by
the COMSOL simulations are derived from the SEM im-
age of a sister chip that is nominally identical to Chip-B.
The results from the COMSOL simulations for the acous-
tic band structures in these three scenarios, along special
paths connecting highly symmetric points in the k-space,
are shown in Fig. S3. Additionally, the corresponding
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FIG. S3. Simulated acoustic band structures of the
cross-shield acoustic metamaterial unit cell. Utilizing
COMSOL simulations, we present the acoustic band struc-
tures of the three types of unit cells: a, silicon only cross-
shield, b, silicon cross-shield with 30nm thick Al lead pass-
ing through, and c, silicon cross-shield with 50nm thick Al
lead passing through. The Si cross-shield geometry remains
the same for all three cases, with Si device layer thickness
of 220 nm. The simulated bandgap frequencies are listed in
Table S2.

Al thickness (nm) f1 (GHz) f2 (GHz)
0 4.442 6.033
30 4.417 5.979
50 4.389 5.814

TABLE S2. Simulated acoustic bandgaps for three dif-
ferent unit cells. The tabulated information outlines the
acoustic bandgap frequencies for the three unit cell types,
as illustrated in the blue, red, and green dashed boxes in
Fig. S1b. The corresponding band structures are plotted in
Fig. S3. The table’s columns specify the thickness (th.) of Al
leads from the JJ passing through the cross-shield unit cell,
as well as the respective lower and upper edges of the acoustic
bandgap (f1 and f2). The bandgap for the entire structure,
given by the frequency overlap between these three unit cell
types, spans from 4.442 GHz to 5.814 GHz, highlighted in
bold.

bandedge frequencies are listed in Table S2. The over-
lap of these three simulated bandgaps yields an overall
bandgap spanning 1.372 GHz, ranging from 4.442 GHz
to 5.814 GHz, in the presence of the JJ leads. The overall
bandgap is 0.219 GHz narrower than the Si only unit cell
(4.442–6.033 GHz), due to the perturbations of Al leads.

Additionally, we conducted COMSOL simulations to
explore the effects of the widths and thicknesses of the Al
leads that run through the Si cross-shield pattern. Of the
two factors, thickness has the larger impact on the band
structures. As the thickness of the Al lead increases, the
size of the bandgap decreases from 1.591 GHz until it van-
ishes at approximately 100 nm Al thickness. Preserving a
large acoustic bandgap therefore necessitates careful de-
sign of the JJ geometry and the process of double-angle
evaporation of Al. It is critical to ensure that any cross-
shield metamaterial unit cell undergoes no more than
one metalization, or equivalently, avoiding the formation

of parasitic junctions on the cross-shield pattern. This
condition ensures that the three scenarios simulated in
Fig. S3 faithfully capture all the acoustic band structures
encountered in our device. The elimination of parasitic
junctions in the cross-shield region is achieved by a geo-
metric argument, which will be discussed in detail in the
subsequent section on device fabrication (sec. I B).

B. Device fabrication

Our fabrication process of the hybrid device stems
from the fabrication recipe for transmon qubit on silicon-
on-insulator (SOI) substrate outlined in ref. [5]. Our
modified process is illustrated in Fig. S4. We start
with an SOI wafer (SEH) with the following specifica-
tions: silicon device layer, 220 nm in thickness, resistiv-
ity ρ ≥ 5 kΩ · cm; buried silicon dioxide layer, 3 µm
in thickness; and a silicon handle, 750 µm in thickness,
ρ ≥ 5 kΩ·cm. First, the wafer is diced along the ⟨100⟩ di-
rection into chips of dimensions 20 mm×10 mm. We then
perform the following fabrication steps, all using 100 keV
electron-beam lithography (Raith EBPG5200) for pat-
terning, and electron beam evaporation (Plassys MEB
550S) for metalization: (i) Si device layer patterning us-
ing inductively coupled plasma reactive ion etching (ICP-
RIE) with C4F8/SF6 (Oxford Plasmalab 100) to define
the cross-shield acoustic metamaterials, as well as the re-
lease holes for device suspension. (ii) 30◦ double-angle
evaporation for the Manhattan-style JJ (30 nm/50 nm)
using a single layer photo resist (ZEP520A). The oxida-
tion steps are performed at 130 mbar, for a duration of
84′ and 102′ for Chip-A and Chip-B, respectively. (iii)
Al ground plane patterning by liftoff. (iv) Ar ion milling,
bandage deposition and liftoff. (v) Device release in an-
hydrous vapor-HF (SPTS uEtch).

(i) C4F8/SF6
dry etch

(ii) Josephson
Junctions

(iii) Al ground 
plane 

(iv) ion mill,
bandage

(v) anhydrous HF
vapor release...

SiO2

Si

FIG. S4. Fabrication process of the hybrid device on
SOI substrate. All beam writes employ 100 keV electron-
beam lithography (Raith EBPG 5200). All metal depositions
are realized by electron beam evaporation (Plassys MEB550S)
and a liftoff process.
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Our fabrication process is fine-tuned to accurately re-
alize our design and ensure the preservation of a large
acoustic bandgap. The key in our fabrication is to mini-
mize any perturbations to the acoustic structure, in par-
ticular: a) Preventing any metal deposition on the ver-
tical sidewalls of the silicon acoustic structures, and b)
eliminating the formation of parasitic junctions on the sil-
icon cross-shield structures during the double-angle evap-
oration process.

1. Preventing metal deposition on the Si sidewalls

To avoid any undesired metal deposition on the verti-
cal sidewalls of the silicon acoustic structures, we make
sure 1. the JJ lead is small enough to completely locate
on top of the Si structure, and 2. there is good alignment
between the JJ and acoustic metamaterial patterns. For
the first part, we make the width of the JJ leads narrower
than the width of the Si tether, which is the narrowest
part of the cross-shield acoustic metamaterial that the JJ
lead runs through, given by wlead = 45 nm < wtether =
72 nm, as illustrated in Fig. S1b. For the second part,
we employed local markers during the e-beam lithogra-
phy, which contributes to consistent alignment accuracy,
resulting in small misalignment of ≲ 10 nm between the
acoustic metamaterial pattern and the JJ, as evidenced
in Fig. S1a. Even considering a worst case scenario with
a 10 nm misalignment, the metal deposition of the JJ
leads remains confined to the top silicon surface, avoid-
ing any undesired metal deposition onto the sides of the
silicon acoustic structures.

2. Eliminating the formation of parasitic junctions

To eliminate the formation of parasitic junctions on
the cross-shield metamaterials, we implement a geomet-
ric strategy in the Manhattan-style JJ, as illutrated in
Fig. S5. During the angled evaporation process, an un-
metalized ‘shadow’ area of size lshadow = d tan θ is cre-
ated, where d is the thickness of photoresist and θ the
evaporation angle from normal incidence. In our pro-
cess, the shadow size is approximately lshadow ≈ 150 nm.
In the design of the Manhattan-style JJ, we enforce the
condition that wlead ≪ lshadow, where wlead = 45 nm
is the width of our JJ leads. This condition guarantees
that only one layer of Al is metalized on the Si struc-
ture, avoiding the formation of parasitic junctions in the
Manhattan-style JJ configuration. Specifically, the fab-
rication of Manhattan-style JJ involves two separate Al
evaporations, whose in-plane evaporation angles are per-
pendicular to each other. When the in-plane direction of
the evaporation aligns with the length direction of the JJ
lead (into the plane in Fig. S5), Al is deposited to the Si
structure. When the in-plane direction of the evaporation
is perpendicular to the length direction of the JJ lead,
as shown in Fig. S5b, Al only deposits onto the resist,

Al evaporation
Al

Resist

Si

sidewall

a b

d

lshadow

θ

FIG. S5. Sideview of angled evaporation in a single
layer resist process. a, From a geometric standpoint, there
is a shadow area of size lshadow = d tan θ without metalization,
where d is the thickness of the resist, and θ the evaporation
angle from normal incidence. In addition, during angled evap-
oration of Al, due to the lack of an undercut in a single layer
resist process, Al is deposited both on the Si substrate (ex-
cluding the shadow area) and on the sidewalls of the resist.
The latter sometimes remains as free-standing vertical side-
walls post the liftoff process. Notably, these residual vertical
sidewalls do not influence the transmon qubit performance
in our experiment. b, In scenarios where the feature size is
smaller than the shadow size, e.g., wlead ≪ lshadow, there is
no metalization on Si. Consequently, a Manhattan-style JJ
that takes advantage of the shadow could avoid the formation
of parasitic junctions within target regions.

and is subsequently lifted off. Consequently, no parasitic
junctions are formed during the double-angle evapora-
tion process. This is important to the preservation of a
large acoustic bandgap, as excessive Al deposition on the
cross-shield acoustic metamaterial can quickly diminish
the bandgap, as discussed previously.

We note that parasitic junctions still exist in our fabri-
cation process, where we broaden up the JJ leads for the
bandage. However, these parasitic junctions are strategi-
cally positioned outside the acoustic metamaterial region.
As a result, the increased thickness and weight of Al in
these areas do not affect the acoustic bandgap. These
parasitic junctions are shorted by a bandage at the fi-
nal stage of the fabrication (step v). We remark that
for a single JJ qubit (fixed frequency qubit), it is indeed
possible to completely eliminate the parasitic junctions,
through purely geometric considerations. This is impor-
tant in future work when we embed the whole merged-
element transmon qubit [3, 4] into the acoustic structure
and remove the shunt capacitor from our design.

3. Single resist layer JJ process

In conjunction with the criterion wlead ≪ lshadow, we
make an additional effort to minimize the size of the
shadow area lshadow. The shadow area is inherently part
of the rectangular platform on which the JJ resides, as
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500 nm

sidewall

FIG. S6. Angled SEM of a Josephson junction with Al
sidewall. The free-standing Al sidewall comes from the liftoff
process, which is a consequence of the lack of an undercut in
conjugation with angled evaporation in our single resist JJ
process.

depicted in Fig. S1. As such, a larger shadow region re-
quires a larger rectangular platform. A larger platform
in turn supports more local acoustic modes inside the
acoustic bandgap, which might potentially influence TLS
performance.

In order to suppress the number of these local acoustic
modes, and avoid their potential couplings to TLS, we
have developed a single resist layer JJ fabrication pro-
cess, similar to that outlined in ref. [6], using ZEP520A
instead of the more conventional PMMA-MMA double
layer resist process. This process minimizes the size of the
shadow area to lshadow ≈ 150 nm, resulting in free spec-
tral range of the local acoustic modes within the acoustic
bandgap on the order of ∼ 100 MHz according to COM-
SOL simulations.

It is important to note, however, that we have noticed
the formation of free-standing vertical Al sidewalls post
the liftoff process in some of our devices, as shown in
Fig. S6. This phenomenon is anticipated when single
layer resist is used in angled evaporation, without an un-
dercut. In this scenario, the metal deposited on the side-
wall of the resist, as indicated in Fig. S5a, might not be
entirely removed through the liftoff process. However,
despite the presence of these residual vertical Al side-
walls, we have not observed impacts on the performance
of the transmon qubits.

4. JJ oxidation

The oxidation condition for the merged-element-style
JJs are determined based on measurements of previous
calibration chips, as shown in Fig. S7. An extended ox-
idation duration at high static oxygen pressure grows a
thicker AlOx barrier layer of the JJ, which decreases the
Josephson energy EJ and the transmon frequency. Cal-
ibration data show an empirical linear dependence be-
tween the transmon frequency and the oxidation dura-

60 70 80 90 100 110
Oxidation duration (min)
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FIG. S7. Transmon frequency-dependence on the JJ
oxidation time. All the collected data points except for
one exhibit an empirical linear relation, which we use to in-
form the fabrication of Chip-A and Chip-B. The one outlier
data point (90 min, 5.22 GHz) represent a chip that was aged
for roughly a month before measurements were taken, which
possibly explains the abnormal behavior. The pentagrams
represent frequencies of Q1’s of Chip-A and Chip-B, which
agree well with the empirical linear fit.

tion, to which we fit and inform our fabrication of Chip-
A and Chip-B. The one outlier is a chip that aged for
approximately one month prior to measurement, which
explains the atypical behavior. The frequencies of fabri-
cated Q1’s of Chip-A and Chip-B, represented by penta-
grams agree well with the empirical linear fit.

C. Measurement setup

Fig. S8 shows a schematic of the measurement setup
inside the cryogen-free dilution refrigerator (Bluefors
LD400), which includes standard shielding and filtering
for superconducting transmon qubit experiments [7, 8].
The refrigerator consists of multiple temperature stages,
which in descending order of temperature are 300 K,
50 K, 4 K, still, cold plate (CP), and mixing chamber
(MXC) flanges. The experimental sample is mounted to
the MXC plate. Under standard operating conditions,
the MXC plate achieves a base temperature of 7 mK,
providing the low temperature environment required for
the experiments.
The frequency control of each transmon qubit is

achieved by a bias current that generates a magnetic
field threading through the SQUID loop of the transmon
qubit. The bias current consists of two parts: the static
DC bias (slow Z) and the dynamic RF pulse (fast Z).
The static DC bias is generated by a stable DC voltage
source (QDevil QDAC) passing through a 2.8 kΩ resis-
tor at room temperature. The DC current is filtered by a
resistor-capacitor-resistor low-pass filter (Aivon Therma-
uD25-G) at 64 kHz placed at the 4 K stage. The DC bias
provides a broad tuning range and high tuning precision
for the transmon qubit frequency. The static DC bias
is combined with a dynamic RF pulse (fast Z) through
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a DC-coupled bias tee (Mini-Circuits ZFBT-4R2GW+
with the capacitor shorted). The fast Z pulse is gener-
ated directly by an arbitrary waveform generator (AWG,
Keysight M3202A), introducing dynamic tuning capabil-
ities for the transmon qubit frequency. For the present
experiment, we have not performed corrections for Z line
distortions, as discussed in ref. [9]. Consequently, a slight
drift in the patterns of vacuum Rabi oscillations at short
Z duration is observed, as seen in Fig. 2 of the main text
and Fig. S17.

The resonant control of transmon qubit is achieved by
the XY line, which couples capacitively to the transmon
qubit through a coupling capacitance of approximately
∼ 80 aF. We use a total of 50 dB attenuation (XMA
cryogenic attenuators) in the fridge XY lines, to accom-
modate the need of higher microwave driving power for
the direct control of TLS (to be discussed in sec. II I 1).
The microwave signal is generated at room temperature.
A pair of intermediate frequency (IF) signals from the
AWG (Keysight M3202A), in conjugation with a local
oscillator (LO) signal from a microwave signal genera-
tor (Rhode&Schwarz SMB100A), undergoes IQ mixing
(Marki Microwave MMIQ-0218L) and generates a single
sideband microwave signal that achieves the XY control
of the transmon qubit as well as TLS.

For the readout (RO) of the transmon qubits, a mi-
crowave RO input signal (generated and filtered simi-
larly to the XY signal) is passed down to the feedline
of the sample. The RO output signal from the feed-
line is first amplified by a JTWPA (Josephson traveling
wave parametric amplifier) which is sandwiched by two
sets of circulators (Low Noise Factory LNF-CICI4 12), a
HEMT (high electron mobility transistor, Low Noise Fac-
tory LNF-LNC4 16B or LNF-LNC0.3 14A) amplifer, a
low-noise room temperature amplifier (MITEQ LNA-30-
0400800-07-10P), a high pass-filter (Mini-Circuits VHF-
4600+), a tunable attenuator (Vaunix Lab Brick LDA-
133), and another MITEQ low-noise amplifier (MITEQ
LNA-30-0400800-07-10P). The RO output signal is then
downconverted at room temperature by an IQ mixer
and the same LO used to generate the RO input
signal. The resulting in-phase (I) and quadrature
(Q) signals are filtered (Mini-Circuits VLF-160+), am-
plified (Mini-Circuits ZFL-500HLNB+), and digitized
(Keysight M3102A) for qubit readout. In addition to the
aforementioned filtering, low-pass filters (Mini-Circuits
VLFX-400+, K&LMicrowave 6L250-12000/T26000) and
infrared Eccosorb filters (custom made) are added at the
MXC plate where appropriate. All the microwave instru-
ments are synchronized to an external 10 MHz reference
clock from a Rubidium frequency standard (Stanford Re-
search Systems FS725). The AWG and digitizer are both
triggered by a delay generator (Stanford Research Sys-
tems DG645).

300 K  

50 K 
 

4 K 
 

MXC
(7 mK) 

Input

 

OutputXY

 

12 GHz

400 MHz

CP 

Still
(~0.9 K) 

Ecco

Ecco

12 GHz12 GHz

Ecco

64 kHz

0 dB

 20 dB 20 dB

 10 dB 

0 dB  

0 dB  

M
ini

K&
L

K&
L

K&
L

Slow Z Fast Z

  

12 GHz  

K&
L

4–12

 

GHz

 

cryogenic attenuator (SS)

Mini

K&L

cryogenic dual-junction circulator

JTWPA

inner/outer DC block

Ecco

DC-coupled bias tee

50 Ω load

0 dB

0 dB0 dB

0 dB0 dB

20 dB

20 dB

20 dB

10 dB

20 dB

4–12 GHz

Qubit Qubit Qubit RO RO

FIG. S8. Schematic of the measurement setup inside
the dilution fridge. The setup includes slow and fast Z
lines for qubit frequency tuning, XY lines for qubit drive,
and RO input, RO output lines for qubit dispersive readout.
The values for cryogenic attenuation and filters at different
temperature stages are listed in the diagram. The pump line
for JTWPA is not shown in the diagram for brevity.

D. Phonon density of states

In this section we describe the process of finding the
phonon density of states (DOS) based on the COMSOL
simulated band structures. To achieve this, we expand
upon the simulations presented in Fig. S3, which fo-
cus on special paths connecting points of high degrees
of symmetry. These simulations are efficient in finding
the bandgap frequencies. However, they do not repre-
sent the entire band structures, and consequently, the
phonon DOS. To extract the phonon DOS, we leverage
symmetries in our structure and uniformly sample one
quarter of the first Brilloin zone in the two-dimensional
k-space, given by kx, ky ∈ [0, π/a], using N steps for the
kx, ky values. Here, a denotes the length of the square
unit cell. We then count the total number of k states in
the first Brilloin zone, accounting for symmetries. The
results are then grouped into frequency bins of 80 MHz
interval based on the frequencies of the eigenstates, and
normalized by a factor of 1/(2N − 2)2 to arrive at the
phonon DOS. The resulting phonon DOS for all three
unit cell types is shown in Fig. S9, and a zoom-in view is
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FIG. S9. Simulated phonon density of states for the
three unit cell types. Colors in the plot correspond to the
three types of unit cells as illustrated in the blue, red, and
green dashed boxes in Fig. S1b.

displayed in Fig. 3e in the main text.

E. Thermal cycling of the device

In our experiment, we employ a method known as ther-
mal cycling to generate new distributions of TLS on the
same devices. This method has been shown to be effec-
tive in ref. [10] when the MXC plate temperature rises
above ∼ 20 K. In this study, we perform thermal cycling
of the fridge to room temperature, then back down to
the base temperature, to ensure the absence of correla-
tion between the two sets of TLS characterized during
different cool-down cycles.

II. DISCUSSIONS

In this section we provide analysis and discussions re-
garding the phonon engineering of TLS. We start by pre-
senting a comprehensive list of parameters for all 56 TLS
characterized and analyzing their distributions. Next, we
derive the frequencies of the average acoustic bandgap,
shared across all devices, driven by the TLS data. This is
followed by an examination of individual devices, where
we identify the distinctive acoustic bandgaps correspond-
ing to each of the seven fabricated devices. The results
extend and complement the data presented in the main
text. Additionally, this analysis unveils disorders in the
frequencies of individual device bandgaps, providing an
explanation for some of the outlier data points mentioned
in the main text. We then provide an explanation for
the significant variations observed in the TLS T1 relax-
ation times, based on the confined geometry of the de-
vice, thereby addressing the remaining outlier data points
mentioned in the main text. Following this, we present
experiments and data that corroborates the anharmonic-
ity of TLS. Our experimental findings suggest that TLS is

highly anharmonic. Intriguingly, our data also implies a
three-mode coupling involving TLS, the transmon qubit,
and an additional TLS. Furthermore, we present data
and analysis on the temperature-dependent relaxation of
both the transmon qubit and TLS. This motivates a de-
tailed discussion on possible relaxation channels for the
TLS, offering a comprehensive view on the temperature-
dependent TLS relaxation. Finally, we showcase direct
XY control for TLS, which has been used to character-
ize both the energy relaxation T1 and dephasing T ∗

2 of
TLS. The result raises intriguing questions regarding the
interactions between quasiparticles and TLS.

A. TLS parameters

A complete list of TLS frequencies, their respective
coupling strengths g to the transmon qubit, and T1 relax-
ation times, measured on Chip-A and Chip-B, is provided
in Table S3 and Table S4, respectively. This dataset that
includes 56 distinct TLS has been acquired across seven
transmon devices. The TLS characterized span frequen-
cies from 3.7421 GHz to 6.3935 GHz, and their T1 values
range from 0.25±0.02 µs to 5400±800 µs (Fig. S10). The
TLS frequencies and coupling strengths g are extracted
through fitting the avoided crossings in the microwave
spectroscopy of transmon qubits to the transmon-TLS
interaction model

H =
ωq

2
σ̂z
q +

ωTLS

2
σ̂z
TLS + Ĥint,

Hint = g(σ̂+
q σ̂

−
TLS + σ̂−

q σ̂
+
TLS),

(S1)

where ω denote their frequencies, σ̂z, σ̂± are the Pauli
operators.
We remark that certain TLS T1’s measurements are

conducted using a strong microwave pulse that directly
drives the TLS to its excited-state. These particular TLS
T1 values are distinctly marked by † in both Table S3
and Table S4). We note that the T1 values obtained
by this method appear comparatively shorter than those
measured using SWAP with the transmon qubit. More-
over, TLS relaxation curves measured by this method
can sometimes deviate from a simple exponential decay.
When such deviations are evident, we report the relax-
ation values derived from fitting to a double exponential
model (Eq. S36). We attribute both phenomenon to in-
teractions with the quasiparticles (QP) induced by the
strong microwave pulse [11, 12], which will be discussed
later in sec. II I 3.
We make a final comment on the TLS parameters

regarding TLS35. TLS35 exhibits T1 = 261 ± 21 µs,
close to the Purcell limit from the transmon qubit at
T1,Purcell = 210 µs (Q1 of Chip-B). In light of this prox-
imity to the Purcell limit, and the likelihood that the
measured TLS35 T1 value falls short of its intrinsic T1,
TLS35 is excluded from all the median and mean T1

statistics. Among the remaining 55 TLS characterized,
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their Purcell limits from the transmon are considerably
higher than their measured relaxation times. As such,
the T1’s of these 55 TLS are all used in the calculation
of the median and mean values reported in this study.

TLS index freq. (GHz) g (MHz) T1 (µs) host qubit

1 6.3935 9.4 1.9± 0.5† Q1 CD1
2 5.8818 7.4 7.1± 0.6† Q1 CD1
3 5.2063 21.1 283± 51† Q1 CD1
4 5.0730 22.3 1611± 188† Q1 CD1
5 5.8996 7.2 0.49± 0.02† Q1 CD1
6 5.7980 20.3 35± 5† Q1 CD1

7 6.1647 3.7$ 199± 27† Q1 CD1
8 5.4359 19.6 948± 223† Q1 CD1

9 6.1819 3.4$ 2.7± 0.3 Q1 CD2
10 6.0677 26.6 1.87± 0.16 Q1 CD2
11 5.9024 16.2 1.90± 0.12 Q1 CD2
12 5.7953 6.9 215± 15 Q1 CD2
13 5.6563 21.7 1116± 203 Q1 CD2

14 6.2740 4.5$ 7.2± 1.6 Q2 CD1

15 5.6891 4.8$ 2726± 1026† Q2 CD1
16 5.6534 9.7 544± 131† Q2 CD1
17 4.9745 15.3 25± 3† Q2 CD1
18 6.0877 30.2 13.2± 3.9 Q3 CD1
19 5.9581 24.9 10.7± 1.5 Q3 CD1

20 5.7359 3.8$ 3.6± 0.3 Q3 CD1
21 5.4867 10.2 135± 85† Q3 CD1

22 4.8196 4.2$ 5424± 830 Q3 CD1
23 4.6952 8.1 90± 38 Q3 CD1
24 5.2905 9.4 524± 74 Q3 CD2
25 4.6925 6.9 571± 77 Q3 CD2
26 4.5098 15.7 5.6± 0.8 Q3 CD2
27 4.4604 - 3.8± 0.7 Q3 CD2
28 5.4069 - 451± 82† Q4 CD1
29 5.4097 - 831± 185† Q4 CD1
30 5.2404 7.3 178± 97† Q4 CD1
31 5.1759 47.7 177± 10 Q4 CD1
32 5.8521 11.3 18± 2 Q4 CD2
33 4.9567 10.4 893± 289† Q4 CD2
34 4.3428 6.4 4.5± 0.5† Q4 CD2

TABLE S3. List of TLS parameters measured on Chip-
A. The provided list compiles the parameters obtained from
characterizing 34 TLS using the four transmon qubit devices
on Chip-A. The parameters listed include TLS frequency, in-
teraction strength g with the transmon qubit, as well as their
T1 relaxation times, with one standard deviation uncertainty
quoted. The hosting transmon qubit device for the TLS and
the specific cool-down cycle when these TLS were character-
ized, are specified at the end of the list. †: Measurements
conducted using the direct TLS control method (sec. II I 1),
which likely results in shorter TLS T1 measurements due to
microwave generated quasiparticles. $ or -: Signify cases
where the coupling strength g could not be extracted with
high confidence. This might arise from small g values, or
overlapping TLS avoided crossings, as identified in the SWAP
spectroscopy. CD1/CD2: Indicate the cool-down cycle during
which the TLS were measured.

TLS index freq. (GHz) g (MHz) T1 (µs) host qubit
35 5.6481 11.7 261± 21 Q1 CD1
36 4.9813 9.2 1106± 458† Q1 CD1
37 4.7006 11.3 85± 8† Q1 CD1
38 4.4365 28.4 0.25± 0.02† Q1 CD1

39 5.2866 4.8$ 257± 46† Q1 CD1
40 4.8542 - 255± 24 Q1 CD2
41 4.7279 19.6 287± 33 Q1 CD2
42 4.5474 11.7 478± 39 Q1 CD2
43 4.3888 7.5 2.6± 0.5 Q1 CD2
44 4.2304 - 1.4± 0.1 Q1 CD2
45 3.6385 30.2 3.2± 0.3 Q1 CD2
46 5.2956 10.9 474± 298 Q2 CD1
47 4.4225 12.1 4.0± 0.3 Q2 CD1
48 4.0957 23.2 4.3± 0.6 Q2 CD1
49 4.8908 3.9 506± 91 Q2 CD2
50 4.3205 27.4 0.71± 0.02 Q2 CD2
51 4.0277 10.3 102± 11 Q2 CD2
52 5.1151 3.0 652± 103 Q3 CD2
53 4.9870 9.2 866± 116 Q3 CD2
54 4.3282 9.2 4.6± 1.6 Q3 CD2
55 3.7421 - 11.5± 2.8 Q3 CD2
56 3.7567 - 22.1± 1.0 Q3 CD2

TABLE S4. List of TLS parameters measured on Chip-
B. The provided list compiles the parameters obtained from
characterizing 22 TLS using the three transmon qubit devices
on Chip-B. The parameters listed include TLS frequency, in-
teraction strength g with the transmon qubit, as well as their
T1 relaxation times, with one standard deviation uncertainty
quoted. The hosting transmon qubit device for the TLS and
the specific cool-down cycle when these TLS were character-
ized, are specified at the end of the list. †: Measurements
conducted using the direct TLS control method (sec. II I 1),
which likely results in shorter TLS T1 measurements due to
microwave generated quasiparticles. $ or -: Signify cases
where the coupling strength g could not be extracted with
high confidence. This might arise from small g values, or
overlapping TLS avoided crossings, as identified in the SWAP
spectroscopy. CD1/CD2: Indicate the cool-down cycle during
which the TLS were measured.

B. TLS distributions

In this section, we analyze three distributions of the
TLS parameters: 1. the distribution of TLS T1, 2. the
distribution of their coupling strengths g to the transmon
qubit, and 3. the distribution of TLS T1 against g.

1. TLS T1 distribution

To begin, we look at the distribution of TLS T1 from
all 55 TLS, in supplementary to Fig. 3c in the main text.
In Fig. S11, we present the cumulative distribution of
TLS T1 values for family A (blue squares) and family B
(red triangles), respectively. To characterize this distri-
bution, we employ three commonly used models: the nor-
mal distribution, the exponential distribution, and the
log-normal distribution. These models are given by their
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FIG. S10. T1 relaxation curve of TLS22. This mea-
surement represents the longest T1 relaxation time of all
the 56 TLS characterized. Markers represent experimental
data, and the solid line is a simple exponential fit, given by
A exp(−t/T1)+B. Note the ‘delay’ represented on the x-axis
is in units of ‘millisecond’, as opposed to ‘microsecond’ used
in other plots, to accommodate the long relaxation time.

cumulative distribution functions (CDF),

CDFnorm(x) =
1

2
[1 + erf(

x− µ√
2σ

)],

CDFexp(x) = 1− exp(−λx),

CDFlogn(x) =
1

2
[1 + erf(

lnx− µ√
2σ

)].

(S2)

Based on the fittings using the three models in Fig. S11,
represented by the solid lines, we identify the log-normal
distribution as the best representation for our data. The
resulting parameters yield distinct median T1 values of
4.1 ± 0.2 µs for family A and 414 ± 17 µs for family
B. These fitted values are consistent with those outlined
in Table S5 based on the frequencies of the acoustic
bandgap, which will be discussed later.

2. TLS coupling strength distribution

Next, we show the distribution of TLS coupling
strengths g to the transmon qubit in Fig. S12. According
to the standard tunneling model (STM), this distribution
is a reflection of the electric dipoles of TLS, which has a
density of [1]

d2N/dEdg = σA
√
1− g2/g2max/g, (S3)

where E,A, σ are the energy of TLS, the area of the JJ,
and the TLS density, respectively. The measured TLS
distribution over coupling strength g overall aligns well
with STM predictions. To determine the TLS density σ,
we normalize the fitted parameter by the total size of JJ
in the transmon qubit, which is approximately 1.66 µm2,
and the collective frequency span of the seven transmons
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FIG. S11. Cumulative distributions of TLS T1 values for fam-
ily A (blue squares) and family B (red triangles). The dis-
tributions are fitted to three commonly used models: a, the
normal distribution, b, the exponential distribution, and c,
the log-normal distribution. The solid lines in each subfig-
ure correspond to the fits using the respective models. The
log-normal distribution in c emerges as the best overall fit to
the data. This distribution model yields median T1 values of
4.1± 0.2 µs for Family A and 414± 17 µs for Family B.

in our search for these TLS, which amounts to 22 GHz.
This results in a TLS density of σ = 0.6 GHz−1µm−2, in
agreement with literature [1, 4, 13].

3. TLS T1 distribution over coupling strength

In addition, the STM ascribes TLS relaxation to spon-
taneous phonon emission [14, 15] via the interaction be-
tween TLS’ elastic dipole and the acoustic environment.
In this context, the TLS’ elastic dipole is proportional

to its electric dipole, governed by ∝ ∆0/E ∝ d⃗. Here

∆0 is the tunneling energy, E the eigenenergy, and d⃗
the electric dipole of the TLS. As discussed above, the
coupling strength g reflects the electric dipole of TLS.
Consequently, a power-law dependence of 1/T1 ∝ gα is
expected, and has indeed been observed for TLS located
inside the Josephson Junctions of a phase qubit [10].
We remark that this power-law dependence is not

unique to the spontaneous phonon emission process.
Based on the STM, any relaxation process mediated
through either the electric or elastic dipole of TLS would
yield a power-law dependence. Therefore, it could also



11

101 102

g (MHz)

0

0.2

0.4

0.6

0.8

1
C

um
ul

at
iv

e 
di

st
.

FIG. S12. TLS cumulative distribution over coupling
strength g. Blue square markers represent experimental
data, and blue solid line is fitting to the STM prediction of
Eq. S3, which yields σ = 0.6 GHz−1µm−2.

apply to our device, where the spontaneous phonon emis-
sion has been suppressed. In Fig. S13 we show the TLS
T1 distribution against their coupling strengths g to the
transmon qubit. Here, the blue and red filled circles re-
spectively represent TLS located outside and inside the
average acoustic bandgap. At first glance, our data does
not readily exhibit a clear power-law dependence for TLS
either within or outside the average acoustic bandgap,
partly due to the wide spread of the T1 data points that
obscures any underlying correlations.

To address this, we follow the method in ref. [10],
and group the data into bins based on their g values.
We then compute the mean and standard deviation in
each bin, which are represented by the open markers
and their errorbars, respectively, with corresponding col-
ors in Fig. S13. These data points reveal a trend of
negative correlation between the mean T1 values and
the coupling strength g, in alignment with expectations
from the STM. However, this trend does not convincingly
conform to a power-law dependence. We attribute this
deviation to the relatively limited size of our available
dataset. Additionally, the deviation could arise from the
extreme ways in which the acoustic bandgap metama-
terial structures the acoustic environment. This influ-
ence can even extend to frequencies outside the acoustic
bandgap. In such cases, the substantial alteration in the
acoustic DOS, rather than the susceptibility to the acous-
tic environment, may prevail in determining the TLS T1

distribution.

C. Identification of the average acoustic bandgap

As described in the main text, we select a T1 cutoff
between 35 µs and 85 µs to categorize all TLS into two
groups: family A, characterized by shorter TLS T1, and
family B, characterized by longer TLS T1. Remarkably,
we observe a strong correlation between this categoriza-
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FIG. S13. Scatter plot of TLS T1 vs coupling strength
g. Blue and red filled circles represent the T1 values for TLS
outside and inside the average acoustic bandgap (avg. BG),
respectively. The corresponding mean T1 values (binned ev-
ery 8 MHz by coupling strength g) are depicted in blue open
squares and red open triangles. Errorbars denote one stan-
dard deviation. Missing lower part of errorbars marks stan-
dard deviation larger or equal to the mean value.

tion based solely on T1 values and the frequency distribu-
tion of TLS within the two families. This correlation mo-
tivates us to identify an average acoustic bandgap across
all seven transmon devices, using the following cost func-
tion,

C(f1, f2) = log[1− FA(f1, f2)× FB(f1, f2)], (S4)

where the frequency band is specified between f1 and f2.
FA(f1, f2) denotes the fraction of TLS in family A whose
frequencies lie outside this defined frequency band, while
FB(f1, f2) represents the fraction of TLS in family B that
fall within this frequency band.
The landscape of the cost function C(f1, f2) is provided

in Fig. S14 as a function of the lower bandedge frequency
f1 and upper bandedge frequency f2. The minimum in
the landscape yields Cmin = −1.98, which identifies the
average acoustic bandgap present across all seven trans-
mon devices. This average bandgap is characterized by

f1,avg.bg ∈ [4.510, 4.547] GHz,

f2,avg.bg ∈ [5.690, 5.735] GHz.
(S5)

This average bandgap, in turn, yields a median TLS
T1 of Mout,2D(T1) = 4.4 µs outside the bandgap and
Min,2D(T1) = 506 µs inside the bandgap. Our prefer-
ence for using median over mean is justified by the large
skewness of 1.8 and 3.3 for the TLS T1 distributions of
the two families.

It’s important to note that the average bandgap,
shared across different fabricated devices and chips, rep-
resents a lower-bound estimate, due to fabrication disor-
der on individual devices, which will be discussed shortly
in sec. IID. Despite this, the average acoustic bandgap
still boasts a width exceeding 1 GHz. Furthermore, it
exhibits a remarkable similarity to the COMSOL simu-
lated bandgap, differing by merely ≲ 100 MHz, as shown
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FIG. S14. Landscape of the cost function C(f1, f2).
Cmin = −1.98 identifies the average acoustic bandgap across
all seven transmon devices, with f1,avg.bg ∈ [4.510, 4.547] GHz
for the lower bandedge and f2,avg.bg ∈ [5.690, 5.735] GHz for
the upper bandedge.

in Table S5. This high degree of agreement underscores
the reproducibility and robustness of the overall fabrica-
tion process for the acoustic bandgap metamaterial.

Lastly, we emphasize that the determination of the fre-
quencies of the average acoustic bandgap does not de-
pend on any a priori knowledge of the existence of an
acoustic forbidden band. Instead, these bandgap fre-
quencies arise naturally from the TLS data itself.

D. Acoustically-shielded TLS on individual devices

Using the full set of TLS data collected from all seven
fabricated transmon devices, we present additional de-
tails complementing the information in Fig. 3 from the
main text, and demonstrate the robust TLS T1 enhance-
ment on all devices from the acoustic bandgap. In
Fig. S15 and Fig. S16, we present the TLS T1 relax-
ation data measured on individual transmon devices, for
Chip-A and Chip-B, respectively. These plots reveal the
existence of two families of TLS, based on their frequen-
cies and T1 times, for each device. We use the same
method for identifying the average acoustic bandgap to
analyze the bandgaps of these individual devices. For
each transmon device, we search for the frequency range
of the acoustic bandgap [f1, f2] that minimizes the cost
function C(f1, f2). This analysis yields the frequencies of
either one or both of the bandedges, depending on the
frequency ranges and total number of TLS characterized
on the particular transmon device. The determined fre-
quencies of the bandedges f1 and f2 are depicted using
gray shading in Fig. S15 and Fig. S16. For reference, we
also plot the average bandgap frequencies f1,avg.bg and
f2,avg.bg determined above in sec. II C, using pink shad-
ing. The overlap between the individual device bandgaps
and the average bandgap highlights the robustness of

the fabrication process of acoustic bandgap metamate-
rial. These experimentally identified frequencies of the
bandedges are listed in Table S5, along with the fre-
quency range of the bandgap given by COMSOL sim-
ulations. The table also includes the median and mean
TLS T1 values both inside and outside the corresponding
bandgaps.
Upon comparing the experimentally identified

bandgaps across all seven devices, we observe disorder in
the bandgap frequencies, which is most pronounced in
Chip-A Q2, as illustrated in Fig. S15b. In this case, we
identify a bandgap that is up-shifted in frequency, which
likely stems from fabrication disorder in the acoustic
metamaterials. We remark that the upward shift in the
bandgap frequencies for Chip-A Q2 results in the TLS in
family A, circled out in black in Fig. S15b, appearing as
an outlier when using the average acoustic bandgap for
analysis. However, when we apply the acoustic bandgap
specific to this individual device, the TLS falls outside
the bandgap, aligning with our expectation for family
B. Similarly, we claim that in Fig. S15a, the TLS circled
out on the left side is also misclassified as an outlier
when using the average acoustic bandgap. When using
the acoustic bandgap of Chip-A Q1, the frequency of
this TLS (in family B) actually lies within the acoustic
bandgap.
Regarding the remaining two outliers, marked by black

circles in Fig. S15a and Fig. S16b, their frequencies lo-
cating outside the acoustic bandgap cannot be accounted
for by the shift in individual device bandgap frequencies.
It’s worth noting that both of these outlier TLS belong
to family B and exhibit long T1 values, but reside outside
the acoustic bandgap. This particular phenomenon is re-
lated to the confined geometry of our device, and will be
explained in sec. II E.

E. Variations in the relaxation time of TLS

The best fit to the log-normal distribution in sec. II B
suggests significant variations in TLS T1 exceeding an
order of magnitude. This phenomenon has been pre-
dicted and experimentally observed in various systems
with confined geometries [16], including opto-mechanical
cavities (OMC) [17] and nanomechanical resonators [18].
For example, numerical modeling in ref. [17] uncovered
significant variations in the relaxation rate of both acous-
tic modes and TLS defects, spanning approximately two
orders of magnitude both inside and outside the acoustic
bandgap. We argue that this common characteristic in
systems with confined geometries is also responsible for
the large T1 variations observed in our devices.
When a system is confined to a small scale, its thermal

bath responsible for system relaxation is often composed
of mesoscopic or even microscopic modes. As a result,
these modes possess discrete frequencies in the frequency
domain. Depending on the frequency of the system with
respect to these discrete frequencies, the relaxation to the
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f1 (GHz) f2 (GHz) Median in/out (µs) Mean in/out (µs)
Chip-A Q1 - 5.796–5.798 948/2.3 835/31.2
Chip-A Q2 4.975–5.653 5.690–6.274 1635/16.1 1635/16.1
Chip-A Q3 4.510–4.692 5.487–5.735 524/5.6 1349/7.4
Chip-A Q4 4.343–4.956 5.410–5.852 451/11.2 506/11.2
Chip-B Q1 4.437–4.547 - 476/4.0 496/14.2
Chip-B Q2 4.423–4.891 - 490/4.2 490/27.6
Chip-B Q3 4.329–4.987 - 759/11.5 759/12.7
avg. BG 4.510–4.547 5.690–5.735 506/4.4 796/24.6
sim. BG 4.442 5.814 462/4.3 680/18.5

TABLE S5. Acoustic bandgap and TLS T1 enhancement on individual devices. Here we outline the experimentally
identified bandgap frequencies [f1, f2] for individual transmon devices. These bandgaps are determined by minimizing the
cost function in Eq. S4. Both the median and mean T1 inside and outside the resultant bandgap are listed to demonstrate
the robust two-orders-of-magnitude enhancement consistently observed across all devices. Additionally, the average bandgap
determined using data from all TLS (avg. BG) is provided for reference. This average bandgap is compared to the prediction
from COMSOL simulation (sim. BG), revealing a small difference of less than 100 MHz in their bandedge frequencies, which
highlights the robustness of the fabrication process for the acoustic metamaterials.

thermal bath modes can be dominantly resonant, or off-
resonant, which significantly changes the relaxation rate.
This interplay between the system’s frequency and the
discrete nature of the thermal bath modes contributes to
the large variations observed in the system’s (in this case,
TLS) lifetime in confined geometries.

Let’s delve into more details, and first consider the
scenario where the TLS frequency lies outside the acous-
tic bandgap. In this case, the geometric limitations of
the device results in discrete phonon modes across the
frequency spectrum, with the free spectral range char-
acteristic of the effective size of the system. As a con-
sequence, TLS decays through both resonant and relax-
ation processes into neighboring discrete acoustic modes.
The overall relaxation rate therefore heavily depends on
the precise frequency configuration of both the TLS and
the acoustic modes as well as their interaction strength.
If the TLS frequency closely aligns with the resonance fre-
quency of an acoustic mode, and the coupling between
them is strong, the TLS will exhibit a fast relaxation
rate. On the other hand, when the TLS frequency falls
between neighboring acoustic modes, and their couplings
are weak, the TLS will have slow relaxation rate. This re-
sults in large variations in the T1 relaxation times of TLS
outside the bandgap, which also indicates the presence
of long-lived TLS outside the bandgap. These long-lived
TLS outside the acoustic bandgap are predicted numeri-
cally in ref. [17], and have been observed experimentally
in TLS7 and TLS51 of our device, which account for the
outermost two outliers in Fig. 3d in the main text and in
Fig. S15a, Fig. S16b.

The same argument applies to scenarios within the
acoustic bandgap. Here, the TLS and the bulk/local
phonon modes of the device exhibit larger frequency de-
tunings on average. Consequently, TLS experience an
even weaker relaxation from the interactions with acous-
tic modes. On average, this leads to prolonged TLS life-
times inside the bandgap, but still with large variations
in their T1’s.

In summary, the observed variations in TLS relaxation

rate, as predicted by numerical modeling in ref. [17] and
subsequently verified experimentally in this study, stem
from the discrete nature of the thermal bath modes that
govern the relaxation process. This discreteness in the
thermal bath modes represents a common characteristic
intrinsic to devices with a confined geometry.

F. Anharmonicity of TLS

1. Two-excitation SWAP spectroscopy

Let us now address a long-standing debate regarding
whether coherent TLS are harmonic oscillator modes [19–
22]. This question is of particular relevance in this
study, because there potentially exist high-Q local acous-
tic modes, which may mimic TLS-like behaviors observed
in our experiments. We resolve this concern by demon-
strating that individual TLS observed in our experiments
become saturated with a single quanta of excitation, re-
vealing their anharmonic nature.
The experimental sequence is illustrated in Fig. S17a.

We initialize the TLS of interest in its excited-state, |1⟩,
and subsequently attempt to transfer a second quanta of
excitation from the transmon qubit to this same TLS
through SWAP spectroscopy. If TLS represents har-
monic modes, it interacts with the transmon qubit via
the interaction Hamiltonian

Hint = g(σ+a+ σ−a†), (S6)

where σ+(−) is the raising (lowering) operator for the
transmon qubit, and a (a†) the annihilation (creation)
operator for the harmonic mode associated with the TLS.
In this context, the TLS harmonic mode would be able
to absorb additional excitations at the same frequency
(i.e. same flux bias of the transmon qubit in the SWAP
spectroscopy) and climb up the Fock state ladder, ac-
cording to the interaction Hamiltonian in Eq. S34. How-
ever, our experimental results, as shown in Fig. S17c–f for
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FIG. S15. TLS T1 measured on individual transmon
devices on Chip-A. a, Chip-A Q1, b, Chip-A Q2, c, Chip-
A Q3, and d, Chip-A Q4. Blue and red markers denote TLS
belonging to family A and family B, respectively. Addition-
ally, square and triangular markers differentiate between TLS
characterized during the first and second cool-down cycles.
The gray shading represents the frequencies of the bandedges
determined using the cost function for each individual device,
while the pink shading corresponds to the average bandgap,
serving as a reference. Solid green lines are guides to the eye,
illustrating median TLS T1 values both inside and outside the
acoustic bandgap. Outlier TLS, classified using the average
acoustic bandgaps, are marked by black circles. Data in a,
c, d shows no apparent correlation between the TLS mea-
sured during different cool-downs. In the cases of a and b,
upward shifts in bandgap frequencies are observed, which are
attributed to fabrication disorder.

TLS1, TLS3, TLS4, and TLS5, reveal the absence of vac-
uum Rabi oscillations between the transmon qubit and
excited-state TLS at the TLS frequency. The absence
of vacuum Rabi oscillations unambiguously demonstrates
that each TLS is fully saturated by a single quanta of ex-
citation. This result establishes the anharmonic nature
of all four characterized TLS. Furthermore, it validates
that the TLS-like behavior we have characterized does
not emerge from high-Q local acoustic modes supported
by the rectangular platform region of our device.

We note that, to enhance the clarity of the TLS4 pat-
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FIG. S16. TLS T1 measured on individual transmon
devices on Chip-B. a, Chip-B Q1, b, Chip-B Q2, and c,
Chip-B Q3. Blue and red markers denote TLS belonging to
family A and family B, respectively. Additionally, square and
triangular markers differentiate between TLS characterized
during the first and second cool-down cycles. The gray shad-
ing represents the frequencies of the bandedges determined
using the cost function for each individual device, while the
pink shading corresponds to the average bandgap, serving as
a reference. Solid green lines are guides to the eye, illustrating
median TLS T1 values both inside and outside the acoustic
bandgap. Outlier TLS, classified using the average acoustic
bandgaps, are marked by black circles. Data in a, b shows
no apparent correlation between the TLS measured during
different cool-downs.

terns, particularly in light of the overlapping TLS3 pat-
terns, an additional step is taken in the experiment con-
cerning TLS4 (Fig. S17e). In this experiment, we have
prepared both TLS3 and TLS4 in their excited-states
through sequential SWAP operations with the excited-
state transmon qubit. Faint fringes from TLS3 are still
visible in the obtained results, due to the T1 relaxation
of TLS3 back to its ground state while the preparation
of TLS4 in the excited-state is in progress.

Furthermore, we conducted an extensive search across
a wide frequency range for the potential |1⟩ ↔ |2⟩ transi-
tions of these four TLS. We compare the resulting SWAP
spectroscopy of two excitations (Fig. S17c–f) to that of
a single excitation (Fig. S17b). If the transition dipole
moments of the |1⟩ ↔ |2⟩ transition and the |0⟩ ↔ |1⟩
transition are comparable, and the second excited-state
of the TLS possesses a decent coherence time (≳ few hun-
dred nanoseconds), we would anticipate the emergence of
additional vacuum Rabi oscillations between the trans-
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mon and the second excitation of the TLS when they are
on resonance. In particular, TLS3 and TLS5 exhibit a
stronger coupling to the transmon qubit, g ∼ 20 MHz,
than the other two TLS. Given the larger value of g, it
becomes easier to discern the presence of vacuum Rabi
oscillations, particularly for low-frequency transitions, as
the frequency resolution of the transmon, when function-
ing as a spectrometer, is limited by the amplitude resolu-
tion of the Z flux bias. This resolution tends to degrade
as the transmon is tuned towards lower frequencies and
becomes more flux sensitive.

In light of this, we selected TLS3 and TLS5 to con-
duct a broader frequency scan, extending up to 1.5 V
of the flux bias. Notably, our scans up to a flux bias
of 1.5 V did not reveal any additional vacuum Rabi
oscillations. If TLS were to have a third state, these
measurements would place bounds to the anharmonic-
ity of the TLS, as listed in Table S6, where bound1 and
bound2 denote the bounds for positive and negative an-
harmonicity, respectively, that satisfy α > bound1 > 0 or
α < bound2 < 0. The data from all four TLS collectively
indicate a conservative bound for the anharmonicity α,
given by α > 0.41 GHz or α < −1.3 GHz, for positive and
negative anharmonicity, respectively. Furthermore, the
absence of emergent vacuum Rabi oscillations in the ex-
tensive scan range (0–1.5 V, corresponding to transmon
frequencies of approximately 6.48–1.47 GHz) for TLS3
and TLS5 suggests that either TLS is highly anharmonic
(α > 0.59 GHz or α < −4.1 GHz), or TLS has only two
levels. It’s important to note that all the data presented
here were acquired on Chip-A Q1 during CD2. While
these TLS are designated TLS9–13 in Table S3, in this
context, we refer to them as TLS1–5 to maintain consis-
tency with the main text.

We would like to conclude this section by addressing
a noticeable difference between the SWAP spectroscopy
presented here (Fig. S17) and in Fig. 2d of the main
text. This slight difference is attributed to the frequency
shifts of TLS during the 200 mK thermal cycling in the
temperature-dependent relaxation measurements, to be
discussed in sec. IIG. The SWAP spectroscopy of two ex-
citations was performed approximately two months after
the initial single-excitation SWAP spectroscopy on the
same qubit (Fig. 2 in the main text). In the meantime,
thermal cycling up to 200 mK (sec. IIG) was carried
out and lasted for over one month, inducing frequency
shifts in all the TLS. We compare the TLS frequencies
pre- and post-thermal cycling using the SWAP spec-
troscopy data (microwave spectroscopy was not taken
post-thermal cycling). The comparison reveals that
TLS1 frequency shifted by approximately ≳ −100 MHz,
TLS3 by ≳ −15 MHz, TLS4 by ≳ 40 MHz, and TLS5
by ≳ −10 MHz. We note that TLS2 frequency drifted
beyond the range of our scan, rendering us capable of
only measuring the two-excitation SWAP spectroscopy
for TLS1, TLS3, TLS4, and TLS5.

For comparison, the data in Fig. S17 were taken over
the span of one month, and we did not observe noticeable

bound1 (GHz) bound2 (GHz)
TLS1 0.41 -1.6
TLS3 0.59 -4.4
TLS4 0.65 -1.3
TLS5 0.87 -4.1

TABLE S6. Bounds on TLS anharmonicity from
SWAP spectroscopy of two excitations. The values
bound1 and bound2 are determined by the experiments shown
in Fig. S17, assuming positive and negative anharmonicity,
that satisfy α > bound1 > 0 and α < bound2 < 0, respec-
tively.

frequency drifts of TLS1, 3, 4, 5 through SWAP spec-
troscopy. This suggests that the large frequency shifts
were more likely provoked by elevated temperatures dur-
ing the 200 mK thermal cycling, rather than being a sole
consequence of the long time gap between measurements.
Furthermore, when we tracked individual TLS frequen-
cies for up to 90 hours at the 7 mK base temperature of
the fridge (data not shown), we measured TLS frequency
drifts in the range of a few MHz, with the largest TLS
frequency jump ≲ 2 MHz. The observed TLS frequency
jumps are significantly smaller than the frequency shifts
of TLS1, 3, 4, 5, as described above. Notably, these few
MHz frequency drifts are more than 10× smaller than
reported in ref. [23], which is worth further investigation.

2. TLS-transmon-TLS three-mode coupling

In the SWAP spectroscopy of both Fig. 2 of the main
text and Fig. S17, we have observed deviations from ideal
chevron patterns, most noticeable for TLS3 and TLS5.
These deviations are attributed to TLS-transmon-TLS
three-mode couplings. This becomes clear when examin-
ing the Fourier transform of the single-excitation SWAP
spectroscopy data, which reveals the frequencies of the
vacuum Rabi oscillations, as shown in Fig. S18. Within
the single-excitation manifold, the Hamiltonian govern-
ing the TLS-transmon coupled system can be expressed
as follows:

HTLS−q =

(
∆/2 g
g −∆/2

)
, (S7)

where ∆ = ωTLS −ωq is the detuning between the trans-
mon and the TLS, and g their coupling strength. Diago-
nalizing the Hamiltonian yields two eigenstates, featuring

a frequency gap of
√
∆2 + 4g2. This particular frequency

corresponds to the vacuum Rabi oscillations between the
transmon and the TLS, which is captured by our single-
excitation SWAP spectroscopy, shown in Fig. S18.
Now, we introduce the interaction of the trans-

mon qubit with a second TLS. We expand the single-
excitation manifold Hamiltonian in Eq. S7 to account for
TLS-transmon-TLS three-mode coupling as follows
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FIG. S17. SWAP spectroscopy of two quanta of ex-
citations. a, Experimental sequence for the two excitation
SWAP spectroscopy experiment, involving the initial excita-
tion of the target TLS, followed by a regular SWAP spec-
troscopy that exchanges a second excitation from the trans-
mon qubit. b, Reference SWAP spectroscopy when all TLS
are in their ground states |0⟩. c, SWAP spectroscopy with
TLS1 in the excited-state |1⟩. d, SWAP spectroscopy with
TLS3 in excited-state |1⟩. e, SWAP spectroscopy with both
TLS3, TLS4 in excited-state |1⟩. f, SWAP spectroscopy with
TLS5 is in excited-state |1⟩. Notably, TLS3 and TLS5 have
stronger coupling g ∼ 20 MHz, making it easier to resolve the
presence of vacuum Rabi oscillations at lower frequencies. As
a result, we selected TLS3 and TLS5 for a larger range scan
of up to 1.5 V flux bias.

HTLS−q−TLS =



∆1 g1 0
g1 0 g2
0 g2 ∆2


 , (S8)

where ∆1 (∆2) and g1 (g2) are the detuning and coupling
strength between the first (second) TLS and the trans-
mon qubit, respectively. Upon hybridizing the transmon
qubit and the second TLS, the lower-right section of the
Hamiltonian is block diagonalized, yielding

H′
TLS−q−TLS =



∆1 g1 0
g1 ω−

h2 0
0 0 ω+

h2


 , (S9)

where ω±
h2 = 1

2 (∆2 ±
√
∆2

2 + 4g22) are the eigenfrequen-
cies of the hybridized transmon-TLS2 states. It’s worth
noting that the states associated with eigenfrequencies
ω−
h2 and ω+

h2 correspond to the bright and dark states,
respectively. Further diagonalization of the Hamiltonian
yields,

H′′
TLS−q−TLS =



ω+
h1 0 0
0 ω−

h1 0
0 0 ω+

h2


 , (S10)

where ω±
h1 = 1

2 (∆1 + ω−
h2 ±

√
(∆1 − ω−

h2)
2 + 4g21).

In the case where ∆2 ≫ g2, the state with eigenfre-
quency ω−

h1 ≈ 0 is transmon like. The interaction be-
tween TLS1 and the transmon is unaffected by the pres-
ence of TLS2, bringing us back to the case of Eq. S7,
with a single Rabi frequency of ω+

h1 −ω−
h1 ≈

√
∆2

1 + 4g21 .
However, when ∆2 ∼ g2, the transmon and TLS2 become
strongly hybridized, perturbing the TLS1-transmon in-
teraction. Let’s consider the SWAP spectroscopy exper-
iment, where the excited-state transmon is flux-tuned
close to the resonance frequency of TLS2. Due to the
strong hybridization between TLS2 and the transmon,
this experimental sequence effectively prepares a super-
position of the states associated with eigenfrequencies
ω−
h1 and ω+

h2. Measurement of the transmon then reveals

two Rabi frequencies for TLS1, one at ω+
h1 − ω−

h1 and

another one at ω+
h1 − ω+

h2. This splits the original TLS1-

transmon Rabi frequency curve of
√

∆2
1 + 4g21 , opening

up a gap. The gap size is determined at ∆2 = 0, given
by

(ω+
h1 − ω−

h1)− (ω+
h1 − ω+

h2)

=
1

2
[
√

(∆1 + g2)2 + 4g21 − (∆1 − 3g2)]

≈2g2 +
g21

∆1 + g2
,

(S11)

where the last line in Eq. S11 takes the approximation
(∆1 + g2)

2 ≫ 4g21 .
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FIG. S18. Fourier transform of SWAP spectroscopy:
a, of Fig. 2d of main text, and b, of Fig. S17b. The two
datasets are taken from the same transmon device before and
after a 200 mK thermal cycling. Red boxes highlight gaps in
the vacuum Rabi frequencies, a result of TLS-transmon-TLS
three-mode couplings.

We have highlighted such gaps in red boxes in Fig. S18.
The flux biases at which these gaps occur correspond to
resonance conditions with a second TLS. In our experi-
ment, the flux biases coincide with the deviations from
ideal chevron patterns in the time domain. Therefore
it is likely that the imperfect patterns observed in the
SWAP spectroscopy arise from the three-mode coupling
of TLS-transmon-TLS, where a second TLS is involved.
Importantly, it is worth noting, that rather than causing
these spectral anomalies, the three-mode coupling could
facilitate useful operations such as TLS-TLS entangle-
ment [24].

G. Dependence of relaxation on temperature

1. Temperature-dependent relaxation of transmon

Before delving into possible TLS relaxation channels
and presenting data on the temperature-dependent relax-
ation of TLS, we first visit the relaxation mechanisms for
the transmon qubit. The understandings of these mecha-
nisms are well-established. We employ a widely adopted
model that accounts for relaxations from TLS/dielectric
loss, quasiparticles (QP), and other contributions. Fol-
lowing ref. [25–27], the Q-factor of the transmon is de-
termined by,

1

Q
=

1

QTLS
+

1

QQP
+

1

Qother
, (S12)

where

QTLS(n̄, T ) = QTLS,0

√
1 + ( n̄β2

DTβ1
) tanh

(
ℏω

2kBT

)

tanh
(

ℏω
2kBT

) , (S13)

and

QQP = QQP,0
e∆0/kBT

sinh
(

ℏω
2kBT

)
K0(

ℏω
2kBT )

. (S14)

ω is the angular frequency of the transmon qubit; T
the temperature; n̄ the effective excited-state population;
QTLS,0, QQP,0 the inverse of linear absorption due to
TLS and quasiparticles; D,β1, β2 are parameters that
characterize TLS saturation; ∆0 the superconducting
gap; K0 the zeroth order modified Bessel function of the
second kind.
This model gives a quantitative good fit, as shown in

Fig. S19a in the gray dash-dotted line, that character-
izes three distinct regimes as we increase the MXC plate
temperature of the fridge: between 7–20 mK, transmon
Q factor remains temperature-independent, described
by Qother; between 20–130 mK transmon Q increases
slightly due to the saturation of TLS by thermal phonons;
and above 130 mK, transmon Q decreases due to inter-
actions with the thermally-activated QPs. We remark
that the observed plateau in the measured Q-factor, that
corresponds to the contribution of Qother, is not nec-
essarily interpreted as a truly temperature-independent
loss channel. This plateau could potentially arise from a
discrepancy between the true temperature of the trans-
mon device and the temperature measured on the MXC
plate, especially at the lowest MXC plate temperatures.
At MXC plate temperatures below 20 mK, it is com-
mon for the true temperature of the transmon device
to plateau at a higher temperature, typically around
∼ 50 mK due to limited thermalization with the MXC
plate [28]. When the MXC plate temperature is applied
in Eq. S12 instead of the true device temperature, the
effects from the plateaued transmon device temperature
can manifest as a temperature-independent residual loss
term Qother. This phenomenon has been observed in var-
ious systems at milliKelvin temperatures, where the true
device temperatures are estimated to plateau to a level
around 50 mK [29].

2. Temperature-dependent relaxation of TLS

Now, we elaborate on the case study of TLS5 regard-
ing its temperature-dependent relaxation, presented in
Fig. 4b of the main text, as a prelude to the rich TLS
physics enabled by the significantly extended TLS life-
time. In this experiment, we investigate the thermal bath
by monitoring TLS5 as we warm up (WU) the mixing
plate of the fridge from the base temperature of 7 mK



18

to 193 mK, and cool down (CD) back to the base tem-
perature, shown in Fig. S19a. No hysteresis is observed
between the WU (red markers) and CD (yellow mark-
ers) paths. The quality factor Q of the TLS saturates to
Q ∼ 2.5 × 107 at temperatures below ∼ 75 mK, then
drops by three orders of magnitude to Q < 5 × 104

at 193 mK. Transmon Q is superimposed for reference,
which agrees with a widely adopted model that consid-
ers effects from resonant TLS and quasiparticles [25–
27, 30], shown by the gray dash-dotted line, as discussed
in the previous section, Eq. S12–S14. The TLS and trans-
mon curves have inconsistent trends, suggesting that the
temperature-dependent TLS relaxation is not dominated
by the Purcell limit of the transmon.

For temperatures above 150 mK, the drop in TLS Q-
factor seems to follow that of the transmon qubit, which
is dominated by thermally-activated QPs. Here we as-
sumes a phenomenological QP loss-model given by:

QTLS(T )
−1 = Γqp

sinh
(

ℏω
2kBT

)
K0(

ℏω
2kBT )

e∆0/kBT
, (S15)

where T is temperature, ω the TLS transition frequency,
kB the Boltzmann constant, ∆0 = 1.764× 1.2 K the su-
perconducting gap of Al, and K0 the 0-th order modified
Bessel function of the second kind. This model describes
quasiparticles (QP) in thermal equilibrium, which tun-
nel through the JJ and interact with the electric dipole
of the TLS. The functional form resembles the thermal
equilibrium QPs interacting with SC qubits [26], as will
be discussed in Sec. II H 4. This loss channel could result
in the many orders-of-magnitude Q-factor change within
a small temperature range of 200 mK.

We fix the superconducting gap of Al ∆0, which leaves
only one free parameter, Γqp, in the model. Using
the mixing plate temperature for the model, Eq. S15
yields the gray dashed line in Fig. S19a. As can be
seen, predictions of this simple model diverges from ex-
perimental data at temperatures below 150 mK. How-
ever, recent studies [29, 31, 32] show an excess of
non-equilibrium (ne) QP population, which corresponds
equivalently to thermal equilibrium QP population at
approximately 150 mK. Comparing the measured Q-
factor to the gray dashed line, we map each mixing
plate temperature TMXC to an effective temperature Teff ,
shown in Fig. S19b. Teff is empirically fitted, using
Teff(TMXC) = A

√
1 +B tanh(C/TMXC)/ tanh(C/TMXC),

represented by the blue solid line in Fig. S19b. Using
the effective temperature Teff(TMXC) in Eq. S15, yields
the black solid line in Fig. S19a, in qualitative agreement
with measured data. The transmon fit using Teff remains
largely unaffected. If QPs were to explain the plateauing
behavior in TLS Q-factor, this analysis predicts a QP
saturation temperature of approximately 130 mK. This
is consistent with recent studies [29, 31, 32] of ne QP pop-
ulation in Al superconducting circuits, which infer a QP
population with effective temperature of 120-150 mK.

We emphasize that TLS-QP coupling is simply one
possible explanation for the observed temperature-
dependent TLS relaxation behavior. This behavior devi-
ates from predictions of the standard tunneling model
of TLS [16], and reveals previously unexplored TLS
physics that requires further investigation. Other pos-
sible mechanisms that could contribute to the plateauing
behavior in the measured TLS Q includes temperature-
independent channels such as TLS coupling to heavily
damped grain-boundary motion in the polycrystalline
Al layers [18, 33]. In either case, this temperature-
dependent TLS Q behavior deviates from predictions of
the standard tunneling model of TLS [16]. It reveals
previously unexplored TLS physics that requires further
investigation.
Regarding the temperature-dependent measurements

of TLS, it is important to note that at elevated tempera-
tures, we observed not only a decrease in signal-to-noise
ratio, but also fluctuations in the T1 relaxation curve
of the TLS when we repeat the measurements. These
fluctuations are likely attributed to reconfigurations of
the relaxation bath. To mitigate this issue, we averaged
over many T1 relaxation curves in our experiment. Sub-
sequently, all the long averaged relaxation curves were
fitted to a stretched exponential model, given by

p(t) = A exp[−(t/T1)
n] +B. (S16)

This averaging and fitting approach was applied to TLS5
data in Fig. S19. The distribution of fitted exponent
yields nTLS5 = 0.77± 0.14.

H. Possible relaxation channels for TLS

Guided by the measurements of temperature-
dependent relaxation for both TLS and the transmon,
we will now discuss in more detail the possible relax-
ation channels for the TLS. In this context, we will
outline prevalent relaxation mechanisms expected in our
system, evaluate their alignment with the experimental
data, and where applicable, suggest experiments or
simulations for further investigation. In the subsequent
sections, we will first discuss three potential origins of
the temperature-independent loss of TLS at the lowest
temperatures. Subsequently, our focus shifts towards
possible contributions to the thermally-activated TLS
relaxation, exploring relaxation mechanisms due to TLS,
phonons, and QPs.

1. Temperature-independent loss channels

First, as discussed above in Sec. IIG 2, a possible chan-
nel comes from the ne QPs interacting with TLS, causing
energy relaxation of TLS. These ne QPs are thought to
originate from high-energy incidents, such as cosmic µ
rays and background γ ray radiation, which would hit
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FIG. S19. Investigating relaxation channels of TLS. a,
Plot of the Q-factor of both TLS5 and the transmon qubit as
a function of the mixing plate temperature. The red (dark
blue) markers denote measurements of the TLS (transmon
qubit) during device warm-up (WU), and the yellow (light
blue) markers during the device cooldown (CD). The gray
dashed line corresponds to a phenomenological model of QP
damping of TLS using the mixing plate temperature. The
black solid line represents a correction to the gray dashed line,
when using the effective temperature from b. The gray dash-
dotted line is a fit to the transmon curve with a model includ-
ing thermal saturation of weakly coupled TLS and damping
from thermally-activated QPs, using the same effective tem-
perature as TLS. b, Plot of the effective temperature against
the mixing plate temperature. The effective temperature is
deduced by assuming a single TLS energy relaxation chan-
nel of QPs. The empirical fit assumes the functional form
Teff = A

√
1 +B tanh(C/TMXC)/ tanh(C/TMXC).

the microchip. These energetic events break Cooper-
pairs and excite high-energy phonons that could prop-
agate through the entire chip. Along the way, these
high-energy phonons would dissipate energy, leading to
the generation of ne QPs [29, 34? , 35]. This results
in ne QPs of population much higher than expected for
equilibrium QPs at the temperature of the microchip, re-
sulting in an effective QP temperature at approximately
150 mK [29, 31, 32]. Unfortunately it is challenging to
filter out these ne QPs. Unlike their equilibrium counter-
parts, the population of ne QPs arising from high-energy
events, and correspondingly their contribution to TLS
relaxation, remains independent of temperature.

Similarly, at the lowest temperatures, the true de-
vice temperature could be higher than the MXC plate
temperature, due to insufficient thermalization between
the device and the MXC plate, as discussed for the
transmon device in Sec. IIG 1. The same argument
can be extended to TLS as well. In this case, TLS
might experience an even higher temperature plateau
than the transmon device. This is primarily attributed
to their poorer thermalization, due to factors such as
their smaller size, longer lifetime, and a suppressed ther-
mal bath (of phonons). The saturation in temperature
then manifest as a temperature-independent residual loss
channel. Finally, there is a temperature-independent
mechanical loss channel stemming from the viscous be-
havior of grain-boundaries in the polycrystalline alu-
minum [18, 33]. Although we have focused on the QP
loss-model (Eq. S15), and the associated higher effective
temperature due to the temperature-independent popu-
lation of ne QPs to explain our observation in Fig. S19,
the other two temperature-independent loss channels dis-
cussed here, and potentially other relaxation channels
that we have not considered, should still be considered
possibilities.

2. Temperature-dependent loss channels: other TLS

Turning our attention to the temperature-dependent
loss pathways, we first explore resonant interactions be-
tween a given TLS and other nearby TLS, all with
their frequencies lying inside the acoustic bandgap. In
sec. II B, we have obtained a TLS density of σ =
0.6 GHz−1µm−2 in the AlOx barrier layer. Extending
this TLS density estimation to the Al and Si surfaces,
we expect on average a total of 120 TLS per GHz for a
10 µm×10 µm region. This accounts for 60 TLS on both
the top and bottom side of the 220 nm Si device layer.
The chosen area of 10 µm×10 µm approximates the size
of the acoustic metamaterials and the enclosed JJ region.
We make the assumption that TLS outside the JJ main-
tain comparable properties to those within the JJ due
to the presence of the same acoustic bandgap metama-
terial. This assumption gives the TLS relaxation time of
T1 ∼ 500 µs, and the coherence time of T ∗

2 ∼ 1 µs in this
extended region. Importantly, the spectral linewidths of
these TLS are dominated by dephasing, resulting in a
linewidth of ∼ 1 MHz. Given the presence of 120 such
TLS over a 1 GHz span, the average detuning between
neighboring TLS frequencies is ∼ 8 MHz, which signifi-
cantly exceeds the linewidth. As a result, it is reasonable
to infer that resonant interactions among TLS are un-
likely to contribute significantly to TLS relaxation.
Continuing our exploration of TLS-TLS interactions,

we extend our discussions to off-resonant interactions
between TLS. Our preliminary assessment leads us to
conclude that off-resonant TLS-TLS interactions do not
account for the plateau of TLS Q-factor at the lowest
temperatures. As will be discussed in sec. II H 3, the
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temperature scaling of the relaxation rate arises from
the frequency scaling of the thermal bath modes in the
relaxation rate expression. This frequency scaling, in
turn, comes from the DOS of the bath modes as well
as the frequency-dependence of the system-bath interac-
tions (the transition matrix element). Previous studies
of TLS have shown that TLS DOS is either indepen-
dent of frequency, or has a weak frequency-dependence
∼ ωµ, with µ ≃ 0.3 [16, 22, 36, 37]. The interaction
between TLS is dipolar, determined only by their dipole
magnitude, orientation, and relative position, which are
all frequency-independent. Consequently, the relaxation
rate due to off-resonant TLS will have at most a weak
power-law temperature scaling of Tµ. This mismatches
the strong temperature scaling we have observed for
T ≳ 50 mK.

The weak temperature scaling from a bath of off-
resonant TLS, however, necessitates an evaluation of
their potential contribution to the plateau of TLS Q-
factor at the lowest temperatures. Given a TLS density
of σ = 0.6 GHz−1µm−2, the average distance between
TLS is 1/2

√
σ = 0.65 µm, corresponding to a TLS-TLS

coupling strength of g = 5 kHz, when the two dipoles
are aligned. The average detuning between TLS with
adjacent frequencies is ∆ ∼ 250 MHz. The linewidth for
the bath TLS is assumed around Γ2,bath ∼ 1 MHz. Us-
ing similar approximations that will be discussed next in
sec. II H 3, we reach at the relaxation rate attributed to
the interaction with a singular off-resonant bath TLS

Γ1,TLS ≈ g2Γ2,bath

∆2 + Γ2
2,bath

= 0.4 mHz. (S17)

This contribution is seven orders of magnitude weaker
than the measured relaxation rate of approximately ∼
2 kHz. Further numerical simulation corroborates that
with the TLS density of σ = 0.6 GHz−1µm−2 and a
linewidth of Γ2,bath ∼ 1 MHz, interactions between TLS
contribute negligibly to theQ-factor plateau at the lowest
temperatures for the central TLS.

3. Temperature-dependent loss channels: Phonons outside
the acoustic bandgap

In this section, we explore TLS relaxation due to its
interaction with phonons. We consider a single phonon
process, in which the TLS relaxes by emitting a single
phonon. For this discussion, we draw upon the key re-
sults and notations from ref. [17], where a more detailed
analysis is provided. The relevant Hamiltonian between
the TLS and a stress wave associated with the phonon
mode s is

ĤTLS−s =
ωTLS

2
σ̂z+ωs(b̂

†
sb̂s+

1

2
)+(gt,sσ̂x+gl,sσ̂z)(b̂s+b̂†s),

(S18)
where ωTLS and ωs are the frequencies of the TLS and the
phonon mode s, gt,s, gl,s their transverse and longitudinal

coupling, σ̂ the Pauli operator for TLS, and b̂†(b̂) the
creation (annihilation) operator for phonon mode s.
In the case of resonant decay from TLS into the phonon

bath, the gtσ̂x term in Eq. S18 dominates. In this con-
text, neglecting pure dephasing of the phonons, we arrive
at the relaxation rate of TLS induced by phonon mode
s, approximated by

(δΓ1,TLS)s ≈
g2t,sγs(2ns + 1)

(ωTLS − ωs)2 + (γs/2)2
. (S19)

Considering a phonon bath in thermal equilibrium, char-
acterized by the Bose-Einstein distribution, where 2ns +
1 = coth[ℏωs/2kBT ], Eq. S19 leads to [17]

(δΓ1,TLS)ph ≈
∑

s

[
g2t,sγs

(ωTLS − ωs)2 + (γs/2)2
] coth[ℏωs/2kBT ].

(S20)
In the limit of a continuum phonon bath, the summa-
tion in Eq. S20 is replaced by an integral. The primary
contribution to the integral comes from the integration
range ωs ∈ [ωTLS − γs/2, ωTLS + γs/2], yielding

(δΓ1,TLS)ph,cont. ≈ 4ρph[ωTLS]g
2
t,s coth[ℏωs/2kBT ],

(S21)
where ρph[ω] is the phonon DOS at frequency ω. For
Debye model phonons in D-dimensions, ρph[ω] ∝ ωD−1,
and gt,s ∝ √

ωs from the vacuum strain field amplitude.

This leads to (δΓ1,TLS)ph,cont. ∝ ωD
TLS. We will show in

the following that the frequency scaling yields the same
scaling for temperature.
We now consider the reverse process—a phonon decays

into the TLS bath. In particular, we skip the discussion
of resonant decay (dominated by the gtσ̂x term), and in-
stead focus on the off-resonant ‘relaxation’ process, which
is dominated by the glσ̂z term in Eq. S18. The σ̂z inter-
action shifts the frequencies of phonons, displacing them
away from thermal equilibrium. Through a higher-order
process between the TLS and the phonon modes, the TLS
draws energy from the phonon modes, giving rise to the
‘relaxation’ process of phonons. Integrating the contri-
butions from all TLS, and assuming a T1 limited T2 for
the phonon mode s, yield [17]

(δγs)rel ≈
∑

TLS

(
2g2l,s
ωs

)(
ℏΓ1,TLS

kBT
) sech2[ℏωTLS/2kBT ].

(S22)
Assuming the energy damping of TLS in the TLS

bath is dominated by resonant decay into phonon modes,
Γ1,TLS = (δΓ1,TLS)ph,cont. , we can plug in Eq. S21 into
Eq. S22, which leads to the scaling

(δγm)rel ∝
∑

TLS

ωD
TLS

kBT
coth[

ℏωTLS

2kBT
] sech2[

ℏωTLS

2kBT
]

≈
∫ ∞

0

ωD
TLS

kBT
coth[

ℏωTLS

2kBT
] sech2[

ℏωTLS

2kBT
]ρTLSdωTLS

=2ρTLS(
kBT

ℏ
)D

∫ ∞

0

xD csch[x]dx.

(S23)
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In the last line, we used the identity
sech2[ℏω/2kBT ] coth[ℏω/2kBT ] = 2 csch[ℏω/kBT ],
and made the assumption of a frequency-independent
TLS density ρTLS. As promised earlier, the frequency
scaling ∝ ωD in Eq. S21 leads to an equivalent temper-
ature scaling ∝ TD in Eq. S23, which directly reflects
the dimension D of the system. More generally, the
temperature scaling of off-resonant relaxation processes
is a result of integrating over the frequency-dependent
terms in the relaxation rate. This relation has been
observed across a wide variety of examples, such as
TLS-phonon interaction [17], two-phonon Orbach-
like process [38], spin-phonon relaxation [39], and
three-phonon scattering [40].

Taking the example of the TLS-phonon interaction,
the frequency scaling of phonon relaxation discussed
above involves two contributions, an ωD−1 term from
the phonon DOS, and an ω term from the square of
TLS-phonon coupling strength. We argue that for the
long-lived TLS, one expects a similar scaling for the
single phonon, off-resonant ‘relaxation’ process. In our
case, the effective system dimension for thermally ac-
tivated phonons is D = 2 at lower temperatures, and
it increases to D > 2 at higher temperatures, when
high frequency phonons that see a semi-3D DOS start to
be thermally populated. The predicted T 2 dependence,
however, does not align with our experimental data in
Fig. S19. Specifically, the T 2 dependence is too strong
to account for the almost temperature-independent re-
laxation at T ≲ 50 mK, and too weak to explain the
observed rapid decrease in T1 at T ≳ 50 mK.

Additionally, numerical modelling of the damping of
TLS within the acoustic bandgap due to quasi-phonon
modes for a similar acoustic structure was performed
in Ref. [17], indicating that TLS damping of this na-
ture would limit T1 to 100 ms or more, two-orders-of-
magnitude greater than measured here. We also don’t
observe evidence of an increasing trend of the low-
temperature T1 of TLS as their frequencies move deeper
into the acoustic bandgap, which one would expect if this
was the source of the T1 limit.

4. Temperature-dependent loss channels: Quasiparticles

For the discussions of quasiparticles (QP), we first
make the distinction between the contributions of QPs
in thermal equilibrium (eq), and those in non-equilibrium
(ne). The ne QPs are generated by bursts of high-energy
events [29]. Notably, these high-energy events, and cor-
respondingly the distribution of ne QP, are temperature-
independent, and are already discussed in Sec. IIH 1.
The temperature-dependent contribution comes exclu-
sively from the eq QPs. For the eq part, we follow the
treatment of ref. [26, 41], and list the key steps here for
readers’ convenience.

The QP interacts with the qubit by tunneling through
the Josephson Junction, resulting in the system Hamil-

tonian

H = Hϕ +Hqp +HT . (S24)

The first term is the SC qubit Hamiltonian, which for
transmon is

Hϕ = 4EC n̂
2 − EJ cos ϕ̂. (S25)

The second term is the BCS Hamiltonian for the QPs,

Hqp =
∑

j=L,R

Hj
qp, Hj

qp =
∑

n,σ

ϵjnα
j†
nσα

j
nσ, (S26)

where αj
nσ(α

j†
nσ) are the annihilation (creation) opera-

tors for quasiparticle in the lead j that has spin σ =↑, ↓,
and energy ϵn in the single-particle energy level n. The
last term describes QP tunneling through the junction,
and under simplifications relevant to superconducting
circuits,

HT = it̃
∑

n,m,σ

sin
ϕ̂

2
αL†
nσα

R
mσ + h.c., (S27)

where t̃ is the electron tunneling amplitude.
When calculating the QP impact on the transmon

qubit, Fermi’s golden rule gives

Γi→f =2π
∑

{λqp}
|⟨f, {λqp}|HT |i, {ηqp}⟩|2

× δ(Eλ,qp − Eη,qp − ωif ),

(S28)

where Eη,qp(Eλ,qp) is the energy of the QP in its initial
(final) state {ηqp} ({λqp}), ωif is the energy difference of
the qubit in the initial and final state. An average over
the initial quasiparticle state following its distribution is
taken, which is inexplicit in the equation.
In the low energy regime, it has been shown that the

qubit dynamics and QP kinetics are separable [41], yield-
ing

Γi→f = 2π|⟨f | sin ϕ̂

2
|i⟩|2Sqp(ωif ). (S29)

This is an established model describing the QP inter-
action with superconducting qubit. Eq. S29 takes the
form of Fermi’s golden rule, where Sqp(ωif ) represents
the current spectral density of quasiparticles tunneling
through the JJ, that interacts with the phase degrees of
freedom of the transmon qubit through the matrix ele-

ment of ⟨f | sin ϕ̂
2 |i⟩.

Within a similar context, we consider the interaction
between QPs and TLS inside the JJ, in a regime where
the TLS dynamics and QP kinematics are separable. The
matrix element coupling the electric dipole of the TLS to
the electric current formed by QPs tunneling through
the junction depends on the details of the microscopic
configuration. Here we skip discussions on those details
and denote it as Aif . The current spectral density of QPs
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tunneling through the junction Sqp(ω) stays the same as
in the previous discussion,

Sqp(ω) =
16EJ

π

∫ ∞

0

dx
1

√
x
√

x+ ω/∆
fE [(1 + x)∆]

× {1− fE [(1 + x)∆ + ω]}),
(S30)

where fE is the distribution function, ∆ the gap param-
eter.

In thermal equilibrium (assuming Boltzmann distribu-
tion), and at low temperatures T ≪ ∆, Eq. S30 under-
goes further simplification,

Seq
qp(ω) =

16EJ

π
e−∆/T eω/2TK0(

|ω|
2T

). (S31)

Using the relation

Seq
qp(−ω)/Seq

qp(ω) = e−ω/T , (S32)

we find the total TLS relaxation rate due to QPs

Γqp = 2π|Aif |2[Seq
qp(ω)− Seq

qp(−ω)]

= 2π|Ãif |2e−∆/T sinh
( ω

2T

)
K0(

|ω|
2T

).
(S33)

It’s worth noting that the functional form of this expres-
sion is the same as that of the transmon-QP relaxation
in Eq. S14. The matrix element term Ãif describes the
coupling between eq QP current and the electric dipole
of TLS, which depends on the details of the microscopic
configuration, that is beyond the scope of this work.

The consideration of TLS-QP interaction naturally
arises for TLS located inside the JJ. In this scenario, the
current of QPs tunneling through the JJ interacts with
the electric dipole of TLS. Eq. S33 qualitatively describes
the temperature-dependent TLS relaxation well at high
temperatures T ≳ 150 mK, as shown in Fig. S19. We
therefore attribute eq QPs as one of the relevant TLS
relaxation channels.

In our experiment, the prominence of the QP contri-
bution emerges from our selection of TLS located inside
the JJ. This specific configuration results in a strong
coupling between the TLS and QPs tunneling through
the JJ, due to the close proximity. We note that the
QP current spectral density, and correspondingly the
QP-TLS interaction, is expected to vary significantly
across different regions of the device. An example is
the substrate-air interface, where QPs are altogether ab-
sent. Looking ahead to future experiments, one could
explore the identification of individually addressable and
controllable TLS located at circuit interfaces, and mea-
sure their temperature-dependent behavior to test our
model of TLS-QP interaction.
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FIG. S20. Rabi chevron of TLS31. Measurements were
taken on Q4 of Chip-A during CD1. The interaction strength
and detuning between the TLS and transmon qubit are g =
47.7 MHz, ∆ = 1.7 GHz. The XY driving power in this exper-
iment is ∼ 17 dB stronger than typically used for controlling
the transmon qubit.

I. Direct control of TLS

1. TLS pulses

In this section, we describe the technique of directly
controlling a TLS. This is achieved by sending a strong
microwave pulse resonating with the TLS down the XY
line of the transmon qubit. The direct control of TLS is
possible due to the mutual interaction and the resulting
hybridization between the transmon qubit (q) and TLS,
governed by the Hamiltonian

H =
ωq

2
σ̂z
q +

ωTLS

2
σ̂z
TLS + Ĥint,

Hint = g(σ̂+
q σ̂

−
TLS + σ̂−

q σ̂
+
TLS),

(S34)

where ω denote their frequencies, σ̂z, σ̂± are the Pauli
operators.
The interaction term Hint hybridizes the transmon and
the TLS. The hybridization, even at the presence of a
detuning between the transmon and the TLS, gives the
TLS-like eigenstate a little transmon character, that en-
hances TLS’ coupling with the transmon’s XY line. This
technique has been used in the context of directly control-
ling TLS in a phase qubit [42], in the cross-resonance gate
between two coupled superconducting qubits [43, 44], as
well as in accelerating nuclear spin gates in quantum reg-
isters in diamond [45].
An example is shown in Fig. S20. Here, a Rabi pulse

of varying duration and microwave frequency drives the
state of the TLS, which is subsequently read out through
the transmon qubit. The resultant Rabi chevron pattern,
notably of the TLS under direct control, demonstrates
the feasibility and precision in controlling TLS using this
technique. In this specific experiment, the interaction
strength and detuning between the TLS and the trans-
mon qubit are g = 47.7 MHz, ∆ = 1.7 GHz. The driving
power of the XY pulse is approximately ∼ 17 dB stronger
than what is typically used for controlling the transmon
qubit.



23

0 200 400 600 800 1000 1200
Delay ( s)

10

15

20

25

30
Si

gn
al

 (m
V)

Direct Drive
SWAP

FIG. S21. T1 relaxation curves of TLS31. We contrast T1

measurements obtained using two different methods: prepar-
ing the initial TLS excited-state with a direct TLS π pulse
(blue triangles) and through swapping the excitation from the
transmon qubit (red squares). Exponential fits (solid lines)
yield T1 = 129 ± 5 µs and T1 = 177 ± 10 µs for the direct
drive and the SWAP methods, respectively.

2. TLS relaxation time with TLS pulses

The technique of direct TLS control, as discussed
above, allows us to calibrate pulses for the TLS and pre-
pare the TLS in its excited-state independently from the
transmon qubit. However, it’s important to note that
the readout process still involves the transmon qubit. In
Fig. S21, we present the T1 energy relaxation curve of
TLS31, showcasing a comparison between the two meth-
ods: preparing the initial TLS excited-state with a TLS
π pulse (direct drive, blue triangles) and through swap-
ping the excitation from the transmon qubit (SWAP, red
squares).

The two distinct methods of preparing the TLS in
its excited-state yield different relaxation curves. No-
tably, the direct drive method gives a shorter T1 =
129 ± 5 µs, whereas the SWAP method gives a longer
T1 = 177± 10 µs. This discrepancy can be attributed to
the high power of the microwave pulse required for the
direct drive, which is approximately ∼ 17 dB stronger
than that used for the transmon qubit. The high power
microwave can generate QPs [11, 12] which subsequently
accelerate the relaxation of TLS through the mechanism
discussed in sec. II H 4. Following this observation from
the first cool-down (CD1), we have been using the SWAP
method exclusively for the preparation of TLS excited-
states in the following TLS T1 measurements.

Throughout the measurements, particularly during
CD1, a notable portion of TLS were characterized by
the direct drive method, as indicated by the † symbol
in Table S3 and Table S4. We argue that for TLS with
resonant frequency lying outside the acoustic bandgap,
the relaxation rate induced by the QPs originating from
high-power microwave pulses, is likely minor when com-
pared to other relaxation mechanisms (e.g. spontaneous
phonon emissions). Revisiting the case of TLS31, we
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FIG. S22. T1 relaxation curve of TLS36. We analyze the
shape of the relaxation curve when the initial excited-state of
TLS is prepared by direct XY drive. Fits using a simple expo-
nential decay model (red solid line) and double exponential
model (blue solid line) are superimposed. The data clearly
demonstrates deviation from the simple exponential decay.

compute the relaxation rate due to microwave induced
QPs τ−1

QP = 1/129 µs − 1/177 µs = 476−1 µs−1. This
value is two orders of magnitude smaller than the average
relaxation rate of 4−1 µs−1 for TLS outside the bandgap,
contributing negligibly to their relaxation. While for TLS
inside the bandgap, these QPs generated by the high-
power microwave pulses could potentially lower the mea-
sured T1 notably, as shown in Fig. S21. As a result, the
reported ratio between the T1 values of TLS frequencies
inside vs outside the acoustic bandgap represents an un-
derestimation of the impact from acoustic metamaterials.

3. TLS relaxation curve with TLS pulses

Another phenomenon emerges when measuring TLS
relaxation using the direct drive method. In certain
cases, we have observed deviations of the TLS T1 re-
laxation curve from a simple exponential decay. An il-
lustrative example from TLS36 is presented in Fig. S22.
To analyze the data, we fit it with a simple exponential
decay curve,

p(t) = A exp(−t/T1) +B, (S35)

indicated by the red solid line, as well as a double expo-
nential decay curve [31, 46],

p(t) = Ae⟨nqp⟩(exp[−t/T1,qp]−1)e−t/T1 +B, (S36)

indicated by the blue solid line. Eq. S36 was introduced
in refs. [31, 46] for superconducting qubits, to disentangle
the relaxation rate induced by quasiparticles from other
relaxation channels. Here, ⟨nqp⟩ is the average quasipar-
ticle population, T1,qp is the relaxation time due to one
quasiparticle, and T1 is the relaxation time from other
decay channels.
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In experiments where the TLS relaxation curve no
longer adheres to a simple exponential decay, as observed
in Fig. S22, the double exponential fit is adopted. Con-
sequently, we report T1 from Eq. S36 in these cases. As
previously discussed in sec. II H 4, we propose that the
relaxation of TLS inside the JJ, induced by interaction
with QPs, follows the same functional form as the in-
teraction between the transmon qubit and QPs. This
similarity justifies the application of Eq. S36 for charac-

terizing TLS T1 relaxation with an explicit contribution
from QP. We note that the direct TLS drive method does
not always lead to double exponential decays. A case of
simple exponential decay under direct TLS drive can be
found in Fig. S21. In these cases, we fit the measured TLS
relaxation curve to a simple exponential decay model,
and report the corresponding underestimate of fitted T1

values.
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