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Heavy-flavor hadron production, in particular bottom hadron production, is difficult to study
in deep-inelastic scattering (DIS) experiments due to small production rates and branching frac-
tions. To overcome these limitations, a method for identifying heavy-flavor DIS events based on
event topology is proposed. Based on a heavy-flavor jet tagging strategy developed for the LHCb
experiment, this algorithm uses displaced vertices to identify decays of heavy-flavor hadrons. The
algorithm’s performance at the Electron-Ion Collider is demonstrated using simulation, and it is
shown to provide discovery potential for non-perturbative intrinsic bottom quarks in the proton.

I. INTRODUCTION

The possible existence of non-perturbative “intrinsic”
heavy quarks in the proton was first proposed shortly af-
ter the discovery of heavy quarks themselves [1]. Intrin-
sic heavy quarks are predicted to arise from a

∣∣uudQQ
〉

component of the proton’s wavefunction, where QQ de-
notes a heavy quark-antiquark pair. Various models pre-
dict the intrinsic contribution to the heavy-quark parton
distribution functions (PDFs), including models inspired
by light-front quantum chromodynamics (LFQCD) [1]
and fluctuations of the proton into heavy meson-baryon
pairs [2]. These models generally agree that intrinsic
heavy quarks carry a large fraction x of the proton’s mo-
mentum, resulting in valence-like heavy quarks. This can
be seen in Fig. 1, which shows LFQCD-inspired models
of intrinsic charm (IC) and intrinsic bottom (IB) [3].

Experimental searches for IC have been carried out
in both fixed-target deep-inelastic scattering (DIS) and
high-energy hadron collisions. Charm structure function
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FIG. 1. Intrinsic charm and bottom PDFs. The baseline
PDFs are from the CT18NNLO PDF set [4]. The shaded
regions show the 68% confidence-level regions. The c + IC
PDF is from CT18FC [3]. The b + IB PDF is obtained by
scaling the intrinsic component of the CT18FC charm PDF
by m2

c/m
2
b and adding the result to the baseline b PDF.
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data from the European Muon Collaboration (EMC) ex-
periment [5] and studies of Z-boson production in as-
sociation with charm-quark jets (Z + c) by the LHCb
experiment [6, 7] are expected to be particularly sen-
sitive probes of IC. The LHCb experiment has also
searched for evidence of IC in charm production and
charge asymmetry measurements in fixed-target proton-
nucleus collisions [8, 9]. Intrinsic heavy flavor is typi-
cally characterized by the average momentum carried by
the intrinsic heavy quarks, ⟨x⟩IC,IB, at an initial energy
scale Q0 = mc. The NNPDF collaboration performed a
global analysis including EMC and LHCb Z + c data [10].
The analysis claimed 3σ evidence for nonzero IC with
⟨x⟩IC ≈ 1%. A global analysis based on the CT18 PDF
fit omitted the the LHCb and EMC measurements due
to difficulties with theoretical interpretation. The result-
ing fit mildly prefers nonzero IC, with ⟨x⟩IC ≈ 0.5%[3].
Yet another global analysis excluded percent-level IC at
the 4σ level [2]. The Electron-Ion Collider (EIC), under
construction at Brookhaven National Laboratory, is ex-
pected to produce in excess of 100 times more data than
previous collider DIS facilities, allowing for detailed stud-
ies of the charm quark PDF [11]. Recent studies indicate
that the EIC will be able to conclusively observe or ex-
clude percent-level IC in the proton [12, 13].
In contrast to the experimental and theoretical inter-

est in IC, the possibility of intrinsic bottom quarks in
the proton has received relatively little attention (see
Ref. [14] for a review). The size of the intrinsic heavy-
quark contribution to the proton PDF is expected to scale
as 1/m2

Q, wheremQ is the heavy quark mass, suppressing

IB by an order of magnitude relative to IC [15]. As a re-
sult, both the absolute size of the IB contribution and its
size relative to the perturbative b-quark PDF are smaller
than the analagous IC contributions. The b-hadron cross
section in DIS is also suppressed relative to the c-hadron
cross section due to the smaller electric charge of the b
quark. Additionally, the largest b-hadron branching frac-
tions to fully reconstructible final states are O(10−3) [16].
As a result of these limitations, little data constraining
the b-quark PDF exists. What little data does exist does
not probe the valence region, leaving the IB content of the
proton almost entirely unconstrained [17]. Consequently,
no global analysis of IB in the proton has been performed.

The experimental challenges of studying b-hadron pro-
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duction in DIS can be partially overcome by using the
topology of heavy-flavor hadron decays. This strategy
was used by both the H1 and ZEUS experiments at
HERA, which used displaced tracks and secondary ver-
tices to identify b-hadrons and extract the bb contribu-

tion to the proton structure function, F bb
2 [17–19]. The

LHC experiments use a similar strategy to identify heavy-
flavor jets. Jets containing heavy-flavor hadrons are iden-
tified using the properties of displaced charged-particle
vertices [20–23]. Using this strategy, the LHCb experi-
ment is able to identify or “tag” about 60% of jets con-
taining b-hadrons and distinguish between b and c jets.
The proposed detector at the EIC is expected to have ver-
tex reconstruction capabilities similar to those of LHCb,
enabling a similar strategy for tagging heavy-flavor DIS
events [11]. Previous studies have explored the perfor-
mance of topological charm tagging at the EIC, but stud-
ies involving b hadrons have focused on using fully recon-
structed decays to study hadronization [24]. Previously
explored charm tagging methods rely on the ability to
identify charged kaons or count displaced tracks, either
in the entire event or clustered into jets [25–27]. In con-
trast, the algorithm employed by LHCb does not require
particle identification and relies only on the topological
properties of charged particle vertices.

This paper demonstrates how the LHCb experiment’s
jet tagging strategy can be applied to study heavy-flavor
production at the EIC. Because the LHCb jet-tagging
algorithm depends only on the properties of the heavy
flavor decay and not on the jet itself, the algorithm can
be naturally adapted to identifying heavy-flavor events
in DIS. Section II describes the simulation setup used for
these studies, and Section III describes the heavy-flavor
tagging algorithm. Section IV presents the expected sen-
sitivity to IB, and Section V summarizes conclusions and
discusses additional uses for topological heavy-flavor tag-
ging at the EIC.

II. SIMULATION

The tagging algorithm performance studies were con-
ducted using simulated e+ p DIS events generated us-
ing the PYTHIA 8.3 generator [28]. The simulation in-
cludes both neutral- and charged-current DIS, although
the charged-current contribution to the simulated sam-
ples is negligible. Simulations were performed for four
beam energy configurations: 5× 100, 10× 100, 10× 275,
and 18× 275 GeV[29], where the first number of each
pair is the electron energy and the second is the proton
energy. These configurations correspond to

√
s = 45, 63,

105, and 141 GeV, respectively. Heavy-flavor events are
defined by the presence of a heavy-flavor hadron. A b
event contains a b hadron, whereas a c event contains a
c hadron and no b hadron. A light-parton (uds) event
contains no c or b hadrons.

The tagging algorithm’s performance was studied
as a function of the kinematic variables x and Q2.

TABLE I. Resolution functions used to smear the generated
charged particles to simulate the EIC detector’s response.
Both p and pT are in GeV.

σp/p σxy σz

|η| < 1 0.04p⊕ 1% 30/pT ⊕ 5 µm 30/pT ⊕ 5 µm
|η| < 2.5 0.04p⊕ 2% 40/pT ⊕ 10 µm 100/pT ⊕ 20 µm

These variables can be used to calculate the inelasticity
y = Q2/(xs). The accessible kinematic region of inter-
est for IB is Q2 > 100 GeV2 and x > 0.1. For the beam
configurations used in this study, this kinematic region
corresponds to 0.01 ≲ y ≲ 0.5, a region where the EIC
detector is expected to determine x and Q2 from the
scattered electron with high precision [30]. As a result,
x and Q2 were determined at parton level for this study.
Furthermore, radiative corrections are expected to be less
significant for heavy-quark production than for inclusive
DIS and were ignored in this study [27].
The response of a hypothetical EIC detector is mod-

eled according to parameterizations based on the ex-
pected performance of the future detector [11]. The mo-
mentum and position resolutions are given as functions
of transverse momentum (pT) and pseudorapidity (η),
as shown in Table I. Only long-lived charged particles
with pT > 200 MeV and |η| < 2.5 were considered for this
study. A charged particle reconstruction efficiency of 90%
was assumed for the entire fiducial region.
The position of the collision vertex, or primary vertex

(PV), is determined by smearing the true position of the
interaction point. The PV resolution is shown in Ref. [13]
and estimated here as σx,y,z = (10⊕ 30/

√
n), where n is

the number of reconstructed prompt charged particles.
Reconstructed particles are classified as prompt based
on

χ2
DCA,IP =

d2x
σ2
x

+
d2y
σ2
y

, (1)

where dx,y is the distance of closest approach of the
smeared charged particle to the interaction point in the
dimension denoted by the subscript, and σx,y is the
corresponding detector resolution determined using the
parameterizations from Table I. Tracks are considered
prompt if χ2

DCA,IP < 12.

III. TAGGING ALGORITHM

The tagging algorithm used for this study is based
on the algorithm described in Ref. [20]. The LHCb al-
gorithm constructs secondary vertices (SVs) within jets
and uses two boosted decision tree (BDT) classifiers to
identify vertices from light-, c-, and b-hadron decays.
One BDT is trained to distinguish heavy-flavor SVs from
light-hadron SVs, and the other is trained to distinguish
between b and c SVs. For this study, the LHCb SV re-
construction algorithm was adapted to the simulated EIC
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data. Heavy-vs.-light and b-vs.-c BDTs were trained for
a hypothetical EIC detector using variables similar to
those used to train the LHCb BDTs.

First, displaced pseudo-reconstructed charged particles
are combined to form two-track SVs. Charged particle
displacement is characterized by χ2

DCA, which is defined
as in Eqn. 1 but with distances calculated with respect
to the smeared PV position instead of the true interac-
tion point. Charged particles are considered displaced
if χ2

DCA > 16. Pairs of displaced charged particles with
a distance of closest approach to one another less than
0.2 mm are combined to form two-track SVs. Next, pairs
of two-track SVs that share a track are combined to form
three-track SVs. Only SVs with 0.4 < m < 5.3 GeV are
considered for merging, where m is the SV mass calcu-
lated assuming the charged pion mass for each of the
constituent tracks. This merging process is repeated un-
til no SVs share tracks. The resulting SVs can consist of
any number of tracks.

To suppress contributions from strange particle decays,
two-track SVs are required to have m > 0.6 GeV. This
requirement removes bothK0

s → π+π− and Λ → pπ− de-
cays. Events containing at least one SV passing these
requirements are considered tagged. If an event contains
multiple SVs, the SV with the largest pT is used for fur-
ther classification.

Tagged events are classified using a pair of BDT classi-
fiers. The first BDT is trained to distinguish heavy-flavor
events from uds events (BDTbc|uds), and the second is
trained to distinguish between b and c events (BDTb|c).
The BDTs use four variables characterizing the SV tag.
These include the mass of the SV (m), the number of
tracks used to construct the SV (ntrks), and the sum
of the χ2

DCA of the constituent tracks. In addition, the
BDTs use the corrected mass of the SV, which is given
by

mcor =
√
m2 + p2⊥ + p⊥, (2)

where p⊥ is the component of the SV momentum per-
pendicular to its flight direction [31, 32]. These variables
are chosen because they depend only on the topological
properties of the SV and do not depend on the full SV
covariance matrix, which is difficult to estimate without
a realistic detector simulation and reconstruction algo-
rithms.

The distributions of the BDT input variables are shown
in Fig. 2 for the

√
s = 63 GeV beam configuration. Bot-

tom hadrons are more massive and produce more final-
state particles than c hadrons, which results in the ob-
served hierarchies inm and ntrks. They also have a longer
lifetime than c and light hadrons and consequently have
larger

∑
χ2
DCA. The corrected mass is particularly pow-

erful for identifying c events because c hadrons typically
decay at a single vertex. These decays produce a mcor

peak near the mass of the D meson. Bottom hadrons
produce more complex decay topologies and a conse-
quently broader mcor distribution than that of charm

hadrons. SVs in uds events are made up of combinations
of poorly-reconstructed prompt tracks. The momenta of
these combinations can point far from the PV and pro-
duce large corrected masses.
The BDT response distributions are shown in Fig. 3.

In an analysis of real data, the composition of the tagged
sample could be determined using a two-dimensional
template fit to these distributions [33, 34]. For this study,
the region BDTbc|uds > 0.9 and BDTb|c > 0.8 was defined
as the signal region (SR) for the purpose of estimating
statistical uncertainties. The signal region tagging ef-
ficiency ϵSR, defined as the probability that an event is
tagged and the SV falls in the BDT SR, is shown in Fig. 4
for the

√
s = 63 GeV configuration. The tagging effi-

ciency ranges from 30–40% in most kinematically allowed
bins and approaches 60% at high Q2. This efficiency is
consistent with the b-jet tagging efficiency observed by
LHCb, which approached 60% at high jet pT. Charm
events have a signal-region mistag probability of around
1%, while uds events have a mistag probability of around
10−4. While uds events are the largest background over-
all, their contribution to the signal region is small. The
fast simulation used in this study does not include non-
Gaussian misreconstruction effects or secondary particle
production from material interactions. Both of these ef-
fects will create additional SVs in uds events, but these
SVs should still be distinguishable from heavy flavor de-
cays and are expected to make a small contribution to
the signal region [20].

IV. INTRINSIC BOTTOM

The bb production cross section in unpolarized neutral-
current DIS in the kinematic region studied here is given
by

dσbb

dxdQ2
=

2πα2Y+

xQ4

(
F bb
2 (x,Q2)− y2

Y+
F bb
L (x,Q2)

)
, (3)

where α is the fine structure constant, Y+ = 1 + (1− y)2,

and F bb
2 and F bb

L are the b-quark contributions to the pro-
ton structure functions [17]. DIS experiments typically
report a reduced cross section given by

σbb
r (x,Q2) = F bb

2 (x,Q2)− y2

Y+
F bb
L (x,Q2). (4)

For the relatively small values of y considered in this

study, σbb
r is determined primarily by F bb

2 . At leading

order (LO) in the strong coupling constant αs, F bb
2 is

proportional to the sum of b and b PDFs.

The estimate of the IB contribution to σbb
r is based

on two observations. First, the intrinsic heavy quark
PDFs evolve approximately independently from the
other PDFs [15]. This means that the IC contri-
bution to the charm PDF can be approximated as
c0+IC(x,Q

2)− c0(x,Q
2), where c0 is the charm PDF
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FIG. 2. Distributions of variables used for BDT training from the
√
s = 63 GeV simulated data sample. Each distribution is

normalized to unit area.
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FIG. 3. Response distributions for (top) BDTbc|uds and (bot-
tom) BDTb|c from

√
s = 63 GeV simulation with expected

relative normalizations. The dashed lines show the low edges
of the signal regions.
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FIG. 4. The signal region tagging efficiency determined from√
s = 63 GeV simulation. Kinematically forbidden regions

are given an efficiency of zero.

from a fit without IC and c0+IC is from a fit that in-
cludes IC. The intrinsic b PDF can then be estimated
as

bIB(x,Q
2) =

m2
c

m2
b

(
c0+IC(x,Q

2)− c0(x,Q
2)
)
. (5)

Second, the dominant contribution from intrinsic heavy
quarks to the reduced cross section is from the LO con-
tribution to F qq

2 . As a result,

σbb
r,IB(x,Q

2) ≈ σbb
rno-IB(x,Q

2) + 2e2bxbIB(x,Q
2), (6)

where σbb
rno-IB is the reduced cross section section assum-

ing no IB, and eb is the electric charge of the b quark.
The factor of two in front of the IB term accounts for the
b contribution, assuming the b and b PDFs are symmet-
ric. Applying this strategy to calculate σcc

rIC reproduces
the full next-to-next-to-leading order (NNLO) result to
within about 10% in the kinematic region covered by this
study, which is sufficiently accurate for the sensitivity es-
timates performed here. Consequently, the IB contribu-

tion can be estimated using only c0, c0+IC, and σbb
rno-IB.

The no-IB cross sections for b, c, and uds events
were calculated at NNLO in αs using the Yadism pack-
age [35]. The calculations were performed using the
zero-mass variable flavor number scheme (ZM-VFNS)
and the CT18NNLO PDF set, which was accessed us-
ing LHAPDF [4, 36]. The no-IC charm PDF c0 is taken
from CT18NNLO, and c0+IC was taken from CT18FC [3].
CT18FC includes IC using the LFQCD-inspired model
of Ref. [1] with ⟨x⟩IC ≈ 0.5%. It should be noted that
the IC PDF from CT18FC is smaller than that from
other global analyses, and IC normalizations almost three
times larger than that used for this study are allowed
within the CT18FC 68% confidence interval. Further-
more, the m2

c/m
2
b IB scaling is unconfirmed. IB with an

order-of-magnitude larger overall normalization has not
been excluded by data[15]. In this sense, the IB model
used in this study is conservative.
The cross sections are used to calculate expected yields

from one year of data taking in each beam configura-
tion according to the integrated luminosities given in
Refs. [30] and [37], which are reproduced in Table II.
Signal-region tagging efficiencies for b, c, and uds events
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TABLE II. Expected annual integrated luminosities for vari-
ous EIC beam configurations.

√
s [GeV] Lint/year [fb

−1]
45 61.0
63 79.0
105 100.0
141 15.4

were calculated for each beam configuration as described
in Sec. III and were used to calculate expected tagged
yields. The tagged yields were then used to determine
signal significance and expected statistical uncertainties.
The IC contribution to the cc cross section is included as
background in the IB predictions.

The σbb
r,IB results are shown in Fig. 5. To better il-

lustrate the estimated sensitivity to IB, the ratio of the
IB results to the baseline are shown in Fig. 6. IB pro-
duces an enhancement of up to a factor of 3 in the va-
lence region. The enhancement is most pronounced at
low Q2, where the contribution from perturbative b is
smallest. In most of the kinematic bins where IB has a
significant effect, the b PDF uncertainties are much larger
than the expected statistical uncertainties. Because the
no-IB PDF is determined entirely from gluon splitting
via DGLAP evolution, these PDF uncertainties reflect
uncertainties in the gluon PDF at high x. Consequently,
the EIC’s sensitivity to IB will depend in part on future
constraints on the high-x gluon PDF from both the EIC
and the LHC.

Using LHCb’s experience as a guide, the largest sys-
tematic uncertainties for measurements using this tag-
ging algorithm are likely to arise from the tagging effi-
ciency determination and the BDT template calibration.
The LHCb experiment was able to measure its jet tag-
ging efficiency in data to within about 10% and calibrate
its templates using dijet calibration samples [20, 21]. A
similar calibration is possible for cc events at the EIC
using SV-tagged events containing a fully reconstructed
D0 → K−π+ decay with a large separation in azimuthal
angle ϕ from the tagging SV. The b tagging performance
can be studied using events containing two b-like tags
with large separations in ϕ. Ultimately, because the
same templates are used for efficiency determinations and
signal yield extraction, these uncertainties partially can-
cel in actual measurements. Furthermore, the remaining
uncertainty will likely be highly correlated across kine-
matic bins and should only mildly affect sensitivity to
IB. Measurements of heavy flavor production by the H1
and ZEUS collaborations using topological tagging also
found that the dominant systematic uncertainties were
highly correlated between data points [18, 19].

The search for IB will also be complicated by the han-
dling of the b-quark mass in the b PDF evolution. The
b-quark pole mass is typically used as a starting scale for
generating b quarks perturbatively and is anticorrelated
with the b PDF. Variations of mb within its uncertain-
ties can produce changes in the b PDF comparable to

the PDF fit uncertainties in the valence region [38, 39].
Varying mb has a much larger effect at low x, however,
and data over the broad x range studied here would pro-
vide strong constraints on both IB and mb simultane-
ously. This data would also provide powerful tests of the
heavy-quark scheme used in structure function calcula-
tions [40].

V. CONCLUSIONS

Topological b tagging has proven to be a powerful
tool for studying QCD in high-energy hadron collisions,
and this work demonstrates that these methods are
directly applicable to the EIC. The tagging strategy
described here has a wide range of potential applica-
tions in electron-proton and electron-nucleus scattering.
This algorithm could be used to tag heavy-flavor jets,
which can be used to study both the structure of nu-
clei and the hadronization process [25, 41]. It could also
be used to study heavy dihadron angular correlations,
which provide sensitivity to gluon transverse momentum
distributions[26, 42]. This tagging strategy can also be
used to efficiently tag charm events, potentially expand-
ing the kinematic reach of charm production measure-
ments at the EIC.
This paper also presents the first study of the EIC’s

ability to probe the b-quark PDF and its sensitivity to
intrinsic bottom quarks. The EIC has the potential to
observe intrinsic bottom at levels expected from recent
global analyses of intrinsic charm in the proton. The ob-
servation of intrinsic bottom quarks is crucial for under-
standing the origin of intrinsic heavy quarks, including
possible nonperturbative processes that produce heavy
quarks in protons and nuclei. This paper presents the
first strategy for observing intrinsic bottom in the near
future.
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