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Abstract

Preserving object structure through image-to-image
translation is crucial, particularly in applications such
as medical imaging (e.g., CT-to-MRI translation), where
downstream clinical and machine learning applications will
often rely on such preservation. However, typical image-
to-image translation algorithms prioritize perceptual qual-
ity with respect to output domain features over the preser-
vation of anatomical structures. To address these chal-
lenges, we first introduce a novel metric, StructB, to quan-
tify the structural bias between domains which must be
considered for proper translation. We then propose Con-
tourDiff, a novel image-to-image translation algorithm that
leverages domain-invariant anatomical contour representa-
tions of images to preserve the anatomical structures dur-
ing translation. These contour representations are simple
to extract from images, yet form precise spatial constraints
on their anatomical content. ContourDIiff applies an input
image contour representation as a constraint at every sam-
pling step of a diffusion model trained in the output domain,
ensuring anatomical content preservation for the output im-
age. We evaluate our method on challenging lumbar spine
and hip-and-thigh CT-to-MRI translation tasks, via (1) the
performance of segmentation models trained on translated
images applied to real MRIs, and (2) the foreground FID
and KID of translated images with respect to real MRIs.
Our method outperforms other unpaired image translation
methods by a significant margin across almost all metrics
and scenarios. Moreover, it achieves this without the need
to access any input domain information during training.

1. Introduction

Unpaired image-to-image (I2I) translation—the task of
translating images from some input domains to an out-
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Figure 1. Structural biases between CT and MRI modalities in
certain anatomical regions: small for the abdominal region (for
kidneys) from axial view (Task A), but large for the leg (for bones)
from axial view (Task B). Top half: example images from the two
domains; bottom half: average object masks 7 for each domain.
We focus on datasets with significant structural bias in this paper.

put domain with only unpaired data for training [56]—
offers extensive applications in medical image analysis
[2, 5, 14, 32, 33, 50, 52, 54]. A significant use case is fa-
cilitating segmentation across different imaging modalities
(e.g., CT and MRI) [10], for anatomical locations such as
brain [30], abdomen [22], and pelvis [41]. This approach
is especially beneficial given the significant time and labor
involved in annotating images for each modality indepen-
dently. Through direct image translation between modal-
ities, annotations from one modality can be reused in an-
other, reducing manual effort. However, achieving this re-
quires strict anatomical consistency in translation.
Ensuring anatomical consistency in unpaired 121 transla-
tion is challenging, particularly when the input and output
domains exhibit a substantial structural bias—i.e., a consis-
tent difference in anatomical structure and shape between
domains (Sec. 3.1). An example of this is the drastic vi-
sual difference between CT and MRI for leg and spinal re-
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gions as captured in standard exams (Fig. 1 and Fig. 5 in
App. D), where typically CT images display two legs while
MRI scans only show one, and CT images capture entire
the abdominal body while MRI focuses on the lumbar area,
respectively. Traditional translation models tend to inter-
nalize this structural bias, resulting in them applying dras-
tic anatomical transformations during translation in order to
align with the typical structure seen in the output domain,
resulting in a misalignment between translated images and
their corresponding input segmentation masks, potentially
leading to unreliable segmentation models trained this data.

One group of methods for unpaired 121 translation in
medical imaging is based on Generative Adversarial Net-
works (GANSs) [17] such as Cycle-consistent Adversarial
Network (CycleGAN) [1, 10, 38, 55, 56]. These methods
maintain the consistency between the images from input
and output domains by leveraging cycle consistency loss,
minimizing information loss during bidirectional transla-
tion [56]. However, such cycle-consistent supervision does
not provide a direct and interpretable constraint on preserv-
ing anatomical structures between modalities. Indeed, Cy-
cleGAN and its variants may yield undesirable results when
substantial misalignment exists between modalities [38].

Recently, several conditional diffusion models have been
introduced for image translation tasks, both in natural im-
ages [4, 25, 29, 39] and medical imaging [26, 31, 36]. How-
ever, some of these methods are constrained to paired data
or aligning features in domains that are difficult to interpret
for unpaired data, such as latent or frequency domains.

To preserve anatomical structures using pixel-level con-
straints, inspired by previous works in spatially-conditioned
diffusion models [28, 39, 53], we propose a diffusion
model for image translation, “ContourDiff”’, that uses
domain-invariant anatomical contour representations of im-
ages to guide the translation process, which enforces pre-
cise anatomical consistency even between modalities with
severe structural biases. This model also has the added
benefit of allowing zero-shot learning: it solely requires
a set of unlabeled output domain images for training, unlike
most unpaired translation models. As such, it can poten-
tially translate images from arbitrary unseen domains at in-
ference, which can be advantageous for medical image har-
monization across multiple imaging modalities. We evalu-
ate our method on CT to MRI translation for sagittal-view
lumbar spine and axial-view hip-and-thigh body regions,
which both possess severe structural biases (Fig. 5 in App.
D). In addition to utilizing standard unpaired image gen-
eration quality metrics like FID and KID, we evaluate the
anatomical consistency of our translation model by train-
ing a segmentation model on CT images translated to MRI
given their original masks, and evaluating it for real MRI
segmentation. Our main contributions include:

1. We identify and quantify the structure bias problem of

image translation by proposing a new metric, StructB.

2. We propose ContourDiff, a novel diffusion-based
method for unpaired image-to-image translation which
allows zero-shot learning.

3. Our method significantly outperforms existing unpaired
121 models, including GAN-based and diffusion-based
methods, in segmentation performance over all test
datasets, despite the fact that it requires no input domain
information for training, unlike the competing methods.

4. Our method achieves the best performance compared to
existing I2I models in terms of foreground FID and KID
across almost all situations.

2. Related Work
2.1. Image-to-Image Translation

Image-to-image translation aims to learn a mapping to
transform images from one domain to another while pre-
serving essential structural details. Several GAN-based
frameworks, including Pix2Pix [23] and its variants [49],
have been developed as supervised learning methods for
paired image-to-image translation. GAN-based models are
also widely used in unpaired translation, with CycleGAN
[56] introducing cycle-consistency loss to allow translation
between unpaired datasets. MUNIT [21] enables multi-
modal outputs to generate diverse outputs given images
from input domains. GcGAN [15] incorporates geometric-
consistency constraints to preserve the geometric informa-
tion across domains. To reduce the training time, CUT
[37] leverages contrastive learning to align corresponding
patches between domains in feature space, instead of us-
ing entire images. Despite the success, GAN-based tech-
niques often face challenges like training instabilities and
mode collapse problems [29]. More recently, diffusion-
based translation frameworks have emerged as a promis-
ing alternative, providing competitive performance in both
paired [29] and unpaired [25] image translation tasks.

Image-to-image translation specialized for medical
imaging aims to convert images between modalities (e.g.,
CT to MRI) to generate synthetic data and improve diag-
nostic capabilities. However, acquiring labeled and paired
medical images is both challenging and expensive [11],
which exacerbates the challenge of preserving anatomical
structures—an essential aspect in medical image transla-
tion. To address this issue, several GAN-based frameworks
have been developed for unpaired medical image transla-
tion [1, 27, 46]. Recently, diffusion models have gained
popularity in this domain. For instance, SynDiff [36] incor-
porates the adversarial diffusion modeling to achieve unsu-
pervised medical image translation. However, these meth-
ods rely on adversarial training to align features, lacking
strict and interpretable constrains on the detailed anatomi-
cal structures during translation.



2.2. Diffusion Models

Denoising Diffusion Probabilistic Models (DDPM) [19], or
just diffusion models, have recently gained significant atten-
tion for their remarkable performance in generative model-
ing across both natural [13, 34] and medical imaging tasks
[28, 39]. Different from GAN-based models, diffusion
models generate high-quality images with progressive de-
noising steps, starting from random noise and gradually re-
fining it into a coherent image. Conditional diffusion mod-
els extend this approach by incorporating additional condi-
tions, such as texts and images, into the training objectives
and model input. For instance, Konz et al. [28] guided
the generation process of medical images with pixel-level
masks at each denoising step to ensure strict spatial con-
trol over the output. Latent Diffusion Models (LDMs) [39]
on the other hand shift the diffusion process to a lower-
dimensional latent space rather than operating in pixel space
for better computational scaling to large images; however,
working in this latent space requires a loss of fine detail
in the images which the model is conditioned on (in our
case, the anatomical contour map) due to downsampling,
so our approach remains in image space. Conditional dif-
fusion models have also been explored for other image-to-
image tasks, including inpainting [12, 39], super-resolution
[16, 42] and semantic segmentation [3, 45].

3. Methods

Problem definition: In unpaired image translation, only
unpaired datasets of input and output domain examples are
available for training. Our method is even more general
in that it accomplishes zero-shot image translation, where
only an unlabeled dataset of N, output domain examples
8% (n = 1,..., Noyut) are available to train on. The goal
is then to use the trained model at inference to translate un-
seen input domain data 2" to the output domain. In our
case, we aim to translate CT images to the MRI domain,
for usage with MRI-trained segmentation models. To do so,
we propose a novel diffusion model-based image translation
framework based on domain-invariant anatomical contour
representations of images.

3.1. The Problem of Structural Bias

One of the primary motivations for our method is the issue
of structural bias seen in many medical image translation
problems. Qualitatively, we define structural bias as when
anatomical structure and shape consistently differ in some
way between the input and output domains. Formally, we
describe the structure of a given image x € RY in terms
of its objects, via some binary segmentation masks m &
{0, 1} for a given object; for example, the objects could be
bones in our dataset. We define the structural bias between
the two domains in terms of their objects, as follows.

Definition 3.1 (Structural Bias Between Domains). Con-
sider respective input/source and output/target domain im-
age distributions p(z'™) and p(x°"*), where each image z
has a binary mask m for some objects, defining correspond-
ing mask distributions p(m™) and p(m°*). The structural
bias between the two domains is defined in a novel way as

StructB := Eqpinwp(min) Emout p(meont) | |mi™ — mout||y. (1)

In other words, a pair of domains have high structural
bias if two randomly sampled masks from each of the two
domains consistently differ, on average.

Given input/output domain datasets of respective sizes
N;, and Ny, we could estimate their structural bias via
Eq. 1, but this would not be tractable for large datasets due
to it scaling as O(NiyNoys). Instead, we can compute a
tractable lower bound for the structural bias which scales
linearly as O(max(Nin, Nout)),

StructB := ||E,pin p(min) (M) = Eppout op(monty (M) |2, (2)

or just StructB = || — ||y, notating the aver-
age masks of each domain as m" := EmmNp(mm)(min)
and similar for m°". It is easy to prove that StructB <
StructB via Jensen’s inequality (as the norm is convex)'.
In addition, the size of the object of interest should be con-
sidered as the same amount of bias can have varying im-
pacts on large versus small objects. In practice, we resize
each mask to the same dimension to ensure 7 € R *W
Then, we compute StructB normalized with respect to (1)
the number of pixels in the masks/images and (2) the aver-

age intensity of 2™ and 1m°ut,
. 2|57 in _ ,sout
StructB = ||mA ; m ||2A . 3)
VN (Avg[min] + Avg[mout])
| H W
Avg[in] = Nz;zlmi,j, @)
i=1 5=

where N = H x W is the size of masks. We show example
images from CT and MRI pairs with both small and large
structural biases in Fig. 1 (upper half), alongside the aver-
age masks 7™ and 1m°" for each domain (lower half). Leg
and spine datasets have larger structural biases than the ab-
dominal dataset (Table 1, Fig. 5 in App. D), shown by how
much the domains’ average masks " and 7m°"* differ.
This formalism illustrates why structural bias is not a pri-
mary concern in mainstream computer vision datasets used
for image translation model evaluation, as these models are
generally not designed to address it. For instance, in the

ndeed, one reason we use the Loy distance to compare masks rather
than ToU or Dice coefficient is because the latter two are not convex func-
tions, making the Jensen’s Inequality approximation not applicable.
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Figure 2. Diagram of ContourDiff pipeline. Preprocessing on z°“* is omitted due to clean background of MRIs.

Dataset (Target): || Abd. (Kidney) [24] |L (Bone) [51]|H & T (Bone) [51]

StructB : I 0.129 | 0287 | 0.218

Table 1. Estimated structural biases StructB (Eq. 3) between
the domains of the datasets shown in Fig. 5 in App. D. “Abd.”:
Abdomen, “L”: Lumbar Spine, “H & T”: Hip & Thigh.

widely-used horse<>zebra and summer<>winter Yosimete
datasets (as shown in Fig. 13 in [56]), randomly selected
images from each domain do not consistently show dif-
ferences in object shape or position (e.g., horses/zebras or
mountains, respectively) beyond what is observed within
the same domain, potentially leading to low StructB2. In
contrast, medical imaging modalities, such as CT and MRI,
often involve different acquisition protocols. Such proto-
cols can result in a given object (e.g., kidneys) having con-
sistent shape and position within a single domain, yet differ-
ent imaging settings between domains (e.g., field of view)
can lead to noticeably consistent variations in object appear-
ance and positioning, resulting in large StructB (Fig. 1).

Previous work [9] has demonstrated the capability of
GAN-based models for CT-to-MRI translation in abdom-
inal regions. For example, [9] reported kidney segmen-
tation performance trained on CycleGAN-translated MRIs
achieved a Dice Coefficient over 0.768 when testing on
real MRIs. Thus, we mainly focus on datasets with larger
StructB (i.e., L and H &T) in this paper.

Unlike existing translation models, ContourDiff is
specifically designed for domains with high structural bias.
ContourDiff explicitly ensures that the pixelwise struc-
ture/content seen in the input image is present in the trans-

2The absence of foreground masks prevents calculation of StructB.

lated image, more so than prior content-preserving trans-
lation models based on style/content-disentanglement (e.g.,
MUNIT [21]) which do not enforce this explicitly. We will
show this empirically (As shown in Table 2, Fig. 3).

3.2. Adding Contour Guidance to Diffusion Models
3.2.1 A Review of Diffusion Models

Denoising diffusion probabilistic models [19] are genera-
tive models that learn to reverse a gradual process of adding
noise to an image over many time stepst = 0,...,7. New
images can be generated by starting with a (Gaussian) noise
sample x1 and iteratively applying the model to obtain x;_1
from x; for ¢t = T',...,0 until an image x is recovered.

In practice, the neural network itself ep(x,t) is an 121
architecture (e.g., a UNet [40]) that is trained to predict the
noise € added to an image x( at various timesteps ¢. The
training objective is to optimize the Evidence Lower Bound
(ELBO). The loss can be simply described as [35]:

L:Ezo,t,e [He_GG(mtvt)HQ] (5)

where 6 is the model parameters.

Unlike unconditional DDPMs, many conditional diffu-
sion models [28, 29, 39] directly integrate the conditions y
(e.g., images and texts) into the training objective:

L =Bz ). [ll€ = colzs, ty)|P] (6)

which allows the model to leverage external information to
guide the generation process.

Denoising Diffusion Implicit Models (DDIMs) [43] em-
ploy a deterministic, non-Markovian sampling process, al-
lowing for faster sample generation without noticeable
compromises for image fidelity.



Algorithm 1 Contour-guided DDPM model training.

Algorithm 2 Contour-guided image translation.

Input: Output domain training distribution p(z$"*).
repeat

zSut ~ p(-’L’SUt)

" = canny(z§™)

e~ N(0,1I,)

t ~ Uniform({1,...,T})
" = ard™ + V1 — age
Update 6 with Ve HE — e (™, t\cout)HQ

until converged;

In

Output: Translated image =g

C

put: Input domain image z'.
in—out

in

= Canny(z™)

a7 ~ N(0,1n)
fort=1T,...,1do

e~N(0,I,)ift > 1,elsee =0

t 1 t 1— t i
= = (x?“ — \/%69(13?‘1 ,t\cm)) + ote
end
in—out
return x,

3.2.2 Contour-guided Diffusion Models

For standard unconditional diffusion models, it is unclear
how to constrain the semantics/anatomy of generated im-
ages. To address this, we propose to utilize contour repre-
sentations of images to provide guidance in generating the
image. While training the model, we use the Canny edge
detection filter [7] to extract the contour representation c of
each training image x, and concatenate it with the network
input at every denoising step, a practice similar to [28, 53].
This modifies the network in Eq. 6 to become eg(x¢, t|c)
and the diffusion training objective to become

L =EGo,epte [lle=eo(zetlo)ll’] @
where (xg, ¢) is a training set image and its accompanying
contour. We perform this in image space in order to en-
sure that the denoised image precisely follows the contour
guidance pixel-to-pixel (as in [28]), which may be lost if
diffusion is performed within a latent space [39].

3.3. Contour-guided image translation

3.3.1 Overall Translation Process

One important feature of contours is that they can be viewed
as domain-invariant yet anatomy-preserving representations
of images. This allows for a contour-guided diffusion model
trained in some output domains to serve as a zero-shot im-
age translation method, as follows.

First, we train a contour-guided diffusion model on out-
put domain images with accompanying computed contours
(28U, o) shown in Algorithm 1. Next, to translate some
input domain image '™ to the output domain, we extract
its contour ¢ after removing irrelevant backgrounds using
Fiiter, and use the output domain-trained model ¢y con-
ditioned on ¢ to generate the image z'™~°"t. Therefore,
2M~°u maintains the anatomical content of ', while pos-
sessing the visual domain characteristics of the output do-
main. Our translation algorithm is shown in Algorithm 2,
where o = 1 — (; with the variance of the additive pre-
scheduled noise f3;, and oy = Hi:l .

3.3.2 Filtering Out Image Artifacts

We also apply additional pre-processing to network input
images z to filter out non-anatomical features/artifacts (e.g.,
the motorized table in CT) if necessary, by applying a bi-
nary mask Myiser a8 & = Mpier © . Myizer is de-
fined by sequentially computing the follow Scikit-Image
[48] functions on z [38]: threshold.multiotsu,
binary_erosion, remove_small_objects, and
remove_small_holes.

3.3.3 Consistent Translation in Adjacent Slices

Additionally, we propose to enforce the consistency of
translating adjacent input domain image slices taken from
3D images (e.g., CT) to a output domain as follows. Firstly,
we translate the first slice image [#"]; in the 3D volume to
its output domain version [z 7°%];. We repeat the gener-
ation until the mean of one generated image is less than a
specified threshold myp,esp. Then, we translate the succes-
sive slices [2]; (i = 2,..., Nglices) by generating differ-
ent candidates [#~°u]; (starting with different sampled
noise) and selecting one that is within an Ly distance of
§ of the previous slice translation [z °"], ;. The used
threshold values are shown in Table 6 in App. B. During
each iteration, if multiple candidates satisfy the L, distance
criterion, we choose the one with the smallest §. We gen-
erate 4 candidates per iteration, allowing up to 5 attempts;
should none of the candidates meet the specified require-
ments after this, we select the one with the smallest §.

4. Experiments
4.1. Datasets

In this paper we study one of the most common translation
scenarios, CT to MRI, based on three datasets: TotalSeg-
mentator public dataset [51], SPIDER lumbar spine (L-
SPIDER) public dataset [47] and a private in-house dataset.
For the MRIs used to train the Contour-Diffusion, we col-
lect a private dataset with T-1 weighted lumbar spine (L)
and hip & thigh (H&T) body regions. 40 sagittal lumbar
MRI volumes (670 2D slices), and 10 axial MRI volumes



L L-SPIDER H&T
UNet SwinUNet UNet SwinUNet UNet SwinUNet
Method H DSC (1) ASSD ({) \ DSC (1) ASSD (|) H DSC (1) ASSD () \ DSC (1) ASSD ({) H DSC (1) ASSD (|) \ DSC (1) ASSD ()
w/o Adap. 0.287 6.515 0.171 7.386 0.236 8.275 0.187 8.327 0.004 45.730 0.003 48.624
CycleGAN [56] 0.484 2.479 0.362 3.505 0.507 3.629 0.412 3.701 0.535 9.140 0.464 9.791
SynSeg-Net [22] 0.316 3.014 0.288 3.527 0.364 3.207 0.291 5.502 0.370 4.708 0.059 12.869
CyCADA [20] 0.331 5.942 0.319 3.691 0.364 4.389 0.260 4.726 0.349 11.247 0.155 13.004
MUNIT [21] 0.407 3.804 0.433 3.212 0.380 4.309 0.358 3.545 0.128 16.229 0.090 18.925
CUT [37] 0.392 4.669 0.288 5.259 0.368 5.781 0.292 6.751 0.311 19.252 0.211 20.564
GcGAN [15] 0.554 1.753 0.433 2.940 0.580 2.202 0.513 2.904 0414 9.275 0.320 13.649
MaskGAN [38] 0.428 3.192 0.322 4.692 0.458 3.729 0.385 5.355 0.289 16.228 0.292 17.591
UNSB [25] 0.465 3.111 0.456 2.955 0.488 3.984 0.446 3.070 0.247 13.427 0.181 17.650
Ours 0.683 1.432 0.654 1.434 0.633 2.066 0.534 2.353 0.731 3.139 0.659 5.780

Table 2. Comparison of our model to other image translation methods in terms of segmentation model performance on held-out output
domain images. (L: Lumbar dataset, L-SPIDER: SPIDER Lumbar dataset, H & T: Hip & Thigh dataset). “w/o Adap.” is the baseline
referring to the model trained on CTs without any adaptation and tested on MRIs directly. Best in bold, runner-up underlined.

Lumbar Spine (L) - Foreground

Metric ‘ CycleGAN [56]  SynSeg-Net [22] CyCADA [20] MUNIT [21] CUT[37] GcGAN[15] MaskGAN [38] UNSB [25]  Owurs

FID () 132.16 137.63 127.54 372.67 150.10 138.60 128.17 137.42 122.75

KID (1) 0.047 0.054 0.045 0.343 0.058 0.050 0.039 0.051 0.041
Hip & Thigh (H & T) - Foreground

Metric ‘ CycleGAN [20] ~ SynSeg-Net [22] CyCADA [20] MUNIT [21] CUT[37] GcGAN[I5] MaskGAN [38] UNSB [25]  Owurs

FID ({) 183.18 192.32 184.11 193.12 193.63 163.61 175.28 167.88 135.39

KID () 0.163 0.169 0.159 0.174 0.178 0.144 0.152 0.142 0.101

Table 3. Comparison of foreground FID and KID between translated images and output domain images. Best in bold, runner-up underlined.
(Note: L-SPIDER is excluded as it is only used for testing and not included in training translation model.)

from thigh and hip (404 2D slices) are selected. Corre-
spondingly, we obtain 54 sagittal (2,333 2D slices) and 29
axial (4,937 2D slices) CT volumes from the TotalSegmen-
tator [51] in L and H&T, respectively. For downstream bone
segmentation task, we further randomly split the two CT
sets by patients (43:11 for L and 23:6 for H&T) for train-
ing and validation. We evaluate the segmentation perfor-
mance on held-out annotated MRI sets (10 L volumes in-
cluding 158 2D slices, 12 H&T volumes including 426 2D
slices). In addition, to study the generalization ability of
our method, we test the lumbar segmentation model on 40
volumes (731 2D slices) from L-SPIDER [47] 3.

4.2. Evaluation Metrics

We quantitatively evaluate translation performance by first
training segmentation models on translated images with in-
put domain (CT) masks and testing on real output domain
(MRI) images. We adopt commonly-used metrics, Dice
Coefficient (DSC) and average symmetric surface distance
(ASSD). As there are no paired images, we also calculate
the foreg.;round4 FID [18] and KID [6] between the trans-
lated image and output domain image distributions for ref-
erence. We do this to measure the feature alignment of the

3We crop the slices to exclude the sacrum, as it is not annotated.
4Foreground refers to pixels containing the object of interest. In this
paper, we use masks from CTs to extract objects.

foreground object between input and output domains, free
of noise from the surrounding background areas which are
less important for the segmentation tasks of interest.

4.3. Comparison with Other Methods

We compare our method to 8 other state-of-the-art trans-
lation/adaptation methods, including CycleGAN [56],
SynSeg-Net [22], CyCADA [20], MUNIT [21], CUT [37],
GcGAN [15], MaskGAN [38] and UNSB [25], via the per-
formance of output domain-trained downstream task seg-
mentation models on translated images. Several of these
methods (e.g., [15, 21, 22, 25, 37, 38, 56]) translate the im-
ages solely at the image level, while CyCADA also aligns
the latent feature output from the model encoder of down-
stream task. Mask-GAN incorporates the extracted coarse
masks to better preserve object structures throughout trans-
lation. In addition to GAN-based model, UNSB combines
diffusion models with Schrodinger Bridge theory to enable
probabilistically consistent translation for unpaired data.
For CyCADA, we utilized the same segmentation archi-
tecture as the other methods but without the skip connec-
tion to enable feature-level alignment. For each competing
method, we evaluated multiple intermediate results for the
translation tasks (see App. C). The best performance among
these results is reported.
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Figure 3. Generated MRIs given CTs from Lumbar and Hip & Thigh areas from different translation models. The masks (in blue) from
the original CTs are added to all the generated images to visualize the alignment. The real MRIs in the last right column are unpaired and

included for visualization of output domain (not ground truth).

4.4. Implementation Details

We adopt the UNet architecture [40] for the denoising
model €y with a two-channel input (grayscale image and
its contour). The training settings for the diffusion model
follow the same as that in [28].

We use the DDIM algorithm [44] for sampling, with 50
steps. For the segmentation models, we use the convolution-
based UNet [40] and transformer-based SwinUNet [8]. All
images are resized to 256 x 256 and normalized to [0, 255].
The training of competing methods mostly follows the de-
fault settings from each official GitHub. We set \;4; = 0.5
to include identity loss if the methods are provided. We train
the downstream segmentation model with a cosine learning
rate scheduler up to 100 epochs with the initial learning rate
of 1 x 1073,

4.5. Results

Quantitative Results. The segmentation model results
are shown in Table 2. For the three test sets, our method
outperforms previous image adaptation methods by a signif-
icant margin: for example, the UNet DSC on output domain
segmentation increase by 0.129, 0.053 and 0.196 for L, L-
SPIDER and H&T, respectively, compared to the second
best. Also, segmentation models trained on CycleGAN-
translated images achieved around 0.5 DSC on L and H &
T (see Table 2), which is significantly lower than DSC for
kidney (i.e., datasets/tasks with lower StructB) reported in
[9], despite minor model differences.

Based on Table 3, our method achieves the lowest FID
scores: 122.75 and 135.39 for L and H & T, respectively.
For KID scores, our method outperforms others for H & T
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Figure 4. Qualitative results of ablation study with zoomed-in anatomical details highlighting on the sides.

and achieves a close second place for L. (0.041), which is
slightly lower than the top score of 0.039 by MaskGAN.

Qualitative Results. We provide example image transla-
tions in Fig. 3. These datasets form a challenging task
due to (1) the noticeable shift in image features between
the input and output domains and (2) the high anatomical
variability between different scans. Moreover, we see that
adversarially-trained models (e.g., CycleGAN) have trou-
ble with the consistent structural shift (i.e., large structural
bias) between the input and output domains, i.e., when one
domain is absent of certain features seen in the other. As
shown in Fig. 1, this is particularly evident in our H&T
dataset, where MRIs are dominant by a single leg, and CTs
often contain two legs. Such a bias may lead the adversarial
mechanism to over-emphasize these features and, therefore,
tend to translate CTs of two legs into MRIs depicting only
one leg (Fig. 3). For the lumbar spine from the sagittal view,
MRIs often start from the lowest thoracic spine and end at
the sacrum. On the other hand, CTs often include the upper
leg and sometimes the abdominal body (see Fig. 5 in App.
D). Our model explicitly enforces anatomical consistency
through translation despite these domain feature differences
through its contour guidance, generating MRIs that strictly
follow input CT images, resulting in better mask alignment
and better segmentation model performance.

Based on Table 2, Table 3 and Fig. 3, ContourDiff
best maintain anatomical fidelity compared to other mod-
els, both quantitatively and qualitatively.

4.6. Ablation Study

We conduct ablation studies to validate the effectiveness of
several key designs in ContourDiff.

Effectiveness of Adding Contours. We verify the effec-
tiveness of introducing contours to each denoising step dur-
ing training by conditionally training on empty map (i.e.,
all zeros) and adding the CTs contours during the trans-
lation steps. Fig. 4 showed that the denoised model eg

trained without contours hardly followed the introduced
CTs contours (‘Uncon-Diff’ column). Furthermore, the
UNet trained on these unconditionally generated MRIs ex-
perienced a dramatic performance drop (see Table 4).

Single Candidate Generation. We generate the images
directly (i.e., by single candidate) without enforcing trans-
lation consistency for adjacent slices (mentioned in 3.3.3).
The qualitative result shows a reduced quality of the gen-
erated images, including incorrect contrast and anatomical
consistency, by using a single candidate (see Fig. 4 ‘Single
C.” column), leading to degraded performance for segmen-
tation models trained on these images (see Table 4).

L L-SPIDER H&T
Method | Myey | DSC(1) ASSD(}) | DSC(1) ASSD(]) | DSC(1) ASSD ()
Uncon-Diff | UNet | 0.354 5.360 0.197 7.251 0.281 19.895
Single C. UNet | 0.627 2.022 0.571 2.370 0.624 4752
Ours UNet | 0.683 1.432 0.633 2.066 0.731 3.139

Table 4. Quantitative results of ablation study in terms of segmen-
tation model (M .4) performance.

5. Conclusions and Future Work

In this paper, we first identified structural bias problems dur-
ing I2I translation and proposed a new metric, StructB, to
quantify such bias. We then introduced a novel method
(ContourDiff) to preserve the anatomical fidelity in un-
paired image translation. Our method constrains the gener-
ated images in the output domain to align with the anatom-
ical contour of images from the input domain. Both quanti-
tative and qualitative results on medical datasets show that
ContourDiff significantly outperforms multiple existing im-
age translation methods in preserving anatomical structures.
Nevertheless, one key limitation of ContourDiff could
be: there is a need to select several hyperparameters in the
translation stage as outlined in Section 3.3.3. Future work
could aim to enhance control over the translation process
to preserve the consistency between adjacent slices. In ad-
dition, another interesting direction could be extending our
method to multi-domain medical image harmonization.
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ContourDiff: Unpaired Image-to-Image Translation with Structural Consistency
for Medical Imaging

Supplementary Material

A. Training time for Existing 121 Models

The total amount of training time for each competing bench-
mark is shown in Table 5 below:

Models ‘ Total Training Time
CycleGAN [56] 200 epochs
SynSeg-Net [22] 200 epochs

CyCADA [20] 200 epochs
MUNIT [21] 1,000,000 iterations/steps
CUT [37] 400 epochs
GcGAN [15] 200 epochs
MaskGAN [38] 200 epochs
UNSB [25] 60 forL, 280 for H & T

Table 5. Training time for existing benchmark models.

B. Used Threshold Values

The used threshold values are presented in Table 6 below:

Dataset H Mthresh ‘ g
Lumbar Spine (L) 110 50
Hip & Thigh (H & T) 100 40

Table 6. Used threshold values in the experiments.

C. Checkpoint Evaluation Details

For SynSeg-Net and CyCADA, we evaluate the segmenta-
tion model every 20 epochs. For CycleGAN, MUNIT, CUT,
GcGAN, MaskGAN and UNSB, as we need to train the
segmentation model separately, we evaluate at 10%, 30%,
50%, 75% and 100% of the total training time. The total
number of training time is shown in Tab. 5.

D. Structural Bias Diagram

The illustration of structural bias is shown below:

Small Structural Bias ‘ Large Structural Bias

Abdomen (Kidney) Leg Spine

Data Samples

Mask Distribution

Figure 5. Structural biases between CT and MRI modalities
in certain anatomical regions: small for the abdominal region
(for kidneys) from axial view, but large for the leg and lumbar
spine (for bones) from axial view. Top half: example images from
the two domains; bottom half: average object masks m for each
domain.
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