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Abstract: We present an updated global analysis of neutrino oscillation data as of Septem-
ber 2024. The parameters θ12, θ13, ∆m2

21, and |∆m2
3ℓ| (ℓ = 1, 2) are well-determined with

relative precision at 3σ of about 13%, 8%, 15%, and 6%, respectively. The third mixing
angle θ23 still suffers from the octant ambiguity, with no clear indication of whether it
is larger or smaller than 45◦. The determination of the leptonic CP phase δCP depends
on the neutrino mass ordering: for normal ordering the global fit is consistent with CP
conservation within 1σ, whereas for inverted ordering CP-violating values of δCP around
270◦ are favored against CP conservation at more than 3.6σ. While the present data has
in principle 2.5–3σ sensitivity to the neutrino mass ordering, there are different tendencies
in the global data that reduce the discrimination power: T2K and NOvA appearance data
individually favor normal ordering, but they are more consistent with each other for in-
verted ordering. Conversely, the joint determination of |∆m2

3ℓ| from global disappearance
data prefers normal ordering. Altogether, the global fit including long-baseline, reactor and
IceCube atmospheric data results into an almost equally good fit for both orderings. Only
when the χ2 table for atmospheric neutrino data from Super-Kamiokande is added to our
χ2, the global fit prefers normal ordering with ∆χ2 = 6.1. We provide also updated ranges
and correlations for the effective parameters sensitive to the absolute neutrino mass from
β-decay, neutrinoless double-beta decay, and cosmology.
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1 Introduction

The global analysis of neutrino oscillation data provides us with the unique comprehensive
description of the non-trivial flavor structure of leptons. Although in the last years some
efforts are being put forward by the experimental collaborations for combined analysis of
their results [1–3], the main task still falls on the work of phenomenological groups [4–6].
Over the last decade these global analyses have provided consistent results with very good
quantitative agreement on the dominant effects. In a nutshell, it is found that mass-driven
oscillations between three neutrino states of different mass and three different mixing angles
account for the vast majority of the results. And, when redundant, the results from different
experiments on the dominant effects in this picture are statistically compatible.

In addition, three-neutrino oscillation effects which are subdominant or quantitatively
small in present experiments include the mass ordering (MO) of the three states, the possible
maximality of one of the mixing angles (θ23 in the standard parametrization), and the
amount of leptonic CP violation. They remain open questions in the present experimental
landscape and constitute the main goal of the upcoming generation of experiments [7–
9]. The phenomenological analysis finds minor differences in these subdominant effects,
and their statistical significance has been varying with time as the running experiments
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accumulate more statistics and update their analyses. This, in fact, is one of the main
motivations for the redundancy of the global phenomenological analysis, providing unbiased
tests for the consistency over time of the emerging picture.

In this effort, this work contains the latest analysis within the NuFIT program, Nu-
FIT 6.0, which incorporates a number of changes and updates since our last published
analysis in 2020 [4]. In the solar neutrino sector, the new generation of Standard Solar
Models [10] are now used for the predictions, and the full day-night spectrum from the
phase-IV of Super-Kamiokande [11] together with the final spectra from Borexino phases-
II [12] and III [13] are included. For the long baseline (LBL) reactor data, we have updated
the reactor antineutrino fluxes used for the predictions to the latest Daya-Bay measure-
ments [14], and results from SNO+ [15–17] are included in the global analysis for the first
time. From reactors at medium baseline (MBL), we include the most up-to-date Daya-Bay
spectral data [18]. Updates in the LBL accelerator analysis include incorporating the latest
samples and simulation updates of T2K [2], and the doubled statistics of NOvA neutrino
samples [3]. A new independent analysis of atmospheric neutrinos from 3 years of Ice-
Cube/DeepCore data [19, 20] has been incorporated. Finally, the effect of the updated
χ2 maps provided by the collaborations for the analysis of the latest atmospheric neutrino
samples in Super-Kamiokande [21, 22] and IceCube/DeepCore [23, 24] is accounted for.

The outline of the paper is as follows. In Sec. 2 we present the results of our global
analysis, providing best-fit values and 1-dimensional and 2-dimensional confidence regions
for the 6 oscillation parameters, and we discuss the global determination of leptonic CP
violation. In Sec. 3 we discuss in some detail the various tendencies in the global data,
focusing on experiments sensitive to the large mass splitting ∆m2

3ℓ (ℓ = 1, 2). In Sec. 3.1
we discuss the compatibility among T2K and NOvA appearance data, whereas in Sec. 3.2 we
consider the global combination of disappearance data (which includes accelerator, reactor
and atmospheric neutrinos), presenting a detailed study of the compatibility among different
combinations of datasets. In Sec. 3.3 we discuss in detail the sensitivity to the neutrino mass
ordering in terms of a proper hypothesis test. Section 4 focuses on the “solar sector” governed
by ∆m2

21, especially in light of the latest developments in solar models. In Sec. 5 we provide
the relevant correlations between absolute neutrino mass observables. We summarize our
results in Section 6, and provide a list of all the used data in Appendix A. In Appendix B
we describe our analysis of IceCube data, and in Appendix C we provide more details on
the mass ordering test.

2 Global analysis

We start by presenting the results of the NuFIT 6.0 global fit. Parametrization conventions
and technical details on our global analysis can be found in Ref. [25]. In particular, we use
the standard parametrization of the 3× 3 unitary leptonic mixing matrix [26, 27]

U =

1 0 0

0 c23 s23
0 −s23 c23

 ·

 c13 0 s13e
−iδCP

0 1 0

−s13e
iδCP 0 c13

 ·

 c12 s12 0

−s12 c12 0

0 0 1

 · P , (2.1)
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where cij ≡ cos θij and sij ≡ sin θij , with angles θij ∈ [0, π/2] and phase δCP ∈ [0, 2π], such
that δCP ̸= 0, π implies CP violation in neutrino oscillations in vacuum [28–30]. Here P = I

for Dirac neutrinos and P = diag(eiα1 , eiα2 , 1) for Majorana neutrinos, a matrix that plays
no role in neutrino oscillations [29, 31]. In this convention, there are two non-equivalent
orderings for the neutrino masses, namely normal ordering (NO) with m1 < m2 < m3,
and inverted ordering (IO) with m3 < m1 < m2. In particular, in what follows we use the
definition

∆m2
3ℓ with

{
ℓ = 1 for ∆m2

3ℓ > 0: normal ordering (NO),

ℓ = 2 for ∆m2
3ℓ < 0: inverted ordering (IO).

(2.2)

The analysis includes all data available up to September 2024 which, for convenience,
we list in Appendix A with the corresponding references. As is customary in the NuFIT
analysis since v4.0 [25], we show two versions of the analysis. These versions differ in the
inclusion of atmospheric neutrino results, for which there is not enough information for
us to make an independent analysis comparable to that performed by the collaborations.
In NuFIT 6.0, this is the case for the atmospheric neutrino data from Super-Kamiokande
phases 1-5 (SK-atm) and from the latest 9.3-year result from IceCube/DeepCore (IC24).
For those, we use their tabulated χ2 maps provided in Refs. [22] and [24], respectively,
which we can combine with our global analysis for the solar, reactor and LBL experiments.
We note that for IceCube/DeepCore we have performed an independent analysis of their
previous 3-year atmospheric neutrino data sample [19, 20], which we do include in the
version of the analysis without tabulated χ2 maps. In what follows, we refer as «IC19 w/o
SK-atm» to the analysis variant without tabulated χ2 maps, and as «IC24 with SK-atm»
to the analysis variant that includes the tabulated SK-atm and IC24 χ2 maps instead of
our 3-year IceCube/DeepCore analysis.

A selection of the results of our global fit are displayed in Fig. 1 (one-dimensional ∆χ2

curves) and Fig. 2 (two-dimensional projections of confidence regions). In Table 1 we give
the best-fit values as well as 1σ and 3σ confidence intervals for the oscillation parameters in
both mass orderings, relative to the local best-fit points in each ordering. Additional figures
and tables corresponding to this global analysis can be found in the NuFIT webpage [32].

With these results, we obtain the following 3σ relative precision of each parameter x,
defined as 2(xup − xlow)/(xup + xlow), where xup (xlow) is the upper (lower) bound on x at
the 3σ level:

θ12 : 13% , θ13 :

{
NO 8.1% [8.2%] ,

IO 7.8% [7.9%] ,
θ23 :

{
NO 21% [19%] ,

IO 20% [18%] ,

∆m2
21 : 15% , |∆m2

3ℓ| :

{
NO 5.6% [5.1%] ,

IO 5.8% [5.1%] ,
δCP :

{
NO 100% [98%] ,

IO 54% [55%] ,

(2.3)

where the numbers between brackets show the impact of including IC24 and SK-atm. We
note that given the non-Gaussianity of ∆χ2(δCP), the above estimated precision for δCP

can only be taken as indicative, in particular for NO.
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Figure 1. Global 3ν oscillation analysis. We show ∆χ2 profiles minimized with respect to all
undisplayed parameters. The red (blue) curves correspond to Normal (Inverted) Ordering. Solid
and dashed curves correspond to the two variants of the analysis as described in the labels.
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Figure 2. Global 3ν oscillation analysis. Each panel shows the two-dimensional projection of
the allowed six-dimensional region after minimization with respect to the undisplayed parameters.
The regions in the four lower panels are obtained from ∆χ2 minimized with respect to the mass
ordering. The different contours correspond to 1σ, 90%, 2σ, 99%, 3σ CL (2 dof). Colored regions
(black contours) correspond to the variant with IC19 and without SK-atm (with IC24 and with
SK-atm).
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Normal Ordering (∆χ2 = 0.6) Inverted Ordering (best fit)
bfp ±1σ 3σ range bfp ±1σ 3σ range

sin2 θ12 0.307+0.012
−0.011 0.275 → 0.345 0.308+0.012

−0.011 0.275 → 0.345

θ12/
◦ 33.68+0.73

−0.70 31.63 → 35.95 33.68+0.73
−0.70 31.63 → 35.95

sin2 θ23 0.561+0.012
−0.015 0.430 → 0.596 0.562+0.012

−0.015 0.437 → 0.597

θ23/
◦ 48.5+0.7

−0.9 41.0 → 50.5 48.6+0.7
−0.9 41.4 → 50.6

sin2 θ13 0.02195+0.00054
−0.00058 0.02023 → 0.02376 0.02224+0.00056

−0.00057 0.02053 → 0.02397

θ13/
◦ 8.52+0.11

−0.11 8.18 → 8.87 8.58+0.11
−0.11 8.24 → 8.91

δCP/
◦ 177+19

−20 96 → 422 285+25
−28 201 → 348

∆m2
21

10−5 eV2 7.49+0.19
−0.19 6.92 → 8.05 7.49+0.19

−0.19 6.92 → 8.05

∆m2
3ℓ

10−3 eV2 +2.534+0.025
−0.023 +2.463 → +2.606 −2.510+0.024

−0.025 −2.584 → −2.438

IC
24

w
it

h
SK

at
m

os
ph

er
ic

da
ta

Normal Ordering (best fit) Inverted Ordering (∆χ2 = 6.1)
bfp ±1σ 3σ range bfp ±1σ 3σ range

sin2 θ12 0.308+0.012
−0.011 0.275 → 0.345 0.308+0.012

−0.011 0.275 → 0.345

θ12/
◦ 33.68+0.73

−0.70 31.63 → 35.95 33.68+0.73
−0.70 31.63 → 35.95

sin2 θ23 0.470+0.017
−0.013 0.435 → 0.585 0.550+0.012

−0.015 0.440 → 0.584

θ23/
◦ 43.3+1.0

−0.8 41.3 → 49.9 47.9+0.7
−0.9 41.5 → 49.8

sin2 θ13 0.02215+0.00056
−0.00058 0.02030 → 0.02388 0.02231+0.00056

−0.00056 0.02060 → 0.02409

θ13/
◦ 8.56+0.11

−0.11 8.19 → 8.89 8.59+0.11
−0.11 8.25 → 8.93

δCP/
◦ 212+26

−41 124 → 364 274+22
−25 201 → 335

∆m2
21

10−5 eV2 7.49+0.19
−0.19 6.92 → 8.05 7.49+0.19

−0.19 6.92 → 8.05

∆m2
3ℓ

10−3 eV2 +2.513+0.021
−0.019 +2.451 → +2.578 −2.484+0.020

−0.020 −2.547 → −2.421

Table 1. Three-flavor oscillation parameters from our fit to global data for the two variants of
the analysis described in the text. The numbers in the 1st (2nd) column are obtained assuming
NO (IO), i.e., relative to the respective local minimum. Note that ∆m2

3ℓ ≡ ∆m2
31 > 0 for NO and

∆m2
3ℓ ≡ ∆m2

32 < 0 for IO.
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Figure 3. Dependence of the global ∆χ2 function on the Jarlskog invariant. The red (blue) curves
are for NO (IO). Solid (dashed) curves are for the «IC19 w/o SK-atm» («IC24 with SK-atm») ∆χ2.

We quantify the presence of leptonic CP violation in neutrino propagation in vacuum
in a convention-independent form in terms of the leptonic Jarslkog invariant [34]:

JCP ≡ Im
[
UαiU

∗
αjU

∗
βiUβj

]
≡ Jmax

CP sin δCP = cos θ12 sin θ12 cos θ23 sin θ23 cos
2 θ13 sin θ13 sin δCP .

(2.5)

Its present determination is shown in Fig. 3, from which we read its maximum value

Jmax
CP = 0.0333± 0.0007 (±0.0017) . (2.6)

at 1σ (3σ) for both orderings. JCP is totally analogous to the invariant introduced in
Ref. [35] for the description of CP-violating effects in the quark sector, presently determined
to be Jquarks

CP = (3.12+0.13
−0.12)× 10−5 [36].

Figure 3 also shows that in NO the best-fit value Jbest
CP = 0.0017 (−0.018) (where the

value in parenthesis corresponds to the analysis with IC24 and SK-atm) is only favored over
CP conservation JCP = 0 with ∆χ2 = 0.02 (0.55). In contrast, in IO CP conservation is
disfavored with respect to Jbest

CP = −0.032 with ∆χ2 = 13 (16), which corresponds to 3.6σ

(4σ) when evaluated for 1 dof.

3 Status of neutrino mass ordering, leptonic CP violation, and θ23

3.1 Updates from T2K and NOvA

We start by discussing the implications of the latest data from the T2K and NOvA long-
baseline accelerator experiments, presented at the Neutrino 2024 conference. Although our
analysis includes the full spectral information provided by the collaborations, qualitative
understanding of the results can be obtained from the study of the total number of events
in the different appearance samples. To this end, we show in Fig. 4 the predicted number
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Figure 4. Predicted number of events as a function of δCP for the T2K (left) and NOvA (right)
appearance data sets. sin2 θ23 varies between 0.44 and 0.58, where the lower-light (upper-dark)
bound of the colored bands corresponds to 0.44 (0.58). Red (blue) bands correspond to NO (IO).
For the other oscillation parameters we have adopted sin2 θ13 = 0.0222, |∆m2

3ℓ| = 2.5 × 10−3 eV2,
sin2 θ12 = 0.32, ∆m2

21 = 7.5× 10−5 eV2. The horizontal dashed lines show the observed number of
events, with the ±1σ statistical error indicated by the gray shaded band.

of events for these samples as a function of δCP, for varying values of sin2 θ23, as well as the
mass ordering, compared to the observations.

The predictions in Fig. 4 are calculated using our simulations of the experiments, that
include numerically-computed oscillation probabilities. However, the general behaviour of
the curves is well-described by the approximate expressions derived in Refs. [25, 37]. These
expand the relevant oscillation probabilities in the small parameters sin θ13, ∆m2

21L/Eν ,
and A ≡ |2EνV/∆m2

3ℓ| (where L is the baseline, Eν the neutrino energy and V the effective
matter potential [38]), resulting in the following expressions for the expected number of
events:

Nνe ≈ Nν

[
2s223(1 + 2oA)− C ′ sin δCP(1 + oA)

]
, (3.1)
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T2K (ν) T2K (ν̄) NOvA (ν) NOvA (ν̄)
CCQE CC1π Sum

N 54 5 59 13 104 23
Nobs 102 15 117 16 181 33

Nobs −Nbck 81.6 12.5 94.2 10 117.3 19
r = Nobs−Nbck

N 1.5 (1.6) 2.5 (2.4) 1.59 (1.65) 0.77 (0.61) 1.13 (1.14) 0.83 (0.83)

Table 2. Normalization coefficients Nν and Nν̄ in eqs. (3.1) and (3.2) for approximations used to
qualitatively describe the appearance event samples for T2K and NOvA. Numbers in parentheses
are the corresponding values for the data set used for NuFIT 5.0.

Nν̄e ≈ Nν̄

[
2s223(1− 2oA) + C ′ sin δCP(1− oA)

]
, (3.2)

where o ≡ sgn(∆m2
3ℓ). For T2K the mean neutrino energy gives A ≈ 0.05, whereas for

NOvA we find that the approximation works best with the empirical value of A = 0.1.
Furthermore, taking all of the well-determined parameters θ13, θ12, ∆m2

21, |∆m2
3ℓ| at their

global best-fit points, we obtain numerically C ′ ≈ 0.28 with negligible dependence on θ23.
The normalization constants Nν,ν̄ calculated from our re-analysis of T2K and NOvA are
given for the various appearance samples in Table 2, along with the corresponding observed
event numbers and expected backgrounds. We can obtain insight on the results of the fit
by considering the ratio r ≡ (Nobs −Nbck)/N .

From the numbers in the table we observe the following:

• T2K data has r > 1 for neutrinos and r < 1 for antineutrinos, so the square-bracket
in Eq. (3.1) has to be enhanced and the one in Eq. (3.2) suppressed. This can be
achieved with δCP ≃ 3π/2, with a better fit in NO. This preference has been present
since the first T2K results on νe appearance. As can be seen in the last line of Table 2,
although the preference is somewhat weaker in NuFIT 6.0 than it was in NuFIT 5.0,
it is still significant; and the strongest observed effect remains in the lower-statistics
CC1π sample.

• NOvA antineutrino results have not changed since NuFIT 5.0. They have r < 1 and
can be accommodated with either NO and δCP ≃ π/2, or IO and δCP ≃ 3π/2, with a
slightly better fit in NO.

• NOvA neutrino results have now 60% more statistics than in NuFIT 5.0, and they still
result in r ∼ 1. This can also be accommodated with either NO and δCP ≃ π/2, or IO
and δCP ≃ 3π/2, totally compatible with the NOvA antineutrino results. Altogether,
the results from NOvA only show a very mild preference for NO.

• The favored values of δCP in NO by T2K and NOvA do not agree. Consequently, the
combination of both experiments is better described in IO with δCP ≃ 3π/2. This was
already the case in NuFIT 5.0, and the tendency has strengthened with the updated
results.
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Figure 5. ∆χ2 profiles as a function of δCP for different data sets and combinations as labeled in
the figure. In the curves where the reactors R are not included in the combination we have fixed
sin2 θ13 = 0.0222 as well as the solar parameters and minimized with respect to θ23 and |∆m2

3ℓ|.
When the reactors are included θ13 is also marginalized. Left (right) panels are for IO (NO) and
∆χ2 is shown with respect to the global best-fit point for each curve. Upper panels are for the
NuFIT 5.0 data set, whereas lower panels correspond to the current update.

This is further illustrated in Fig. 5, which shows the ∆χ2 profiles as a function of δCP for
the LBL experiments T2K and NOvA and their combination (we also add the information
from MBL reactors and from the IC atmospheric samples which we independently analyzed
in NuFIT 5.0 and NuFIT 6.0, and will discuss in Sec. 3.2). Comparing the curves of T2K
and NOvA in the upper and lower panels, we see that the main difference is in the NOvA
neutrino results. Just by themselves, they disfavor NO and δCP ≃ 3π/2 by about 6 units in
χ2 (versus 3 units in NuFIT 5.0), whereas comparing the corresponding curves in the left
panels we see that for IO the consistent preference of T2K and NOvA for δCP ≃ 3π/2 is now
statistically more significant. Altogether, this drives the preference of the LBL combination
for IO, with ∆χ2(NO − IO) ≈ 3.2 versus 1.5 in NuFIT 5.0.

The two-dimensional regions for T2K and NOvA in the (δCP, sin2 θ23) plane for fixed
θ13 are shown in Figure 6. The better consistency for IO is apparent. For NO we find that,
unlike in NuFIT 5.0, the 1σ regions do not overlap. The 2-dimensional projections in the

– 10 –



0 90 180 270 360
δCP

0.35

0.40

0.45

0.50

0.55

0.60

0.65
si

n
2
θ 2

3

IO

NOνA

T2K

NOνA + T2K

0 90 180 270 360
δCP

NO

Figure 6. 1σ and 2σ allowed regions (2 dof) for T2K (red shading), NOvA (blue shading) and
their combination (black curves). Contours are defined with respect to the local minimum for IO
(left) or NO (right). We fix sin2 θ13 = 0.0222, sin2 θ12 = 0.31, ∆m2

21 = 7.5×10−5 eV2 and minimize
with respect to |∆m2

3ℓ|.

(δCP, sin2 θ23) plane from the global analysis of all data are shown in Fig. 7, which resemble
to a large extent the features from the combination among T2K and NOvA discussed above.
We observe, in particular, non-trivial correlations between these two parameters and the
MO. For IO, the preference for δCP ≃ 270◦ is highly significant, whereas for NO a more
complicated structure in the (δCP, sin2 θ23) plane, with several local minima, emerges. The
octant degeneracy for θ23 is present with ∆χ2 < 4 for both mass orderings and both data
variants, showing local minima around sin2 θ23 ≈ 0.56 and 0.47.

An obvious question to address is whether T2K and NOvA are in tension with each
other at a worrisome level. Consistency among different data sets can be quantified with
the parameter goodness-of-fit (PG) [39]. For a number N of different data sets i, each
depending on ni model parameters, and globally depending on nglob parameters, it can be
shown that the test statistic

χ2
PG ≡ χ2

min,glob −
N∑
i

χ2
min,i = min

[ N∑
i

χ2
i

]
−
∑
i

χ2
min,i , (3.3)

follows a χ2 distribution with n ≡
∑

i ni − nglob degrees of freedom [39].
Applying this test to the full NOvA and T2K samples (including both appearance and

disappearance data for neutrinos and antineutrinos) we obtain the values in Table 3. We
carry out the analysis separately for each mass ordering, in all cases fixing ∆m2

21 and θ12
to their best fit. In the results reported in the upper part of the table θ13 is varied in the
minimization, so nT2K = nNOvA = nglob=T2K+NOvA = 4 (i.e., ∆m2

3ℓ, θ23, δCP, and θ13). In
the lower part θ13 is kept fixed to its best fit so nT2K = nNOvA = nglob=T2K+NOvA = 3.
From the table we read that, as expected, agreement is better in IO, where irrespective
on θ13 the samples are compatible at the 0.5σ level or better. In NO, compatibility arises
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Figure 7. Two-dimensional projection of the allowed six-dimensional region from global data in
the plane of (δCP, sin

2 θ23) for IO (left) and NO (right) after minimization with respect to the
undisplayed parameters. Regions for both orderings are defined with respect to the global best-fit
point. The different contours correspond to 1σ, 90%, 2σ, 99%, 3σ CL (2 dof). Colored regions
(black contours) correspond to the variant with IC19 and without SK-atm (with IC24 and with
SK-atm).

at 1.7σ (2.0σ) for free (fixed) θ13. This is to be compared with the NuFIT 5.0 results of
1.4σ (1.7σ) respectively. We conclude that the tension between T2K and NOvA in NO has
slightly strengthened with the new results, reaching at most the 2σ level.

3.2 Effects from νµ/ν̄µ versus ν̄e disappearance

Figure 8 shows the combined determination of the parameters sin2 θ23, sin2 θ13, and ∆m2
3ℓ

by the interplay of different data samples, namely νµ/ν̄µ disappearance from long-baseline
accelerator and atmospheric neutrino data (left panel) and ν̄e disappearance from medium
baseline reactor experiments (right panel). We observe significant synergy from the combi-
nation of different data sets (global regions are clearly smaller than individual ones) as well
as appealing consistency. This is also reflected by the many compatibility tests reported in
Table 3, which all show very good consistency typically well below 2σ.

As in previous analyses, the combination of νµ and ν̄µ disappearance data (dominated
by LBL accelerator experiments) with ν̄e disappearance from reactors provides complemen-
tary information, which is especially relevant for the MO discrimination [40, 41]. In short,
the effective mass-squared difference relevant for each survival probability depends on the
mass ordering, so a global combination allows in principle to determine it. This effect can
be seen in 1-dimensional χ2 projections on the parameter ∆m2

3ℓ, as shown in Fig. 9.
In the upper panels we show the profiles for various individual data sets. We observe

that, individually, the considered data are either insensitive to the MO (∆χ2 < 1) or show
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Data sets Normal Ordering Inverted Ordering
χ2

PG/n p-value #σ χ2
PG/n p-value #σ

T2K vs NOvA 7.9/4 0.093 1.7 2.3/4 0.67 0.42
T2K vs React 0.23/2 0.89 0.14 1.7/2 0.43 0.79
NOvA vs React 1.1/2 0.58 0.56 4.3/2 0.12 1.6
T2K vs NOvA vs React 8.6/6 0.20 1.3 6.0/6 0.42 0.80
(T2K & NOvA) vs React 0.76/2 0.68 0.41 3.4/2 0.18 1.3
T2K vs IC19 2.7/4 0.61 0.51 1.2/4 0.88 0.15
NOvA vs IC19 3.3/4 0.51 0.66 2.3/4 0.68 0.41
Reac vs IC19 2.1/2 0.35 0.93 0.88/2 0.64 0.84
NOvA vs T2K vs IC19 11/8 0.20 1.3 4.3/8 0.83 0.21
NOvA vs T2K vs React vs IC19 11.5/10 0.33 0.96 7.2/10 0.71 0.38
T2K vs NOvA 8.0/3 0.045 2.0 1.8/3 0.61 0.50
T2K vs NOvA vs React 8.3/4 0.081 1.7 4.1/4 0.39 0.85
(T2K & NOvA) vs React 0.25/1 0.62 0.50 2.0/1 0.16 1.4
T2K vs IC19 0.72/3 0.86 0.16 0.2/3 0.98 0.028
NOvA vs IC19 1.5/3 0.68 0.41 1.0/3 0.80 0.25
NOvA vs T2K vs IC19 9.3/6 0.16 1.4 2.4/6 0.88 0.15
NOvA vs T2K vs React vs IC19 9.4/7 0.22 1.2 4.5/7 0.72 0.36
NOvA vs T2K vs IC24 9.5/6 0.15 1.4 4.4/6 0.62 0.49
NOvA vs T2K vs React vs IC24 10/7 0.19 1.3 8.2/7 0.27 1.1

Table 3. Consistency test among different data sets, shown in the first column, assuming either
normal or inverted ordering. “React” includes Daya-Bay, RENO and Double-Chooz. In the analyses
above the horizontal line, θ13 is a free parameter, whereas below the line we have fixed sin2 θ13 =

0.0222. See text for more details.

a slight preference for NO. The only exception is the LBL/IC combination, which prefers
IO due to the T2K/NOvA tension discussed above. However, by comparing the LBL and
reactor results, we observe that the determination of |∆m2

3ℓ| is in better agreement for
NO than for IO. Hence, combining reactor and LBL data (bottom-left panels) increases
the value of ∆χ2

IO,NO ≡ χ2
min,IO − χ2

min,NO in favor of NO. As a result, the preference for
IO from the T2K/NOvA combination (dominated by appearance data) is nearly exactly
compensated by the effects of disappearance data in the LBL/reactor combination, leading
to a global result of ∆χ2

IO,NO = −0.6.
The preference for NO from the accelerator/reactor combination is also visible in the

PG tests in Table 3, by considering the consistency among the combined T2K & NOvA
sample and reactors. For both θ13 free and fixed, there is slightly better compatibility for
NO than IO (although even for IO consistency is very good, 1.3σ or 1.4σ). This preference
is only visible when combining T2K and NOvA before testing the consistency (i.e., the rows
labeled «(T2K & NOvA) vs React»). Otherwise, if they are kept separate (i.e., the rows
labeled «T2K vs NOvA vs React») the opposite trend from the combination among T2K
and NOvA appearance samples compensates for the tendency from disappearance data.
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Figure 8. Confidence regions at 95.45% CL (2 dof) in the plane of sin2 θ23 (sin2 θ13) and ∆m2
3ℓ)

in the left (right) panels. For the left panels we use both appearance and disappearance data from
MINOS (green), NOvA (purple) and T2K (red), as well as atmospheric data from IC (orange)
and Super-Kamiokande (light-brown); the colored region corresponds to the combination of these
accelerator data with IC19, whereas the black-dashed contour corresponds to the combination with
IC24 and Super-Kamiokande. A prior on θ13 is included to account for the reactor constraint.
The right panels show regions using data from Daya-Bay (pink), Double-Chooz (magenta), RENO
(violet), and their combination (black regions). In all panels solar, KamLAND and SNO+ data are
included to constrain ∆m2

21 and θ12. Contours are defined with respect to the global minimum of
the two orderings for each data set.

In the right half of Fig. 9, we show the impact of the different IceCube data samples.
It is clear from the figure that the IC19 3-year data sample [19, 20] plays very little role in
the νµ/νe disappearance complementarity due to its relatively weak constraint on |∆m2

3ℓ|.
However, when combining the IC24 χ2 table corresponding to 9.3 years of data [23, 24]
with reactor data, this complementarity [42] already provides a preference for NO, with
∆χ2

IO,NO ≈ 4.5. The result is entirely driven by the |∆m2
3ℓ| determination, as the χ2 tables

provided by the collaboration contain no information on the IceCube MO sensitivity (they
only provide relative ∆χ2 values with respect to the best fit in each ordering). Let us
remark, however, that the ∆χ2

IO,NO = 4.5 contribution from combining IC24 and reactors
does not simply add up to the value ∆χ2

IO,NO = −0.6 from combining LBL and reactors.
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Figure 9. ∆χ2 profiles as a function of ∆m2
3ℓ for different data sets and combinations as labeled in

the figures. In the curves where the reactors R are not included in the combination we have fixed
sin2 θ13 = 0.0222 as well as the solar parameters and minimized with respect to θ23 and δCP. When
the reactors are included θ13 is also marginalized. ∆χ2 is shown with respect to the global best-fit
point (IO or NO) for each curve. The left set of panels visualizes the reactor/LBL combination,
whereas in the right set of panels we are illustrating the impact of the IC19 or IC24 data sets.

Instead, combining LBL and IC24 leads to a shift in |∆m2
3ℓ| that, when adding reactor

data, leads to ∆χ2
IO,NO ≈ 1.5.

Different to the IC24 data table, the latest Super-Kamiokande atmospheric data [22]
alone shows a preference for NO with ∆χ2

IO,NO ≈ 5.7. We note, however, that this result
seems to emerge from a large statistical fluctuation. Indeed, the probability of obtaining
the data is relatively low for both mass orderings, and considering the distribution of the
relevant test statistic, the SK collaboration determines a preference for NO over IO at the
92.3% CL [21]. When combining the IC24 and SK atmospheric neutrino χ2 tables with our
global fit of the remaining data, we find an overall preference for NO with ∆χ2

IO,NO ≈ 6.1,
see Sec. 2.

3.3 Sensitivity to the neutrino mass ordering

Given the different trends among several determinations of the mass ordering, we now
study in more detail the sensitivity of current global data to it. To do so, we follow the
methodology in Ref. [43]. As customary, a useful test statistic for this purpose is the χ2

difference among the best-fit points for the two orderings. Following Ref. [43], we denote it
in this Section as T ,

T ≡ ∆χ2
IO,NO ≡ χ2

min,IO − χ2
min,NO . (3.4)

Hence, positive values of T favor NO, and negative values favor IO. As shown in refs. [43, 44],
under certain conditions T will follow a Gaussian distribution with mean ±T0 and standard
deviation 2

√
T0, where T0 is obtained as follows. If pi(o, θ) is the expected number of events
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in bin i (where o ∈ {NO, IO} is the mass ordering and θ are the remaining oscillation
parameters), di is the observed number of events in that bin, and the global χ2 is given by
χ2 = χ2

[
pi(o, θ); di

]
, then

TNO
0 ≡ minθ

{
χ2

[
pi(IO, θ); pi(NO, θtrue)

]}
,

T IO
0 ≡ minθ

{
χ2

[
pi(NO, θ); pi(IO, θtrue)

]}
.

(3.5)

That is, T0 is determined by replacing the data by the prediction for the opposite mass
ordering, given some assumed true values of oscillation parameters. Defined this way, T o

0

is always positive. Hence, for true NO (IO) the expected value of T is +TNO
0 (−T IO

0 ). The
conditions under which the aforementioned Gaussian approximation holds are discussed
in detail in the Appendix of Ref. [43], and they are similar to the conditions for Wilks’
theorem. In the following, we will study the results of the global fit under the assumption
that T is indeed Gaussian-distributed. In addition, the values of T o

0 defined in Eq. (3.5)
depend on the (unknown) true values of the oscillation parameters θtrue. In the following,
we will take them to be the best-fit points of our analysis as given in Table 1; we comment
on this assumption in Appendix C.

This analysis cannot be carried out for the atmospheric neutrino data samples IC24 and
Super-Kamiokande, which are included in our global fit as numerical χ2 tables. Therefore,
in what follows we only consider the data sample denoted by «IC19 w/o SK-atm».1 For
the global data combination, we find

TNO
0 = 6.47 , T IO

0 = 4.85 . (3.6)

The corresponding normal distributions for T are shown in the bottom panel of Fig. 10.
For an observed value Tobs, we compute the p-value for a given mass ordering as usual: the
p-value for IO (NO) is the probability to obtain a value of T larger (smaller) than Tobs if
the true ordering is IO (NO). Given the observed value for the global fit, Tobs = −0.6, the
corresponding p-values are indicated by shaded areas in the lower panel of Fig. 10 and can
be read off from the intersection of the red and blue curves with the Tobs value in the upper
panel:

NO: pNO = 8.2% , 91.8% CL , 1.7σ ,

IO: pIO = 16.7% , 83.3% CL , 1.4σ .
(3.7)

As expected for |Tobs| < 1, the p-values for both orderings are similar and we cannot
significantly favor one over the other. Indeed, none of the orderings can be rejected at
relevant significance; we obtain p-values below 2σ for both orderings, with a slightly smaller
p-value for NO due to the negative value of Tobs.

Given the distribution for T , we can estimate the sensitivity of the considered data set.
In particular, the median sensitivity is obtained by assuming that Tobs is given by the mean
value of T for a given mass ordering. Hence, the median p-value is given by the intersection

1This is unfortunate, as the IC24 and SK samples provide relevant sensitivity to the MO (see above).
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of the dashed lines with the corresponding red or blue curves in the top panel of Fig. 10,

NO: pmed
NO = 1.3% , 98.7% CL , 2.5σ ,

IO: pmed
IO = 0.51% , 99.49% CL , 2.8σ .

(3.8)

We conclude that current data has a nominal sensitivity above 2.5σ to the mass ordering.
The weak rejection we obtain for both orderings is a result of the opposite trends in the data
discussed in previous subsections, resulting in an observed value for Tobs right in between
the peaks of the distributions. A natural question is how unlikely this result is. To assess
it, we show in the top panel of Fig. 10 the intervals where Tobs is expected to lie with
probability of 68.27% (green) and 95.45% (yellow) for the two mass orderings. We see that
the obtained value Tobs = −0.6 is not particularly unlikely for both orderings, being located
within the 1σ (2σ) ranges for IO (NO).
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4 Updates in the “12” sector

The analyses of the solar experiments and of reactor experiments at O(100 km) distance
(which we refer to as LBL reactor experiments) give the dominant contribution to the
determination of ∆m2

21 and θ12. We show in Fig. 11 the present determination of these
parameters from the global solar analysis in comparison with that of LBL reactor data.

In the solar neutrino sector, new data included since NuFIT 5.0 are the full day-night
spectrum from the phase-IV of Super-Kamiokande [45], and the final spectra from Borexino
phases-II [12] and III [13]. As for the predictions required for the solar neutrino analysis, the
main update is that we have employed the new generation of Standard Solar Models [10].
In brief, for the last two decades solar modeling has suffered from the so-called solar com-
position problem, associated with the choice of the input for heavy element abundances.
They were either taken from the older results from Ref. [46] (GS98), which implied a higher
metallicity and predicted solar properties in good agreement with helioseismology observa-
tions, or the newer abundances (obtained with more modern methodology and techniques)
summarized in Ref. [47] (AGSS09), which implied a lower metallicity and did not agree
with helioseismology. Consequently, two different sets of Standard Solar Models were built,
each based on the corresponding set of solar abundances [48–50]. On this front, an update
of the AGSS09 results was presented by the same group (AAG21) [51], leading only to a
slight increase of the solar metallicity. On top of that, a new set of results (MB22) [52]
— based on similar methodologies and techniques but with different atomic input data for
the critical oxygen lines, among other differences — led to a substantial change in solar
element abundances with respect to AGSS09, more in agreement with those from GS98.
Therefore, the models built following MB22 provide a good description of helioseismology
results.

In Fig. 11 we show the present determination of ∆m2
21 and θ12 from the global solar

analysis performed with the two extreme versions of the Standard Solar Model, namely
the one based on the AAG21 abundances and the one based on the MB22-met abundances.
From the figure, we see that the determination of the parameters is robust under the changes
in the modeling, though the allowed ranges — particularly at higher CL — is different for
the two models. In this respect, it is important to point out that the latest Standard-Solar-
Model-independent determination of the solar fluxes performed in Ref. [53] shows better
agreement with the predictions of the MB22 models. For this reason, we adopt the MB22
as the reference model employed for the results reported in NuFIT 6.0.

In what respects the relevant data from reactor experiments, we have updated the
antineutrino fluxes used for the predictions to the latest Daya-Bay measurements [14].
Furthermore, we have included in the fit our analysis of the first results reported by the
SNO+ collaboration, which combines the 114 ton-yr of data gathered during the partial-fill
phase reported in Ref. [15] and the first 286 ton-yr of data of the full-fill phase presented
at Neutrino 2024 [16, 17]. We show in the right panel of Fig. 11 the ∆χ2 dependence on
∆m2

21 after marginalizing over θ12 (fixing sin2 θ13 = 0.0222). Although the precision of
SNO+ is still far from that of KamLAND, it is interesting to note that its present best
fit is slightly higher than that of KamLAND, though the impact in the combination is
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Figure 11. Left: Allowed parameter regions (at 1σ, 90%, 2σ, 99%, and 3σ CL for 2 dof) from the
combined analysis of solar data for MB22-met model (full regions with best fit marked by black star)
and AAG21 model (dashed void contours with best fit marked by a white dot), and for the analysis
of the combination of KamLAND and SNO+ data (solid green contours with best fit marked by
a green star) for fixed sin2 θ13 = 0.0222. For comparison we also show as orange contours the
results obtained with the MB22-met model without including the results of the day-night variation
in SK. Right: ∆χ2 dependence on ∆m2

21 for the same four analyses after marginalizing over θ12.
In addition we show separately the results from KamLAND and SNO+.

still very marginal as seen in the figure. Nevertheless, the results from SNO+ and the
expected statistics increase will be interesting to follow due to their potential impact in the
tension/agreement between the solar and reactor determination of ∆m2

21. In that respect,
from the figure we read that the present best-fit value of ∆m2

21 for the reactor results
lies at ∆χ2

solar,MB22 = 2.5, which represent a slight increase over the ∆χ2
solar,GS98 = 1.3

reported in NuFIT 5.0. For comparison, we show in orange the results of the solar analysis
without including the Day-Night variation information from Super-Kamiokande. As seen
in the figure, removing that information brings the agreement further down to ∆χ2 ∼ 1.5.
Altogether the latest updates lead to very mild changes in the determination of “solar”
parameters (∼ 1% shift up in the best-fit value and ∼ 10% improvement in the precision)
reassuring the robustness of the results.

5 Projections on neutrino mass scale observables

Because of its quantum-interference nature, mass-induced flavor oscillations are sensitive
to the phase differences induced by the mass-squared splittings ∆m2

ij and to misalignment
between the detection and propagation eigenstates, i.e., to the leptonic mixing matrix
elements Uαj . They are, however, insensitive to overall shifts of the energy levels, and hence
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Figure 12. Upper: 95% CL allowed ranges of the three probes of the absolute neutrino mass
∑

mν ,
mνe

, mee as a function of the mass of the lightest neutrino obtained from projecting the results
of the global analysis of oscillation data. The regions are defined with respect to the minimum
for each ordering. Lower: Corresponding 95% CL allowed regions (for 2 dof) in the planes (mνe ,∑

mν), (mee,
∑

mν), and (mνe
, mee).

they cannot provide information on the absolute mass scale of the neutrinos other than the
obvious lower bound on the masses of the heaviest states involved in the oscillations.

The most model-independent information on the neutrino mass, rather than on mass
differences, is obtained from kinematic studies of reactions in which a neutrino or an an-
tineutrino is involved. In the presence of mixing, the most relevant constraint comes from
the study of the end point (E ∼ E0) of the electron spectrum in Tritium beta decay
3H → 3He + e− + ν̄e. This spectrum can be effectively described by a single parameter,
mνe , if for all neutrino states E0 − E ≫ mi:

m2
νe ≡

∑
im

2
i |Uei|2∑

i |Uei|2
=

∑
i

m2
i |Uei|2 , (5.1)

where the second equality holds if unitarity is assumed. The most recent result on the
kinematic search for neutrino mass in tritium decay is from KATRIN [54], which sets an
upper limit mνe < 0.45 eV at 90% CL.
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Direct information on neutrino masses can also be obtained from neutrinoless double
beta decay (A,Z) → (A,Z + 2) + e− + e−. This process violates lepton number by two
units, hence in order to induce the 0νββ decay, neutrinos must be Majorana particles. In
particular, if the only effective lepton number violation at low energies is induced by a
Majorana mass term for neutrinos, the rate of 0νββ decay is proportional to the effective
Majorana mass of νe:

mee =
∣∣∣∑

i

miU
2
ei

∣∣∣ . (5.2)

Currently the strongest bound on 0νββ decay lifetimes are obtained with Germanium
(T 0ν

1/2 > 1.8×1026 yr) by GERDA [55] and with Xenon (T 0ν
1/2 > 3.8×1026 yr) by KamLAND-

Zen [56]. Depending on the assumed nuclear matrix elements, these correspond to 90% CL
limits of mee ≲ 0.079–0.180 eV [55] and mee ≲ 0.028–0.122 eV [56], respectively.

Finally, neutrino masses also have effects in cosmology. In general, cosmological data
mostly gives information on the sum of the neutrino masses,

∑
mν , while it has very little

to say on their mixing structure and on the ordering of the mass states. At present, no
positive evidence of the cosmological effect of a non-zero neutrino mass has been observed,
which results into upper bounds on

∑
mν in the range of

∑
mν ≲ 0.04–0.3 eV (see, e.g.,

Refs. [57, 58] and references therein for post-DESI [59] global analyses) depending on, e.g.,
the cosmological data included in the analysis, assumptions on the cosmological model, the
statistical approach, the treatment of systematics, or parameter priors.

Within the 3ν-mixing scenario, for each mass ordering, the values of these observables
can be directly predicted in terms of the parameters determined in the global oscillation
analysis and a single mass scale, which is usually taken to be the lightest neutrino mass
m0. In addition, the prediction for mee also depends on the unknown Majorana phases:

mνe =
√
m2

1 c
2
13c

2
12 +m2

2 c
2
13s

2
12 +m2

3 s
2
13 , (5.3)

mee =
∣∣∣m1 c

2
13c

2
12 e

2i(α1−δCP) +m2 c
2
13s

2
12 e

2i(α2−δCP) +m3 s
2
13

∣∣∣ , (5.4)∑
mν = m1 +m2 +m3 , (5.5)

with


NO : m1 = m0 , m2 =

√
m2

0 +∆m2
21 , m3 =

√
m2

0 +∆m2
3ℓ ,

IO : m3 = m0 m2 =
√

m2
0 −∆m2

3ℓ , m1 =
√
m2

0 −∆m2
3ℓ −∆m2

21 ,
(5.6)

We show in the upper panels in Fig. 12 the 95% CL allowed ranges for these three probes
obtained from the projection of the results of the NuFIT 6.0 global oscillation analysis as
a function of m0. The larger width of the regions for the mee predictions is due to the
unknown Majorana phases. The regions are shown including only the information from
the oscillation data (void regions) and also in combination with the results from KATRIN
(filled regions). For the latter, we build a χ2 function trivially based on their quoted result
m2

νe = −0.14+0.13
−0.15 eV under the assumptions of Gaussianity, applicability of Wilks’ theorem

(despite the physical boundary m2
νe ≥ 0), and quadratic systematics.2

2Under these assumptions, χ2(mνe) = (m2
νe +0.14)2/0.132 yields a 90% CL upper bound mνe ≤ 0.35 eV

which lies in between the bounds mνe ≤ 0.45 eV and mνe ≤ 0.31 eV obtained by the collaboration with the
Lokhov-Tkachov and Feldman-Cousins methods, respectively.
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Using the above expressions, one can substitute m0 by any of the three probes in the
expressions of the other two. Thus, within the three-neutrino mixing scenario the predicted
values for these three probes are strongly correlated. We show in the lower panels in Fig. 12
the present status of these correlations. As those panels show, with a positive determination
of two of these probes one can in principle obtain information on the value of the Majorana
phases and/or the mass ordering [60, 61]. Furthermore, a sufficiently strong upper bound
can provide information about the ordering of the states [62].

Quantitatively, the global analysis of oscillation data together with the bound from the
KATRIN experiment implies that at 95% CL

0.00085 eV ≤ mνe ≤ 0.4 eV for NO, 0.048 eV ≤ mνe ≤ 0.4 eV for IO, (5.7)

0.058 eV ≤
∑

mν ≤ 1.2 eV for NO, 0.098 eV ≤
∑

mν ≤ 1.2 eV for IO (5.8)

and for Majorana neutrinos also

0 ≤ mee ≤ 0.41 eV for NO , 0.015 eV ≤ mee ≤ 0.41 eV for IO. (5.9)

6 Summary

We have presented an updated global analysis of world oscillation data up to September
2024 as listed in Appendix A. Our results are presented in two versions: «IC19 w/o SK-atm»
including all the data for which enough information is available to perform an independent
accurate fit, and «IC24 with SK-atm» which includes χ2 data tables provided by the Ice-
Cube and Super Kamiokande collaborations that we add to our own χ2. The global best-fit
values as well as 1σ and 3σ ranges for all parameters are given in Table 1. The main results
can be summarized as follows:

• The determination of the parameters θ12, θ13, ∆m2
21, and |∆m2

3ℓ| is very stable, with
Gaussian χ2 profiles up to high CL. The relative precision at 3σ for these parameters
is about 13%, 8%, 16%, (5–6)%, respectively.

• For θ23 the precision at 3σ is still about 20%, and the determination suffers from the
octant ambiguity. There is a slight preference for the second octant, θ23 > 45◦, (except
for NO and the «IC24 with SK-atm» data) but for all combinations of datasets and
mass orderings, the local minimum in the other octant always has ∆χ2 < 4.

• The determination of the leptonic CP phase δCP strongly depends on the mass or-
dering. For NO the best-fit point is very close to the CP-conserving value of 180◦

(with ∆χ2 < 1), and the χ2 profile is highly non-Gaussian, with some dependence on
the two data variants and on the octant of θ23. For IO, the best fit points for both
data variants are close to maximal CP violation δCP = 270◦ (within 1σ), disfavoring
CP conservation at 3.6σ (4σ) for the «IC19 w/o SK-atm» («IC24 with SK-atm»)
analysis.
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• Concerning the mass ordering, we find ∆χ2
IO,NO = −0.6 (6.1) for the «IC19 w/o

SK-atm» («IC24 with SK-atm») analysis. The indecisive result for the «IC19 w/o
SK-atm» analysis emerges from opposite trends in the long-baseline accelerator ap-
pearance data from T2K and NOvA on the one hand, and in the combination of the
disappearance channels from accelerator and reactor experiments on the other hand.
In the former case, the tension between T2K and NOvA for NO has reached 2σ with
the latest NOvA update, whereas they are perfectly consistent for IO. Conversely, the
determination of |∆m2

3ℓ| from νµ and νe disappearance agrees better for NO than for
IO. While a sensitivity analysis suggests that global «IC19 w/o SK-atm» data has
a median sensitivity of 2.5σ (2.8σ) to reject NO (IO), the actual result is only 1.7σ

(1.4σ) for NO (IO) because of the opposite trends in the data. The addition of IC24
and SK-atm data provides additional preference for NO leading to the above quoted
result of ∆χ2

IO,NO = 6.1.

We provide also updated ranges and correlations for the effective parameters sensitive to the
absolute neutrino mass from β-decay, neutrinoless double-beta decay, and cosmology. All
results and supplementary material such as additional figures and data tables are provided
at the NuFit webpage [32].
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A List of data used in the analysis

Solar experiments

⇒ External information: Standard Solar Models [10].

• Chlorine total rate [63], 1 data point.

• Gallex & GNO total rates [64], 2 data points.
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• SAGE total rate [65], 1 data point.

• SK1 1496-day energy and zenith spectrum [66], 44 data points.

• SK2 791-day energy and day/night spectrum [45], 33 data points.

• SK3 548-day energy and day/night spectrum [67], 42 data points.

⇒ SK4 2970-day energy and day/night spectrum [11], 46 data points.

• SNO combined analysis [68], 7 data points.

• Borexino Phase-I 741-day low-energy data [69], 33 data points.

• Borexino Phase-I 246-day high-energy data [70], 6 data points.

⇒ Borexino Phase-II 1292-day low-energy data [12], 192 data points.

⇒ Borexino Phase-III 1432-day low-energy data [13], 120 data points.

Atmospheric experiments

• External information: Atmospheric neutrino fluxes [71].

⇒ IC19 IceCube/DeepCore 3-year data (2012-2015) [19, 20], 140 data points.

⇒ IC24 IceCube/DeepCore 9.3-year data (2012-2021) χ2 map [23, 24] added to our
global analysis.

⇒ SK1-5 484.2 kiloton-year data [21], χ2 map [22] added to our global analysis.

Reactor experiments

⇒ KamLAND separate DS1, DS2, DS3 spectra [72] with Daya Bay reactor ν fluxes [14],
69 data points.

⇒ SNO+ spectrum from partial fill 114 ton-yr [15] data and full fill 286 ton-yr data [16,
17], 17 data points.

• Double-Chooz FD/ND spectral ratio, with 1276-day (FD), 587-day (ND) exposures [73],
26 data points.

⇒ Daya Bay 3158-day separate EH1, EH2, EH3 spectra [18], 78 data points.

• Reno 2908-day FD/ND spectral ratio [74], 45 data points.
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Accelerator experiments

• MINOS 10.71× 1020 pot νµ-disappearance data [75], 39 data points.

• MINOS 3.36× 1020 pot ν̄µ-disappearance data [75], 14 data points.

• MINOS 10.6× 1020 pot νe-appearance data [76], 5 data points.

• MINOS 3.3× 1020 pot ν̄e-appearance data [76], 5 data points.

⇒ T2K 21.4× 1020 pot νµ-disappearance data [2], 28 data points.

⇒ T2K 21.4× 1020 pot νe-appearance data [2], 9 data points for the CCQE and 7 data
points for the CC1π samples.

⇒ T2K 16.3× 1020 pot ν̄µ-disappearance data [77], 19 data points.

⇒ T2K 16.3× 1020 pot ν̄e-appearance data [78], 9 data points.

⇒ NOvA 26.6× 1020 pot νµ-disappearance data [3], 22 data points.

⇒ NOvA 26.6× 1020 pot νe-appearance data [3], 15 data points.

• NOvA 12.5× 1020 pot ν̄µ-disappearance data [79], 76 data points.

• NOvA 12.5× 1020 pot ν̄e-appearance data [79], 13 data points.

B IceCube 2019

The IceCube analysis (IC19) is based on Analysis A from Refs. [19, 20]. This analysis
uses data collected over 3-years, from April 2012 to May 2015. Following the public data
release [80], we computed the expected number of events for each bin, where the recon-
structed energy is logarithmically distributed between 5.6 GeV and 56 GeV across eight
bins, and the reconstructed cosine of zenith angle is distributed between −1 and +1 across
ten bins. The events are categorized into two particle identification (PID) types: tracks
and cascades. The expected number of events in each bin is given by

Ni = T
∑
α

∑
MC

ϕatm
α (Eν , cos θ)Pαβ(Eν , cos θ)A

eff
β (B.1)

where the sum is performed over all the Monte Carlo simulated events that contribute to
the i-th bin and over all initial flavor states, corresponding to electron and muon neutrinos
in the case of atmospheric neutrinos. For the atmospheric neutrino flux, we used the Honda
flux tables [71] with the energy spectra modified by a factor of (Eν

/
5 GeV)−0.05. Both the

flux and the oscillation probabilities are evaluated at the true energy and zenith of the
simulated events. The constant T denotes the total data-taking time. In addition to the
expected event distribution, each bin includes a contribution from the atmospheric muon
background, determined by binning the simulated muon background events provided in the
public release.
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The event distribution in each bin is modified by the detector systematics, which ac-
count for the uncertainties in the detector response. These uncertainties include factors such
as optical absorption, photon scattering in the ice, DOM efficiency, and the coincidence in
reconstruction between neutrinos and atmospheric muons. The systematics are applied to
the event distribution as multiplicative reweighting factors for each bin. We have incor-
porated these uncertainties into our analysis using the information provided in the data
release and taking the variable called reco_coszen as the negative of the reconstructed
zenith angle (− cos θrec). These systematics apply to both the event and background dis-
tributions. For the uncertainties, we used the values specified in the data release. For the
nominal prediction, we assumed that the event distribution is corrected by the offset plus
5× opt_eff_lateral.

In addition to detector-related systematics, the analysis incorporates uncertainties as-
sociated with the atmospheric neutrino flux. These uncertainties are accounted for as
follows:

• Normalization: An uncertainty of 100% was assumed, although the results remain
consistent when this parameter is left free.

• Initial flavor composition: A 18% uncertainty was included to account for variations
in the initial composition of electron and muon neutrinos.

• Neutrino to antineutrino ratio: An uncertainty of 25% was applied to account for
variations in the relative flux of neutrinos and antineutrinos.

• Energy dependence of the flux: This uncertainty is parameterized using the factor
(Eν/E0)

γ , with E0 = 5 GeV. The central value of γ is set to zero, and an uncertainty
of 5% is applied.

• Upward vs. horizontal flux ratio: A 10% uncertainty was assumed to account for
directional asymmetries in the atmospheric neutrino flux.

Assuming a Gaussian χ2 distribution and noting that the variable reco_coszen in the
data corresponds to the negative of reco_coszen in the simulated events, we have computed
IceCube’s sensitivity to ∆m2

32 and sin2 θ23. The results are presented in Fig. 13, alongside
a comparison with the findings from Analysis A of [20]. By comparing the best-fit points
for the two neutrino mass orderings we obtain a non-significant preference for the normal
ordering with a difference of 0.7 units in χ2, in excellent agreement with the corresponding
result 0.738 reported in ref. [19].

C Assumed true values for the MO test

As mentioned in Sec. 3.3, the values of T o
0 — and therefore the distribution of T — depend

on the unknown true value of the oscillation parameters, see Eq. (3.5). In principle, one
needs to consider the distribution of T for all possible values of θtrue and the final p-value
of a MO hypothesis will be given by the largest one among all choices of θtrue, i.e., by the
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Figure 13. Our fit to IceCube Analysis A (blue dashed lines) is compared to the results from
IceCube [20] (black lines).

weakest rejection (see the discussion in Ref. [43]). In the main text, we have assumed that
the best fit of the real data is representative of the T -distribution at the unknown true value
of θ. Indeed, given the allowed regions of the oscillation parameters, we do not expect T0

to change significantly if we vary θtrue within the allowed regions at reasonable confidence
level. The only exception may be the sensitivity of LBL data as a function of δCP, which
is known to affect the MO sensitivity, especially for NOvA as shown in Fig. 4.

For IO, the global fit constrains δCP reasonably well, so that we do not expect strong
variations of T IO

0 for true values of δCP in its allowed range for IO. However, for NO, a
significantly larger range of δCP is allowed, in particular in correlation with θ23, see Fig. 7.
Therefore, the question arises, whether the MO test would give largely different results
when considering true values for δCP and θ23 within the allowed region for NO.

From Fig. 4, we see that for δCP ≈ 270◦ and NO, the number of νe events in NOvA is
maximal, and its value cannot be obtained by any parameter choice in IO. Therefore, we
expect best sensitivity to NO for this value of δCP. In contrast, values around 0 or 180◦ can
be easily accommodated within IO, and we expect that the sensitivity to NO is weakest
around CP-conserving values. We have confirmed this expectation, as we obtain

TNO
0

(
δtrue
CP = 270◦, sin2 θtrue

23 = 0.46
)
= 12.38 , (C.1)

with all other oscillation parameters kept at their best-fit values. This value is significantly

– 27 –



larger than the value in Eq. (3.6) for the best-fit point with δCP = 177◦, implying higher
sensitivity to reject NO. Actually, for the value in Eq. (C.1) the observed value Tobs = −0.6

would imply a p-value for NO of 3.2%. Since values of δCP around 90◦ are significantly
disfavored also for NO, we do not consider them relevant for the MO test.

To summarize, for relevant choices of the oscillation parameters, the sensitivity to the
NO is weakest for values of δCP around 180◦. In turn, for IO, δCP is sufficiently constrained,
and we expect only minor variations of T0 within the relevant range around 270◦. Therefore,
it is appropriate to consider the current best fit points to quote the final p-values for both
orderings.
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