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Abstract

In an era marked by renewed interest in lunar exploration and the prospect of establishing a sustainable human presence
on the Moon, innovative approaches supporting mission preparation and astronaut training are imperative. To this end,
the advancements in Virtual Reality (VR) technology offer a promising avenue to simulate and optimize future human
missions to the Moon. Through VR simulations, tests can be performed quickly, with different environment parameters
and a human-centered perspective can be maintained throughout the experiments. This paper presents a comprehensive
framework that harnesses VR simulations to replicate the challenges and opportunities of lunar exploration, aiming to
enhance astronaut readiness and mission success. Multiple environments with physical and visual characteristics that
reflect those found in interesting Moon regions have been modeled and integrated into simulations based on the Unity
graphical engine. We exploit VR to allow the user to fully immerse in the simulations and interact with assets in the
same way as in real contexts. Different scenarios have been replicated, from upcoming exploration missions where it is
possible to deploy scientific payloads, collect samples, and traverse the surrounding environment, to long-term habitation
in a futuristic lunar base, performing everyday activities. Moreover, our framework allows us to simulate human-robot
collaboration and surveillance directly displaying sensor readings and scheduled tasks of autonomous agents which will be
part of future hybrid missions, leveraging the ROS2-Unity bridge. Thus, the entire project can be summarized as a desire
to define cornerstones for human-machine design and interaction, astronaut training, and learning of potential weak points
in the context of future lunar missions, through targeted operations in a variety of contexts as close to reality as possible.
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Unified Robot Description Format (URDF)
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1. Introduction
More than five decades after the last human mission

to the Moon, we are experiencing an era of renewed in-
terest in lunar exploration from government agencies and
private players. Many factors are driving this second race
to our satellite: from the possibility of accessing poten-
tially useful lunar resources to the motivation of building
a permanent base on its surface, setting the Moon as a
gateway for future deep space missions. As a first step
in this direction, National Aeronautics and Space Admin-
istration is developing the Artemis program, planning to
land again astronauts on the Moon by 2026. The agency
is also collaborating with private companies through the
Commercial Lunar Payload Services, to deliver scientific
payload and technological demonstrators. On the other
end, with the multiple Chang’e missions, CNSA advanced
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its lunar exploration program, allowing the deployment of
robotic missions to the Moon surface and the collect sam-
ples from its far side and bring them back to Earth, with
the agency’s long term goal of establish a permanent lunar
base near the South Pole.

Although steps are being taken in this direction, a lot
of effort is still needed in the prospect of establishing a
sustainable human presence on the Moon. Today’s mis-
sions principally focus on scientific exploration, but before
being able to permanently stay on the lunar surface, a lot of
infrastructure is needed, such as a satellite constellation for
precise PNT and systems for managing ISRU, construction
and logistics.

1.1 Related work
In view of a long-term human mission, particular impor-

tance must be given to astronaut’s preparation and training.
In this context, the latest developments in simulations and
VR technologies could be exploited. Through simulations,
different mission scenarios and environment parameters
can be replicated and tested, while using VR a human-
centered point of view is maintained during experiments.
This is confirmed by [1], where the authors survey VR
applications for astronaut training. They illustrate how a
training approach based on realistic simulations is highly
versatile, customizable, and efficient in terms of safety,
costs, and time savings. Again, regarding task preparation
to be performed by astronauts during a mission, [2] presents
a framework where VR is integrated with hardware-in-
the-loop simulations that allow the trainee to experience
physical feedback while executing the task. Various opera-
tion scenarios are simulated, such as EVA activities, mass
handling, and collaboration with robotics procedures, but
all are relative to missions to be performed on the ISS.
The concept of leveraging VR to enhance the engineering
of early-stage lunar mission prototypes is well described
in [3, 4]. In particular, [3] focuses on the development of
an iterative design process of lunar habitats in which VR
is integrated to obtain valuable feedback on design choices
directly from a human perspective. In [4], instead, the au-
thors modeled a lunar exploration scenario and showed how
VR facilitates the user-centered design of tools and assets
to be manipulated by astronauts during a future mission.
Moreover, [5] implements a framework aimed at helping
astronauts navigate the lunar environment during their mis-
sions. It leverages Deep Learning (DL) and Augmented
Reality (AR) to show in real-time waypoints to be followed,
potential key points, and dangerous zones. The framework
can be trained based on data collected from robotic mis-
sions at the site, in preparation for human landing. An

example of a simulation of human-robot collaboration is
shown in [6]. Here a rover Digital Twin is spawned in a
simulated lunar environment and can be teleoperated by
astronauts during training sessions to replicate and escape
from possible rover failure situations.

1.2 Paper outline
In this paper, we introduce a VR-based framework that

simulates lunar exploration challenges to enhance astronaut
readiness and mission success. Using Unity game engine,
we model environments resembling key Moon regions,
enabling the replication of interesting scenarios with an
immersive user experience. The framework also supports
human-robot collaboration, integrating sensor data and au-
tonomous task management. This paper is structured as
follows: in Section 2 we present in detail the methodol-
ogy followed for the implementation of our framework. In
Section 3, three different lunar mission scenarios are pre-
sented highlighting the key role of VR and HCD, while
in Section 4 we describe the results obtained and discuss
future extensions to our framework.

2. Material and methods
In this section, we illustrate the methodologies and tech-

nologies used for the implementation of our astronaut’s
training framework. First, we describe how assets are mod-
eled and how we simulate lunar environments, together
with VR integration in the simulations. Then, we focus
on the connection between our framework and the ROS2
environment to perform robotic tasks and human-robot col-
laboration.

2.1 Simulations
Simulations are based on the popular Unity Game En-

gine [7]. Unity allows developers to create 2D, 3D, and VR
experiences across various platforms, including consoles,
mobile devices, and PCs. It offers a robust suite of tools for
designing interactive environments, physics simulations,
and complex animations. We choose Unity over other
game engines mainly for its ease of use, thanks to its user
interface and vast C# APIs, for its versatility and compati-
bility with VR hardware available in our lab. Simulations
in Unity are organized into projects, which contain all as-
sets, scripts, and dependencies needed. Inside the project,
the user can define the scene to be simulated, import the
desired assets, and organize them in a hierarchical way.
Unity also features prefabs: reusable and reconfigurable
assets acting as a template. These are particularly useful
for example to spawn two equivalent exploration rovers
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with different onboard sensor configurations. Moreover,
Unity natively imports Blender [8] objects thanks to the
Blender FBX exporter. This feature has been a key factor
during the simulation engine choice since basically all as-
sets and materials in our framework have been modeled in
Blender.

2.2 Virtual reality
For realizing VR experiences we employ the Meta Quest

3 headset. Featuring two LCD displays with a single res-
olution of 2064×2208p and a horizontal field of view of
110°, the headset allows users to fully immerse in the simu-
lated environments. The headset ships with two dedicated
Meta Touch Plus controllers, employed for manipulation
tasks. The integration of Meta Quest 3 with Unity is per-
formed thanks to the Meta XR All-in-One SDK [9] pack-
ages suite. This is a wrapper for single packages consenting
developers to implement desired VR applications, exploit-
ing the headset capabilities such as body pose detection,
hands and controllers interaction for object grab and in-
terface with the environment, haptic and audio feedback.
Moreover, we exploited the Meta Movements SDK [10] for
realistically animate astronaut avatars, based on feedback
from headset and controllers. This kit allows us to connect
user movements in the real world to the simulated rigged
avatar in Unity.

2.3 Human-robot collaboration
As it is one of the most popular development environ-

ments for robotic applications, we employed ROS2 [11]
to integrate autonomous and collaborative tasks of robotic
agents in our simulations. ROS2 is open source and pro-
vides a set of useful libraries to implement a multitude of
robot behaviors. Moreover, the framework is fully inte-
grated with Unity thanks to the set of tools provided by
Unity Robotics Hub [12]: these include packages for set-
ting up the communication layer to exchange messages over
topics and performing service calls, as typical in ROS2, for
importing robot models from URDF format and for simu-
lating various sensors. On the Unity side, the main compo-
nents to set the communication are the two Unity plugins
MessageGeneration and ROSConnection. The first im-
plements the generation of dedicated C# classes for every
supported ROS2 message type together with its relative
serialization, allowing their usage in Unity scripts, while
the second is the input/output point for serialized messages
from and to the ROS2 network. On the ROS2 side, a TCP
endpoint component manages message traffic between spe-
cific application nodes and the engine.

Fig. 1: Unity - ROS2 communication diagram. From [12].

The communication diagram is illustrated in Figure 1.

3. Astronauts training simulation framework
We will now explore in detail our astronaut training

framework. In particular, three hypothetical mission sce-
narios will be discussed: in the first, the user can immerse
their-self in a future lunar base concept. In the second,
a scene is set up to train sample collection tasks. Lastly,
an example of collaboration between humans and robots
during the exploration of unknown Moon regions is shown.

3.1 Lunar base concept
In this scene, a lunar base concept has been modeled.

Terrain, rocks, and craters on the site have been repro-
duced based on available data and pictures mainly from
Apollo missions, while two habitation modules have been
designed based on Artemis base camp concepts. Special
attention has been given to designing material textures to
ensure they look realistic under the scene lighting con-
ditions. To faithfully reproduce the latter, we made use
of two components: global scene lighting and directional
light. As background global illumination, we employed a
Unity skybox: this asset consists of an HDRi, a 360-degree
image with high dynamic range, which allows us to repli-
cate the photographic lighting of an environment, in this
case coming from the stars. We then modeled the Sun as
a singular directional light, which is easy to configure and
allows adjustment of intensity, angle, and elevation relative
to the ground, enabling us to reproduce conditions of any
desired site on the Moon. An overview of the scene is
shown in Figure 2.

This simulation has been developed to familiarize the
user with the environment in which, during a future long-
term mission on the Moon, everyday activities will take
place. Other than having realistic visual feedback, the
astronaut can understand how to safely interact with objects
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Fig. 2: South pole lunar base simulated in Unity.

when operating with a different gravity level compared to
the one he is used to. In fact, it is easy to simulate objects’
behavior under the influence of Moon gravity, thanks to
Unity built-in physics engine.

Figure 3 illustrates an example of real world user move-
ments being mapped into the simulation avatar. To enable
this feature, the avatar has been properly rigged: in the
context of 3D modeling, the rigging process consists of
the creation of a skeleton for the character, so that it can
be animated according to input movements. An anima-
tion will in fact be associated with the bones components,
which once activated will also move the associated mesh
of the character accordingly. In our cases, rigging is nec-
essary to perform proper inverse kinematics from headset
measures to avatar movements. We leverage Meta SDKs
to take advantage of headset external cameras to carry out
precise hand and leg tracking, allowing to reproduce their
movements in real-time inside the VR environment.

3.2 VR driven mission design
A key feature of our simulation framework is the ca-

pability to repeatedly test different mission tasks, while at

(a) (b)

Fig. 3: Mapping of real world movements into simulation:
user (a) and rigged avatar (b).

the same time collecting useful insights from them. This
is fully exploited thanks to the immersive experience pro-
vided by the VR headset. Specifically, while an astronaut is
training, it is possible to understand how different designs
of procedures and tools influence the operations, relying
on the user’s ability to correctly conclude the task, and
iteratively update their properties in order to proceed with
a new test campaign.

To illustrate this idea, we set up a scene to perform
rock sample collection as shown in Figure 4. We modeled
a series of tools for digging and shoveling with different
characteristics, such as handle length and blade shape, and
we assigned a specific rock sample to each one of them.
The user can grab a tool, use it to interact with the terrain
and learn how to collect and store samples. To visually
give the idea of digging, a selected terrain area is provided
with a CustomRenderTexture. This is a Unity object that
allows to directly update a texture using a Unity Shader,
for later use in a Material. Specifically, we perform ray
casting from any game object which is active on the selected
area (in our case, the astronaut avatar and the excavation
tools) towards the terrain, that is voluntarily placed some
centimeters under the texture. Results from ray casting are
used to update the Shader that will generate a new material
and render it on the CustomRenderTexture at runtime.

In this context, we expect that simulations will help
in collecting valuable feedback from users’ perspectives,
which will be fundamental to understanding how to im-
prove tools’ properties, for example adjusting the blade

Fig. 4: Sample collection scene. Tools and avatar are
placed on dynamic terrain texture rendered at runtime.
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(a) Unity simulation (b) Rviz2 visualization

Fig. 5: An example of Human-robot collaboration inside our framework. (a) robot autonomous behaviour is simulated
in Unity, and (b) robot model and sensed environment are visualized in Rviz2. In both, markers for planned path and
obstacles are shown.

shape to better hold the rock or the handle size in order to
decrease required movements amplitude to accomplish the
task.

3.3 Robotic exploration
In future long-term missions on the Moon, a tight in-

tegration between human operators and robotic agents is
expected. As it is on Earth, robots can be applied to the ex-
ecution of laborious, repetitive, or hazardous tasks, leaving
astronauts with higher-level mission planning. Therefore,
we believe that is important for upcoming astronauts to
learn how to safely interact and collaborate with robots in
a mission scenario.

In this context, we configured in our simulation frame-
work a scene to replicate a typical scenario found during
semi-autonomous robotic exploration of an unknown lu-
nar region. To this end, we modeled an example of a
Moon landing site near the South Pole: it contains the
astronaut avatar and concepts of a descend lander and a
semi-autonomous exploration rover. All the assets have
been modeled in Blender, and the rover URDF is gener-
ated using the add-on Phobos [13]. Once imported in Unity
simulations, interfaces with the rover are exposed as ROS2
topics thanks to the plugins described in Section 2.3. On
the ROS2 side, we set up an environment for rover naviga-
tion based on the popular packages Navigation2 [14] and
Slam Toolbox [15]. Here, the robot is configured to be able
to autonomously navigate in a previously unknown envi-
ronment, generating a 2D occupancy grid map from laser
scan sensor readings, and planning a path over it to reach
the desired goal set by the user. If needed, the rover can

also be teleoperated with a joystick. During navigation, the
operator can always query the rover cameras to monitor the
surrounding area from its point of view and, in any case,
command to back up to a configurable base station. We
also inserted to possibility for the user to be followed by the
rover. An example of collaboration is illustrated in Figure
5: here the user commanded the rover to move towards the
lander.

To facilitate human understanding and interaction with
the autonomous agent, the simulation includes a suite of
tools designed to visualize real-time data processed by the
rover. These are included in the Unity Robotics Hub Vi-
sualization Suite and provide insights into the rover’s per-
ception of the environment, including its sensor readings,
generated map, and path planning decisions. By displaying
this information in an intuitive manner, users can monitor
the rover’s progress, diagnose potential issues, and inter-
vene when necessary. Moreover, the visualization markers
help to increase the security level of the operating envi-
ronment, letting the user be aware of autonomous robots
expected behaviour.

4. Results and Discussion
A test campaign with non-professional subjects has been

carried out in our laboratory to gain insights about the
developed simulation framework. Tests have been focused
on understanding the proposed solution ease of use, its
efficiency as a training setup, and its limitations. Here we
summarize the obtained results:

• Simulation developed in Unity proved to be suffi-
ciently realistic and able to replicate the lunar envi-

IAC-24-D1-3-1-x84065 Page 5 of 7



International Astronautical Congress, Milan, Italy, 14-18 October 2024.
Copyright ©2024 by ’copyright holder’. Published by the IAF, with permission and released to the IAF to publish in all forms.

ronment, on both visual and physical sides. Moreover,
when inside a VR simulation, the user experience is
fluent and commands are responsive. No appreciable
lags with real movements are present.

• The framework proved to be generic and modular:
expansion of a project and creation of new scenarios
or use cases is simple, once the new assets have been
modeled as desired. Their inclusion and setup in the
simulations are straightforward.

• Experiments also bring up limitations of the project,
mostly related to collision managing performed by
Unity. This is more appreciable when dealing with
complex mesh colliders such as the one present on
the astronauts’ spacesuit, when it is possible to have
a situation where two bodies collide with each other.

Building on the insights gained from our initial test cam-
paign, future work will focus on two primary objectives.
First, finding a trade off between realistic collision detec-
tion and computational complexity will be a key factor in
improving our framework, giving more realistic behaviour
of interactions between the user and other assets inside the
simulation. Secondly, we aim to extend the framework to
additional use cases, allowing for broader applicability in
various space mission simulations and training setups.

5. Conclusions
In this paper, a comprehensive framework for astro-

nauts’ training and mission design based on realistic VR
simulations is presented. Key features of the framework
have been illustrated and described with three typical use
cases found in a future crewed mission to the Moon. Tests
have been carried out, proving the ability of the user to
exploit the simulations to perform mission operations and
collaborate with robotic agents.
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