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For pulsar timing arrays (PTAs), the telltale signature of an isotropic stochastic background of
gravitational waves is a pattern of pairwise interpulsar timing correlations approximately following
the Hellings & Downs (HD) curve. Certain systematic errors and new physics processes also lead
to interpulsar correlations with different patterns that can be distinguished from the HD curve to
varied degrees. As evidence of HD correlations in PTA data mounts in coming years, it is important
to develop principled strategies for flexibly and optimally reconstructing the pattern of interpulsar
timing correlations, both to test how well the correlations track the HD pattern and to possibly detect
additional effects, systematic or otherwise. To this end, we develop orthonormal basis functions that
fully capture HD correlations and eliminate covariances between the HD curve and any additional
correlated structure. We do this analytically and in a data-adaptive way informed by “optimal
statistic” analysis techniques widely used by PTA groups. These bases are adaptive in that they
will vary from PTA to PTA and from data release to data release as new pulsars of varied timing
quality and baseline are added to arrays, as instrumentation advances, and as observations accrue.
We discuss how the techniques we introduce can be extended to future multi-signal searches by
PTAs and to robust assessment of HD detection significance.

I. INTRODUCTION

Pulsar timing arrays (PTAs) are decade-spanning ef-
forts to precisely time dozens of pulsars and to de-
tect in their timing behavior subtle correlated patterns
with exciting causes, chief among them being ultra-
low frequency gravitational waves (GWs). These am-
bitious projects have been diligently pursued by groups
of (mainly radio) astronomers all over the globe [1–7]
demonstrating ever-improving scientific capabilities.

A PTA with Np pulsars has N = Np(Np − 1)/2 pairs
of pulsars. The ith of these N pulsar pairs has an an-
gular separation θi from the perspective of the observer.
GWs in the vicinity of the solar system induce corre-
lated timing variations in each pair of pulsars [8]. For a
universe containing a large number of isotropically dis-
tributed GW sources, the amount of cross-correlated tim-
ing residual power in the ith pair of pulsars will depend
on θi and be proportional to the value of the Hellings &
Downs (HD) curve [9]:

Γ(θi) =
1

2
− (1− µi)

8
+

3(1− µi)

4
ln

(
1− µi

2

)
, (1)

where µi ≡ cos θi. The scale of the correlation will de-
pend on the amplitude and spectral characteristics of the
signal, but the variation with θi will follow Γ. The angu-
lar pattern of the correlations will change for anisotropic
source populations and as the size of the source popula-
tion shrinks [10, 11].

Multiple PTAs recently reported compelling obser-
vational evidence for interpulsar correlations consistent
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with the HD curve [12–15]. The sources generating the
GW background that is likely inducing these HD corre-
lations is still an open question, but the amplitude and
spectrum of the background are broadly consistent with
what is expected from an ensemble of supermassive black
hole binaries [16, 17].

The HD curve is a type of overlap reduction function
(ORF) that describes the anticipated fractional correla-
tion between pairs of detectors in the presence of a sig-
nal of interest. Specifically, the HD curve is the ORF
generated by a confused isotropic background of gen-
eral relativistic GWs. But different physical phenom-
ena can generate correlations consistent with different
ORFs. Two alternative ORFs commonly considered by
PTAs are monopoles (no dependence on θi) and dipoles
(proportional to cos θi) possibly arising from inaccurate
timekeeping and errors in referencing pulse arrival times
to the quasi-inertial solar system barycenter, respectively
[18]. Additionally, many alternative theories of grav-
ity admit non-Einsteinian GW polarization modes which
give rise to ORF structure that differs from the HD curve
[19, 20]. The space of interpulsar correlations for a PTA
is an important forum for error checking and scientific
exploration. As such, flexible analysis tools need to be
developed and put to use. We aim to develop some such
tools in this work.

In Section II, we discuss a common way in which pair-
wise interpulsar correlations are modeled as linear com-
binations of Legendre polynomials. In Section III, we
construct an alternative basis for modeling interpulsar
correlations that is specifically tailored to PTA searches
for HD signal. In Section IV, we introduce an adjusted
method for constructing this HD-oriented basis that is
adaptive to the realities of PTA data quality and analy-
sis methods. In Section V, we discuss how our methods
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can be extended to searches for multiple signals at once
and walk through a specific example. We offer some con-
cluding thoughts in Section VI.

II. DECOMPOSITIONS OF INTERPULSAR
CORRELATIONS

The HD curve can be written as a linear combination
of Legendre polynomials as follows [21]:

Γ(θ) =

∞∑
l=0

glPl(µ), (2)

where g0 = g1 = 0 and for l ≥ 2,

gl =
3

2
(2l + 1)

(l − 2)!

(l + 2)!
. (3)

These coefficients monotonically decrease and for large
values of l, gl ∼ l−3. The largest value is g2 = 5/16
and, consequently, the HD curve is commonly described
as quadrupolar. It nonetheless has power in all higher
multipoles.

The motivation for this sort of decomposition of Γ
comes from some linear algebra considerations. Legendre
polynomials can be thought of as vectors in the infinite-
dimensional vector space of square-integrable functions
on the interval I = [−1, 1], often called L2(I). Further-
more, they are orthogonal with respect to the following
inner product:

⟨Pk, Pl⟩C =

∫ 1

−1

Pk(µ)Pl(µ)dµ,

=
2

2l + 1
δkl. (4)

Note that δkl is the Kronecker delta and that the “C” in
the above notation indicates that this is an inner prod-
uct of “continuous” functions; we will employ a discrete
inner product, ⟨ , ⟩D, in later sections. This integral
property of the Legendre polynomials allows one to ex-
press any element of L2(I) as a linear combination of the
Pl elements. The full set of Pl elements thus forms an or-
thogonal basis for L2(I), and since Γ can be expressed as
a linear combination of these basis elements, Γ ∈ L2(I).

Any finite subset of the Pl elements will form an or-
thogonal basis for a finite-dimensional subspace of L2(I).
The HD curve, Γ, cannot exist completely in one of these
finite-dimensional subspaces because it has non-vanishing
projections onto an infinite number of the Pl elements.
Nonetheless, PTA groups have attempted to reconstruct
their interpulsar correlations using a finite number of Pl

elements. For instance, see Figure 7 in [15] in which the
first six Legendre polynomials are used to reconstruct
the ORF. Similar decompositions of the ORF in terms of
both Legendre and Chebyshev polynomials can be found
in Appendix A of [14]. Legendre decompositions of the
ORF are a justifiable approach to allowing the ORF to be

something other than Γ, important for hypothesis testing
and detection of alternative signals. Some truncation in
the number of basis elements needs to occur for realistic
computational reasons. To assess the scale of error in re-
constructing Γ induced by this finite truncation, consider
that (

5∑
l=0

gl

)−1 ∞∑
l=6

gl =
3

32
. (5)

So all of the HD signal you capture by reconstructing
the ORF with just the six lowest-order Legendre poly-
nomials is approximately 10 times larger than the signal
that’s missed by not including the higher order terms.
This is a potentially acceptable concession for computa-
tional expediency, particularly since a ∼10% error from
an incomplete parameterization of the ORF is currently
significantly smaller than the errors on the amplitude of
an HD signal just based on current data quality (see the
abstract of [15], for instance). But it is an ultimately
unnecessary loss of sensitivity for important science, es-
pecially considering the ever-improving nature of PTA
data quality—10% errors are in the near future. We sug-
gest a modified approach. One need not be beholden to
Legendre polynomials, even in light of their useful or-
thogonality properties.
We will often speak of orthonormal bases as a matter

of preference. Normalization is always with respect to
a particular inner product. Vectors normalized with re-
spect to the above continuous inner product will be given
a “hat.” For example,

Γ̂(θ) =
Γ(θ)

⟨Γ,Γ⟩1/2C

=
√
24 Γ(θ). (6)

In later sections, when we use a different discrete inner
product in a different vector space, we will adjust our
normalization notation accordingly.

III. HD-ORIENTED ORTHONORMAL BASES

Consider the subspace of L2(I) spanned by the ele-
ments of the finite set Sin = {Γ, P0, P1, . . . , PT } for some
integer T at which we truncate. This set is a basis for the
space it spans as it is linearly independent. However, the
presence of Γ in the set prevents this basis from being or-
thogonal so long as T ≥ 2 since gl ̸= 0 for l ≥ 2, i.e. Γ has
non-vanishing projections onto other elements of the set
if quadruopolar and higher-order Legendre polynomials
are included in the set. Fortunately, when given a basis
for some space and an inner-product, the Gram-Schmidt
(GS) procedure provides a straightforward prescription
for generating an orthonormal basis that spans the same
space as the original basis. The resultant basis depends
on the order in which the original basis elements are fed
into the GS algorithm, so whenever we write down a set
like Sin, we assume it to be an ordered set with a first
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element, a second element, and so forth. We will feed Sin

into the GS algorithm and generate an orthonormal basis
Sout = {Q̂0, Q̂1, Q̂2, · · · , Q̂T+1}. Because the HD curve
is largely quadrupolar (l = 2) in the sense of Legendre
polynomials discussed above, we map Γ through this GS
procedure to Q̂2. But because the GS algorithm’s out-
put depends on the ordering of the input, if we are to
preserve HD-correlations in the output set, Γ must be
the first element of the input set. This leads to some po-
tentially confusing mapping between the elements of Sin

and Sout so to be completely explicit, here’s the map of
input elements to output elements we employ:

{Γ, P0, P1, P2, . . . , PT }

{Q̂0, Q̂1, Q̂2, Q̂3, . . . , Q̂T+1, }.

(7)

As a demonstration, we explicitly work through this
procedure for the case with T = 3:

Step 1a : Q2 = Γ,

Step 1b : Q̂2 =
Q2

⟨Q2, Q2⟩1/2C

=
√
24Γ , (8)

Step 2a : Q0 = P0 − Q̂2�����:0
⟨P0, Q̂2⟩C = P0,

Step 2b : Q̂0 =
Q0

⟨Q0, Q0⟩1/2C

=
1√
2
P0 , (9)

Step 3a : Q1 = P1 − Q̂2�����:0
⟨P1, Q̂2⟩C − Q̂0�����:0

⟨P1, Q̂0⟩C = P1,

Step 3b : Q̂1 =
Q1

⟨Q1, Q1⟩1/2C

=

√
3

2
P1 , (10)

Step 4a : Q3 = P2 − Q̂2⟨P2, Q̂2⟩C − Q̂1�����:0
⟨P2, Q̂1⟩C

−Q̂0�����:0
⟨P2, Q̂0⟩C = P2 − 3Γ,

Step 4b : Q̂3 =
Q3

⟨Q3, Q3⟩1/2C

=
√
40 (P2 − 3Γ) , (11)

Step 5a : Q4 = P3 − Q̂3⟨P3, Q̂3⟩C − Q̂2⟨P3, Q̂2⟩C

−Q̂1�����:0
⟨P3, Q̂1⟩C − Q̂0�����:0

⟨P3, Q̂0⟩C

= P3 + 3P2 −
48

5
Γ,

Step 5b : Q̂4 =
Q4

⟨Q4, Q4⟩1/2C

=

√
175

8

(
P3 + 3P2 −

48

5
Γ

)
. (12)

Since Γ is already orthogonal to P0 and P1 (as evidenced
by g0 = g1 = 0), Steps 1 through 3 of the above pro-
cedure are trivial—unit normalization of the input basis
functions. Steps 4 and 5 illustrate the general process
that emerges for higher-order basis functions. This pat-
tern of steps continues for arbitrarily large choices of T .
The elements of Sout are shown in Figure 1 in blue.

For the bottom three panels, where l ≥ 2 and Q̂l ̸= P̂l,
we plot the normalized Legendre polynomial (or its neg-
ative) with the same number of zero crossings in dashed
orange to highlight the differences. The pink curves will
be discussed in the next section. In this new basis, HD
correlations are purely “quadrupolar”, captured perfectly
by Q̂2. By construction, these basis functions are or-
thonormal with respect to the relevant inner product:
⟨Q̂k, Q̂l⟩C = δkl. For Legendre polynomials, the number
of zero crossings is equal to the order, l; this same prop-
erty carries over to the elements of Sout, although the
locations of the zeros has changed. The even (odd) or-
der Legendre polynomials are even (odd) functions about
θ = π/2: Pi (cos (θ ± π/2)) = ±Pi(cos θ). It is on this
front that Γ is most distinct from the l = 2 Legendre
polynomial as it lacks this basic symmetry. For l ≥ 2,
the Q̂l basis curves also lack this symmetry, reflecting the
GW physics at the heart of the HD curve. This is a basis
tailored to GW science with PTAs.

IV. BASES TAILORED TO THE OPTIMAL
CROSS-CORRELATION STATISTIC

Continuous basis functions and the continuous inner
product used above are not necessarily the most useful
tools possible for PTA data analysis and the reconstruc-
tion of ORFs. PTAs sample the ORF on a discrete set
of N = Np(Np− 1)/2 angular separations θi. For the ith
pulsar pair, a dimensionless cross-correlation measure ρi
is measured with an associated uncertainty σi that de-
pends on the noise properties of the two pulsar timing
data sets used to compute it. We will treat the collection
of all N cross-correlation measurements and the associ-
ated uncertainties as column vectors in anN -dimensional
vector space, calling them ρ and σ, respectively. Linear
algebra techniques in this vector space are critical to PTA
searches for HD correlations.
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FIG. 1. The orthonormal basis elements, Q̂l, built around the
normalized Hellings & Downs (HD) curve, Q̂2, following the
procedures described in Section III are displayed in solid blue
for l = 0 through 4. Where these derived basis elements differ
from normalized Legendre polynomials (l = 2, 3, and 4), the
normalized Legendre polynomial (or its negative) is shown

in dashed orange for comparison. The pink “curves,” Q̃l,
are actually discrete collections of N = 2, 211 points, equal
to the number of pulsar pairs used for GW searches from
NANOGrav’s recent 15-year data release [15, 22]. These ba-
sis elements exist in an N -dimensional vector space and were
derived through the GS-process using the inner product de-
scribed in Section IV. They are designed to search for HD
correlations using “optimal statistic” techniques while allow-
ing for additional structure in the overlap reduction function.
Where the R̂l functions discussed in Section V differ from the
Q̂l functions, we show them as dotted green curves.

Frequentist and quasi-Bayesian searches for HD cor-
relations often make use of the “optimal statistic” (OS)
[23–25]. Computation of the OS employs estimates of ρ
and σ that account for the anticipated power-law spec-
tral characteristics of the GW background. Ultimately,

the OS is an estimate of the squared amplitude of the
background, A2

GW, at a particular reference frequency,
traditionally 1 yr−1. If we define the diagonal N × N
matrix Ξ = σσT, and γ = Γ(θi), i.e. the N -dimensional
column vector consisting of the values of the HD curve at
the N different angular separations sampled by the PTA,
the OS estimate for A2

GW is

A2
GW =

ρTΞ−1γ

γTΞ−1γ
. (13)

See Appendix A of [24] for a discussion of this particular
formulation of the OS. For our purposes, we recast this
formulation of the OS as

A2
GW =

⟨ρ, γ⟩D
⟨γ, γ⟩D

, (14)

where we have defined the discrete inner product

⟨α, β⟩D =
αTΞ−1β

tr(Ξ−1)
. (15)

Recent work has advanced the OS formalism to ac-
commodate ORFs other than just the HD curve. Specif-
ically, in [26], the ORF is treated as a linear combina-
tion of functions ζi; these could be Legendre polynomials
or something else depending on the chosen application.
Rather than a single estimate on the amplitude A2

GW as-
sociated with the HD ORF, Γ, one computes estimates
on the multiple squared amplitudes of the multiple corre-
lated processes contributing to the observed correlations:

A2
i = Bij⟨ρ, ζj⟩D, (16)

where Bij is the matrix inverse to

Bij = ⟨ζi, ζj⟩D. (17)

We note that the A2
i values are sensitive to the scale or

amplitude of the basis elements ζj so our preference for
unit-normalized basis elements will influence their values.
The GS techniques discussed in the previous sec-

tion can be advantageously carried over to analy-
ses of this sort. With an input basis Sin =
{Γ(θi), P0(θi), . . . , PT (θi)} and with the inner product
⟨ , ⟩D, the GS procedure can readily produce an or-

thonormal basis Sout = {Q̃0, . . . Q̃T+1}, where normal-
ization is now with respect to the discrete inner product.

We have done this and show the results as the pink
“curves” in Fig. 1. They are not continuous since they
are only defined on N discrete values of θi. We used
values of θi and σi derived from the NANOGrav 15-yr
data set [22] where Np = 67 and N = 2, 211. Since N is
large and the values of θi are fairly well spread through
the interval from 0 to π, these collections of points look
like continuous curves, but some stippling near θ = 0 and
θ = π, populated by fewer pairs of pulsars, betrays the
discrete domain.

If the orthonormal basis we developed here were used
in the flexible ORF reconstruction via OS techniques
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from [26], Bij = ⟨Q̃i, Q̃j⟩D = δij . The square-amplitude
estimates of all of the combined correlated processes be-
come independent of one another with an appropriately
constructed basis. Furthermore, A2

2 will be proportional
to A2

GW with no spillage of signal power into basis ele-
ments of other orders.

Interestingly, one can see from the top two pan-
els of Figure 1 that ⟨Γ(θi), P0(θi)⟩D ̸= 0 and
⟨Γ(θi), P1(θi)⟩D ̸= 0. In fact, while ⟨Γ(θi), P2(θi)⟩D ≈
0.089, ⟨Γ(θi), P0(θi)⟩D ≈ 0.059 and ⟨Γ(θi), P1(θi)⟩D ≈
0.051; the monopole and dipole have substantial overlap
with the ORF compared to the anticipated quadrupole.
The first few steps of the GS procedure are no longer triv-
ial with this discrete inner product. Thus, Q̃0 ̸= P̃0(θi)

and Q1 ̸= P̃1(θi). Purely monopolar and dipolar ORFs
are covariant with the HD ORF for NANOGrav and ev-
ery other PTA. If a PTA group were to look exclusively
for HD correlations, the presence of a strong monopolar
or dipolar correlation in the data from systematic er-
rors could register as an HD signature; this is among the
things directly demonstrated in [18]. The amount of co-
variance between the HD curve and monopolar and dipo-
lar correlation patterns depends on the specific sampling
of θi (which depends on what pulsars a PTA observes)
and the uncertainties on cross-correlation measurements
(this will vary depending on the specific pulsars, in-
struments, and observing strategies used by a PTA).

In a sense, Q̃0 and Q̃1 are the most nearly monopolar
and dipolar ORFs, respectively, that NANOGrav could
perfectly distinguish from HD correlations without co-
variances using their 15-yr data set. Also note that
⟨Γ,Γ⟩C ̸= ⟨γ, γ⟩D so Γ̂ ̸= Γ̃. This can be seen from the
slight mismatch between the blue and pink curves in the
middle panel of Figure 1. These two curves are, however,
proportional to one another.

V. APPLICATION TO MULTI-SIGNAL
SEARCHES

There are scenarios in which one will want to simulta-
neously search for specific correlation patterns from mul-
tiple different, potentially non-orthogonal processes in a
PTA data release. For instance, searches for the HD cor-
relations produced by the two transverse-traceless polar-
ization modes of Einsteinian GWs might be accompanied
by a search for evidence of scalar-tensor GW modes with
an altogether different ORF [27]. Depending on the inner
product being used, these two ORFs may not be orthogo-
nal to one another. A slight modification of the strategies
we have been discussing can still facilitate and improve
such searches.

If, as an example, we assume the ORF describing the
correlations in a particular PTA data release is some lin-
ear combination of the HD curve, which we will here call
ΓHD, the ORF appropriate for describing an isotropic

background of scalar-tensor GW modes,

ΓST(µ) =
1

8
(3 + µ), (18)

and T + 1 other linearly-independent basis functions ηi
(Legendre polynomials, potentially), we can apply the
GS procedure with an appropriate inner product to the
basis Sin = {ΓHD,ΓST, η0, . . . ηT } to produce an or-
thonormal basis Sout = {R̄0, . . . , R̄T+2} spanning the
same space. We are using a bar above basis elements
here to represent normalization with respect to whatever
inner product is being used. To gain orthonormality, we
will potentially have lost a basis function proportional to
ΓST in the process (as we will see, ⟨ΓHD,ΓST ⟩C = 0, but
⟨ΓHD,ΓST ⟩D ̸= 0 for any realistic PTA data set). This is
too great a cost if one were specifically trying to detect or
constrain the presence of ST modes. The output of the
GS procedure is still valuable for these searches though.

Suppose that R̄2 and R̄0 are the elements of the GS
output basis onto which ΓHD and ΓST are mapped, re-
spectively (see following paragraph for why one would
do such a mapping). Then the entire part of the orig-
inal subspace of possible ORFs that is orthogonal to
both ΓHD and ΓST is spanned by the orthonormal basis
{R̄1, R̄3, . . . R̄T+2}. One could simply conduct ORF re-
construction with the basis {Γ̄ST, R̄1, Γ̄HD, R̄3 . . . R̄T+2}.
This basis is orthonormal but for the fact that
⟨ΓHD,ΓST⟩, depending on the specific inner product be-
ing used, is potentially not equal to zero. Both correla-
tion patterns of interest are completely captured by this
basis, the correlations between these two signals can be
readily analyzed, and there is a collection of additional
orthonormal basis elements for reconstructing any addi-
tional structure in the ORF, none of them covariant with
the HD and ST signals of interest.

We now explicitly demonstrate this procedure using
Legendre polynomials as the additional elements in a five-
element basis and the continuous inner product ⟨ , ⟩C .
Note that ΓST is a linear combination of P0 and P1.
This simplifies much of the needed linear algebra as ΓST

is already orthogonal to ΓHD and all but two Legen-
dre polynomials. For our input basis, we use Sin =
{ΓHD,ΓST, P1, P2, P3}. With ΓST present, including both
P0 and P1 in this set would make it linearly dependent, so
we exclude P0. In order to preserve the nice feature that
Legendre polynomials have whereby the order is equal to
the number of zero crossings, we use the map

{ΓHD, ΓST , P1, P2, P3}

{R̂0, R̂1, R̂2, R̂3, R̂4, }.

(19)

The GS procedure with the ⟨ , ⟩C inner product and
the above map produces the orthonormal output basis
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Sout = {R̂0, R̂1, R̂2, R̂3, R̂4} with

R̂2 = Q̂2 =
√
24ΓHD, (20)

R̂0 =

√
24

7
ΓST, (21)

R̂1 =

√
14

9

(
P1 −

2

7
ΓST

)
, (22)

R̂3 = Q̂3 =
√
40(P2 − 3ΓHD), (23)

R̂4 = Q̂4 =

√
175

8

(
P3 + 3P2 −

48

5
ΓHD

)
. (24)

These R̂l basis functions differ from the Q̂l basis functions
for only l = 0 and l = 1. As such, we explicitly show R̂0

and R̂1 in Figure 1 as dotted green curves. R0 is simply
the normalized version of ΓST. R̂1 is a slightly rescaled
and vertically shifted version of the normalized l = 1
Legendre polynomial.

If we used this R̂l basis for ORF reconstruction and
if the signal was truly a superposition of just ST and
HD signals, all of the power would appear in the R̂0 and
R̂2 channels and the interpretation of the result would
be very straightforward. If we had used a simple basis of
Legendre polynomials for ORF reconstruction, the signal
power would be diluted, spread across basis elements of
all orders.

These techniques can be extended to searches for more
than two signals present in the data. If one wanted to
search for Nsignal overlapping signals while using Nspan

additional basis elements to span the space of poten-
tial additional ORF structure, they would use the set
of Nsignal +Nspan basis elements as the input set to the
orthonormalization procedure (taking care to feed in the
Nsignal elements first and insuring that the input set was
linearly independent) and explicitly placing the normal-
ized Nsignal signal ORFs in the output set. There would
potentially be correlations among the signals of interest,
but the rest of the output basis would be conveniently
orthonormalized around the signal subspace. It is im-
portant to adapt one’s tools to the task at hand. The
techniques described in this paper will prove valuable for
flexible and informed ORF reconstruction as PTAs be-
come increasingly powerful over time as diverse probes
of the GW Universe.

VI. FINAL REMARKS

The techniques we’ve developed may prove useful for
determining the significance of future measurements of
HD correlations in yet another way. “Sky scrambles”
are an important and widely-used technique for assess-
ing the false-alarm probability in any search for HD cor-
relations by PTAs [28–30]. The basic idea is to conduct
the search for HD correlations using the measured cross
correlations and uncertainties, ρi and σi, but to artifi-
cially rearrange the sky positions of the pulsars so that
rather than sampling the correlation space along the true
values of pairwise angular separation, θi, one samples
them along some other set of angular separations, θ∗i .
Not just any sky scramble will do though. One checks
that a “match” statistic, M , falls below a sufficiently low
threshold to ensure that the scrambled sky is sufficiently
different from the true sky to “kill” the correlated signal.
The match statistic used in the literature is a sort of in-
ner product akin to what we have worked with here. If
M ∝ ⟨Γ(θi),Γ(θ∗i )⟩ falls below some tunable threshold,
the sky is considered sufficiently scrambled and we look
to the value of ⟨ρi,Γ(θ∗i )⟩ as being a representative draw
from a noise background distribution.

At its heart, the sky scrambles technique is an effort
to assess the distribution of detection statistics against
ORFs that are sufficiently orthogonal to the HD ORF.
With our techniques, we can generate ORFs that are
linear combinations of basis elements which are strictly
orthogonal to the HD ORF. We’ve mapped out the en-
tire space of ORFs orthogonal to HD. We can construct
ORFs ζ(θi) as randomized linear combinations of basis
elements that are orthogonal to HD correlations such that
⟨Γ(θi), ζ(θi)⟩ = 0. No scrambling of pulsar positions is
necessary to find an ORF that is sufficiently orthogonal
to what is expected from a GW signal. Assessing detec-
tion statistic distributions in searches for ORFs strictly
orthogonal to the HD curve could become an impor-
tant technique for understanding the noise background
of PTAs and making strong detection claims with robust
false alarm probabilities in the near future, complemen-
tary to sky scrambles and other similar techniques. We
leave a detailed exploration of this idea to future work.
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