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MINIMUM NUMBER OF DISTINCT EIGENVALUES OF DISTANCE-REGULAR AND

SIGNED JOHNSON GRAPHS

SHAUN FALLAT, HIMANSHU GUPTA, ALLEN HERMAN, AND JOHNNA PARENTEAU

Abstract. We study the minimum number of distinct eigenvalues over a collection of matrices as-

sociated with a graph. Lower bounds are derived based on the existence or non-existence of certain

cycle(s) in a graph. A key result proves that every Johnson graph has a signed variant with exactly

two distinct eigenvalues. We also explore applications to weighing matrices, linear ternary codes,

tight frames, and compute the minimum rank of Johnson graphs. Further results involve the min-

imum number of distinct eigenvalues for graphs in association schemes, distance-regular graphs,

and Hamming graphs. We also draw some connections with simplicial complexes and higher-order

Laplacians.

1. Introduction

Let G be a graph with vertex set V(G) and edge set E(G). Typically, we use standard terminology

from graph theory (see, for e.g., [17]). We refer to n = |V(G)| and m = |E(G)| as the order and the

size of G, respectively. All the graphs we consider are simple (i.e., undirected, without loops and

multiple edges). A graph is called k-regular if every vertex has exactly k neighbors. The adjacency

matrix A(G) of a graph G has its rows and columns indexed by V(G), where the (u, v)-entry is 1

if there is an edge between u and v, and 0 otherwise. Since A(G) is a real symmetric matrix, all

of its eigenvalues are real. These eigenvalues are closely connected to important combinatorial

parameters and are useful in various situations (see, for e.g., [20, 30]).

A signature on a graph G is a function σ : E(G) → {1,−1}. A signed graph, denoted by

Ġ = (G, σ), is a graph G together with a signature σ. For basic results and open problems in the

theory of signed graphs, see [14, 55] and the references therein. The adjacency matrix A(Ġ) of

a signed graph Ġ = (G, σ) has its rows and columns indexed by V(G), where the (u, v)-entry is

equal to σ({u, v}) if there is an edge between u and v, and 0 otherwise. In this paper we refer A(Ġ)

as a signed adjacency matrix of the underlying graph G. Notice that the conventional adjacency

matrix can also be interpreted as a signed adjacency matrix of the graph G with all edges have

positive signs. Let Ṡ(G) denotes the set of all signed adjacency matrices of a graph G. Note that

|Ṡ(G)| = 2|E(G)|. Let q(M) denote the number of distinct eigenvalues of a matrix M. We denote the

minimum number of distinct eigenvalues of a graph G among all the signed adjacency matrices of

graph G as

q̇(G) := min{q(M)|M ∈ Ṡ(G)}.
An important problem in spectral graph theory is to identify graphs that have an associated ma-

trix with exactly two distinct eigenvalues, where the matrix is chosen from a fixed set of matrices.

One instance of this problem is to characterize graphs G such that q̇(G) = 2 (see, for e.g., [14,
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Problem 3.9]). This problem is significant, as demonstrated by Huang’s work in [36]. Huang con-

structed a signed adjacency matrix of the d-dimensional hypercube whose eigenvalues are ±
√

d,

each with multiplicity 2d−1, leading to a breakthrough proof of the Sensitivity Conjecture in the-

oretical computer science. Another noteworthy connection is with equiangular lines. A signed

adjacency matrix of a complete graph corresponds to the Seidel matrix of a graph whose edges

are the negative edges of the complete graph. Seidel matrices, particularly those with two distinct

eigenvalues, have been extensively studied and are linked to equiangular lines (see, for e.g., [30,

Chapter 11]).

Let G be a graph such that q̇(G) = 2. We note a few key results about such graphs. First, G

must be a regular graph (see [47]). All such graphs G of degree at most 5 have been characterized

in [35, 52, 53], and those with order at most 11 are presented in [52]. For results concerning

if G is triangle-free we refer to [28]. Additionally, many other intriguing results and sporadic

constructions can be found in [48, 51, 54].

Consider a significantly larger set of matrices compared to Ṡ(G). Let S(G) denotes the set

of all real symmetric n × n matrices A = [ai j] where ai j = 0 if and only if {vi, v j} is not an

edge in G, and the diagonal entries aii can take any value. The inverse eigenvalue problem for a

graph G (IEPG) asks to determine all possible spectra of matrices in S(G) (see, for e.g., [10, 34]).

Characterizing the complete spectrum of a given graph is a very challenging problem. Numerous

intriguing variants of this problem have been extensively studied. Notable examples include the

minimum number of distinct eigenvalues, minimum rank, and multiplicity lists.

The minimum number of distinct eigenvalues for a graph G is

q(G) := min{q(M)|M ∈ S(G)}.
It is easy to check that q(G) = 1 if and only if G is an empty graph. The parameter q(G) has

been studied in [16, 40, 41, 42]. The connected graphs G with q(G) = n or n − 1 have been

characterized (see [13]). On the other extreme, the graphs G with q(G) = 2 have no forbidden

subgraph characterization, as implied by [3, Theorem 5.2]. However, it is known that q(G) = 2

if and only if there exists M ∈ S(G) such that M2
= I, i.e., there is an orthogonal matrix M in

S(G) (see [3]). Thus, studying graphs with q(G) = 2 is equivalent to studying zero patterns of

n × n symmetric orthogonal matrices. A connected graph G on n vertices with q(G) = 2 has at

least 2n − 4 edges (see [11]). The regular graphs G with q(G) = 2 and of degree at most four

are characterized in [12]. More graphs with q(G) = 2 have been studied in [12, 21], and [27].

Since Ṡ(G) ⊂ S(G) so q(G) ≤ q̇(G). Two key results on q(G) for a general graph G are presented

in Section 3 of this paper. Theorem 9 provides lower bounds on q(G) based on the existence of

specific cycles in G. The proof involves associating polynomials with G and determining whether

a solution with all variables non-zero exists. Theorem 11 shows that if G is of odd order, non-

bipartite, and triangle-free, then q(G) ≥ 3. We emphasize that this paper primarily focuses on the

real field. However, when it is necessary to consider the complex field, we will use the notations

SC(G) and qC(G), etc.

A graph of order n is said to be strongly-regular with parameters (n, k, λ, µ) if it is k-regular, every

pair of adjacent vertices have λ common neighbors, and every pair of distinct nonadjacent vertices

have µ common neighbors (see, for e.g., [20, Chapter 9]). A connected graph with diameter d is

called distance-regular if, for any two vertices u, v at distance i, there are precisely ci neighbors of

v at distance i − 1 from u and precisely bi neighbors at distance i + 1 from u, where 0 ≤ i ≤ d (see,

for e.g., [19, Chapter 4]). Note that a strongly-regular graph with parameters (n, k, λ, µ), µ > 0 is a

distance-regular graph of diameter 2 with intersection array {k, k − 1 − λ; 1, µ}, and vice-versa.
2



The adjacency matrix A(G) of a graph G with diameter d has at least d + 1 distinct eigenvalues.

For distance-regular graph with diameter d, the above bound is tight, that is, it has exactly d + 1

distinct eigenvalues. This implies the bound q(G) ≤ d + 1 for a distance-regular graph G with

diameter d. A natural question is to determine the distance-regular graphs for which the above

bound is strict or tight. Thus, in the case of a strongly-regular graph, the problem is to determine

whether q(G) equals 2 or 3, as posed in [3, Section 8]. The problem of determining the distance-

regular graphs with two distinct eigenvalues is posed as [12, Problem 6.4]. Our main focus in

this paper is to study q(G) for distance-regular graphs. A distance-regular graph is a specific case

of the broader concept of association schemes. In Section 4.1, we investigate q(G) for graphs

within an association scheme. The main result, Theorem 12, provides a criteria for identifying a

graph G with q(G) = 2 using the idempotents of the Bose-Mesner algebra (see Section 4.1 for

definitions). Additionally, Theorem 14 identifies certain normal Cayley graphs with q(G) = 2

based on a theorem of Burnside. In Section 4.2, we apply these results to derive four propositions

regarding distance-regular graphs. Section 4.2.1 includes Table 1, summarizing q(G) for several

small well-known distance-regular graphs.

The two well-known families of distance-regular graphs are the Johnson graph and the Hamming

graph. Let n, d ∈ N with n ≥ d + 1, and define [n] := {1, 2, . . . , n}. The Johnson graph J(n, d)

is the graph whose vertices are the d-subsets of [n], where two subsets are adjacent when their

intersection has size d − 1. For the Hamming graph H(d, n), let n, d ∈ N with n ≥ 2, and define

Yn := {0, 1, . . . , n−1}. The vertex set of H(d, n) is Yd
n , where two d-tuples are adjacent if and only if

they differ in exactly one coordinate. The Johnson graph and the Hamming graph have been useful

in various areas, including coding theory, design theory, Ramsey theory, and other branches of

combinatorics (see, for e.g., [29, 44]). Results regarding q(G) for the Johnson graph are discussed

in Section 5, while those for the Hamming graph are presented in Section 6.

Note that the Johnson graph J(n, 2) is the line graph of complete graph Kn. It is known that there

exists a signed adjacency matrix of the line graph of Kn with exactly two distinct eigenvalues (see

for e.g., [52, Theorem 4.3] and [48, Proposition 3.1]). In Theorem 24, we prove that this holds

true for all the Johnson graphs that q(J(n, d)) = q̇(J(n, d)) = 2. We observe that Johnson graphs

are linked to certain simplicial complexes. In the theory of simplicial complexes, the higher-order

Laplacian operators play a crucial role. In Section 4.3, we include the relevant preliminaries from

simplicial complexes and shows how these tools can also be used to establish lower bounds on

q(G) for certain graphs derived from a simplicial complex.

Another important problem in the IEPG is determining the minimum rank of a graph. The

minimum rank and positive semidefinite minimum rank of a graph G are defined as follows:

mr(G) := min{rank(M)|M ∈ S(G)}
mr+(G) := min{rank(M)|M ∈ S(G) and M is positive semidefinite}.

Clearly, mr(G) ≤ mr+(G). The parameters mr(G) and mr+(G) have been studied in various works

(see, for e.g., [8, 9, 18, 22, 25, 33]). In Theorem 25, we prove that for Johnson graphs J(n, d),

we have mr(J(n, d)) = mr+(J(n, d)) =
(

n−2

d−1

)

. Notably, Theorem 25 for d = 2 follows from [32,

Theorem 3.18] and [46, Theorem 3.1.31].

As mentioned earlier, the construction of a signed adjacency matrix for H(d, 2) in [36] shows

that q(H(d, 2)) = 2 for all d ≥ 2 (the same construction is also established in [3, Corollary 6.9]).

In Section 6, we offer a new perspective on this construction, focusing on graphs associated with

the maximum cliques of a complete d-partite graph where each part has size 2. It follows from
3



[12, Lemma 3.3] that q(H(2, n)) = 3 for all n ≥ 3. In Corollary 41, we demonstrate that the

hypercubes H(d, 2) are the only Hamming graphs with exactly two distinct eigenvalues, meaning

q(H(d, n)) ≥ 3 for all n ≥ 3 and d ≥ 2. However, we suspect that q(H(d, n)) = d + 1 holds

for all d ≥ 2 and n ≥ 3. Accordingly, we propose Conjecture 1 in Section 6, which, if proven,

would support this suspicion using Theorem 40. In Theorem 42 and Theorem 43, we demonstrate

that certain distance-d graphs of H(d, n) and their complements have two distinct eigenvalues.

In Theorem 45, we prove that the complements of certain hypercubes, along with other specific

graphs, have exactly two distinct eigenvalues.

A weighing matrix of weight w and order n is a square n × n matrix A over {0,−1, 1} such that

AAT
= wIn. Two notable special cases include the Hadamard matrices of weight and order n, and

the conference matrices of weight n− 1 and order n. The weighing matrices have been extensively

studied in design theory and coding theory (see, for e.g., [39]). We provide a construction of a

weighing matrix of weight d2 and order
(

2d

d

)

for any d ≥ 2 (see Proposition 35). This construction

is detailed in Section 5.2, where we also present several other results that stem from our findings

on Johnson graphs. Specifically, we explore connections with weighing matrices in Section 5.2.1,

linear ternary codes in Section 5.2.2, tight frame graphs in Section 5.2.3, and maximum degree of

certain induced subgraphs of Johnson graphs in Section 5.2.4.

The paper is organized as follows: Section 2 presents the preliminary definitions and results

necessary for the subsequent sections. In Section 3, we discuss results related to general graphs.

Section 4 focuses on graphs with specific properties and is divided into three subsections: Section

4.1 covers association schemes, Section 4.2 addresses distance-regular graphs, and Section 4.3

explores simplicial complexes. Section 5 is dedicated to Johnson graphs, where we first present

our results and then provide proofs in Section 5.1. Section 5.2 discusses various applications of

our findings. In Section 6 we examine Hamming graphs. Finally, we conclude with a summary

and a discussion of related open questions in Section 7.

2. Preliminaries

Let G be a graph with n vertices, m edges, and diameter d. The shortest path distance between

two vertices u and v is denoted by dG(u, v). For 0 ≤ j ≤ d, the distance- j graph G j is defined on

the same vertex set as G, with two vertices u and v being adjacent if and only if dG(u, v) = j. The

adjacency matrix of G j, denoted A j, is called the distance- j matrix of G. Specifically, A j(u, v) = 1

if dG(u, v) = j and 0 otherwise. Let m j denote the number of edges in G j (so m1 = m). Let G

denote the complement graph of G. For two graphs G and H with the same vertex set V , the graph

G ∪ H represents the graph whose vertex set is V and the edge set is E(G) ∪ E(H). We denote the

complete and the cycle graphs of order n by Kn and Cn, respectively. Let Kd×n denote the complete

d-partite graph where each part consists of n vertices. The graph C3 is referred to as the triangle.

A graph is said to be triangle-free if it contains no C3. A pair of vertices in a graph G are called

antipodal vertices if they are farthest apart.

The Cartesian product G � H of two graphs G and H is a graph with vertex set V(G � H) =

V(G) × V(H), and vertices (u1, v1) and (u2, v2) are adjacent if and only if either u1 = u2 and v1 is

adjacent to v2 in H, or v1 = v2 and u1 is adjacent to u2 in G. The tensor product of graphs G and H,

denoted by G × H, has the vertex set V(G × H) = V(G) × V(H), and vertices (u1, v1) and (u2, v2)

are adjacent if and only if u1 is adjacent to u2 in G and v1 is adjacent to v2 in H.

Let Ġ = (G, σ) be a signed graph. The degree k(v) of a vertex v in Ġ is the degree of v in the

underlying graph G. The positive degree k+(v) is the number of positive edges incident to vertex v.
4



Similarly, the negative degree k−(v) is the number of negative edges incident to vertex v. The graph

whose vertex set is same as that of G and whose edge set consists of all the positive (or negative)

edges of Ġ is denoted by G+ (respectively by G−). The signed adjacency matrix A(Ġ) is a real

symmetric matrix so all of its eigenvalues are real. We denote them by λ1(Ġ) ≥ λ2(Ġ) ≥ · · · ≥
λn(Ġ). If it is clear from the context, then we simply write λi instead of λi(Ġ). Note for a graph G

with at least one edge we have λ1 > 0 and λn < 0 since the trace of A(Ġ) is zero. The index of Ġ is

its largest eigenvalue λ1. The spectral radius ρ(Ġ) is its largest eigenvalue in absolute value, i.e.,

ρ(Ġ) := max{λ1,−λn}. Let ∆(G) denote the maximum degree of a graph G. The following result

implies that the maximum degree is always bounded below by the index of any signed adjacency

matrix of the graph.

Lemma 1. ([36, Lemma 2.3]) Suppose G is an undirected graph of order n, and A is a symmetric

matrix whose entries are from the set {−1, 0, 1}, with rows and columns are indexed by V(G), and

whenever u and v are non-adjacent in G, A(u, v) = 0. Then ∆(G) ≥ λ1(A).

A 2-lift G′ of graph G is a graph with two vertices (a fiber) for each vertex in V(G). Each

edge {u, v} ∈ E(G) corresponds to two edges in the 2-lift: either parallel edges {(u0, v0), (u1, v1)}
or cross edges {(u0, v1), (u1, v0)}, where {u0, u1} and {v0, v1} are the fibers of u and v, respectively.

Let us assign a signature σ on G such that σ({u, v}) = 1 if parallel edges appear in the 2-lift and

σ({u, v}) = −1 if cross edges appear. Conversely, given a signature, we can construct a 2-lift by

including parallel edges for positive edges and cross edges for negative ones. The following is a

useful result about the eigenvalues of the adjacency matrix of a 2-lift (see, e.g., [15, Lemma 3.1]).

Lemma 2. ([15, Lemma 3.1]) Let A(G) be the adjacency matrix of a graph G, and A(Ġ) the signed

adjacency matrix associated with a 2-lift G′. Then every eigenvalue of A(G) and every eigenvalue

of A(Ġ) are eigenvalues of A(G′). Furthermore, the multiplicity of each eigenvalue of A(G′) equals

the sum of its multiplicities in A(G) and A(Ġ).

We denote the identity matrix of order s × s by Is, the zero matrix of order s × r by Os,r, and the

all one matrix of order s × r by Js,r. If the orders are clear by the context, then we instead write

I, J, and O. Let row(M) and col(M) denote the row space and the column space of a matrix M,

respectively. Let rank(M) and null(M) denote the rank and nullity of a matrix M. The transpose

of a matrix M is denoted by MT and the trace is denoted by trace(M). The entrywise product of

matrices A and B is denoted by A ◦ B. The Kronecker product of matrices A and B is denoted by

A ⊗ B. The following classical result is known as Cauchy’s Interlacing Theorem (see, e.g., [26]).

Lemma 3. (Cauchy’s interlace Theorem) Let A be a symmetric n × n matrix, and B be a r × r

principal submatrix of A, for some r < n. If the eigenvalues of A are λ1 ≥ λ2 ≥ · · · ≥ λn, and the

eigenvalues of B are µ1 ≥ µ2 ≥ · · · ≥ µr, then for all 1 ≤ i ≤ r, λi ≥ µi ≥ λi+n−r.

An n × n real matrix A is called orthogonal if and only if AAT
= cIn for some positive constant

c ∈ R+. An n × n real matrix A is called orthogonal matrix with zero diagonal or an OMZD(n),

if and only if it orthogonal, its diagonal entries are all zero, and its off-diagonal entries are all

nonzero. We note the following two results from [6, 16].

Lemma 4. ([6, Theorem 3.2]) There exists a symmetic OMZD(n) if and only if n is even and

n , 4. �

Lemma 5. ([16, Proposition 3.9]) Let G and H be connected graphs. Let A ∈ S(G) with a zero

diagonal and B ∈ S(H) with a zero diagonal. Then A ⊗ B ∈ S(G × H) with a zero diagonal. �
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The following Proposition 6, which is proved next, is needed for later use. We begin by review-

ing some definitions and introducing the necessary notation. Let X be a finite set of variables, and

let R[X] be the polynomial ring. A monomial in R[X] is a product of variables with non-negative

integer exponent. A monomial is called square-free if all the variable exponents are at most one.

A perfect-square monomial is one in which all the exponents are even. Note that 1 ∈ R[x] is a

monomial which is both square-free and perfect-square. Two or more monomials are said to be

coprime if they do not share any variables with positive exponents.

Let F = { f1, f2, . . . , fs} ⊂ R[X]. We denote the set of variables appearing in the polynomials

of F by Ω(F) and the multiplicity of a variable x ∈ Ω(F) is denoted by µF(x). Similarly, for

a single polynomial f , the corresponding notations Ω( f ) and µ f (x) represent the set of variables

and the multiplicity of x in f , respectively. For example, if F = {x2y + xy2z3, xyz + 3z2w}, then

Ω(F) = {x, y,w, z}, µ(x) = 4, µF(y) = 4, µF(w) = 1, and µF(z) = 6. The ideal generated by F is

〈 f1, f2, . . . , fs〉 := {∑s
i=1 hi fi | hi ∈ R[X]}. Note that any solution to the system of equations fi = 0

for 1 ≤ i ≤ s is a root of every polynomial f in the ideal f ∈ 〈 f1, f2, . . . , fs〉. We use this fact in the

proof of the following proposition.

Proposition 6. Let F = { f1, f2, . . . , fs} be a set of polynomials, where each fi is the sum of two

coprime square-free monomials. If s is odd and the multiplicity µF(x) is even for every x ∈ Ω(F),

then the system of equations fi = 0 for 1 ≤ i ≤ s has no solution in which all variables are

non-zero.

Proof. We aim to prove that the ideal ξ = 〈 f1, f2, . . . , fs〉 contains a polynomial that is a product of

a monomial with a sum of two perfect-square monomials. Therefore, if a solution to the system

fi = 0 for 1 ≤ i ≤ s exists with all variables nonzero, then it would not be a root of such a

polynomial. This contradiction will establish the desired result. We proceed under the assumption

that no smaller subset of F satisfies the hypothesis of the statement. If such a smaller subset

existed, the same proof would apply, yielding the same conclusion.

We apply the following two operations alternately on the polynomials from F. Given two poly-

nomials p1, p2 ∈ ξ, let pi = xqi + ri for i = 1, 2, where x is a variable and qi, ri are monomials. We

define the new polynomial p = q2 p1−q1 p2 ∈ ξ, which simplifies to p = q2r1−q1r2. The multiplic-

ity of x in p satisfies µp(x) = µ{p1,p2}(x) − 2, while for all other variables y ∈ Ω({p1, p2}) \ {x}, the

multiplicity remains unchanged, i.e., µp(y) = µ{p1,p2}(y). Similarly, if p1 = xq1−r1 and p2 = xq2+r2,

we construct p = q1 p2 −q2 p1 ∈ ξ, which simplifies to p = q2r1+q1r2. The same multiplicity prop-

erties hold: µp(x) = µ{p1 ,p2}(x) − 2, while µp(y) = µ{p1,p2}(y) for all y ∈ Ω({p1, p2}) \ {x}. Note that

the first operation implies a difference of two monomials and the second results in a sum of two

monomials. Moreover, if xq1 = r1, then the second operation is still valid, and if p1 = −xq1 + r1,

then we apply it on −p1.

Start with any polynomial g0 = h0 ∈ F. If there is another polynomial sharing a common

variable with g0, select one, say h1. Now, perform the first operation on g0 and h1 to produce a new

polynomial g1 ∈ ξ. In the next iteration, if there exists a polynomial in F, other than h0 and h1,

that shares a variable with g1, select it, say h2. Now, apply the second operation on g1 and h2 to

obtain g2 ∈ ξ. Repeat these iterations alternatively between the first and the second operation, and

ensuring that no previously chosen polynomial from F is reused. Since F contains s polynomials,

the procedure must terminate within at most s − 1 iterations. If it stops after completing the t-th

iteration, we obtain two sets Gt = {g0, g1, . . . , gt} ⊆ ξ and Ht = {h0, h1, . . . , ht} ⊆ F, such that the

set of variables Ω(gt) and Ω(F \ Ht) are disjoint. Since each iteration reduces the multiplicity of a

variable (if any) by 2, the multiplicity of a variable x remains even for all x ∈ Ω(gt) ∪Ω(F \ Ht).
6



If t is odd, we then conclude with a smaller subset F \ Ht that still satisfies the hypothesis of

the statement, which contradicts our assumption. Therefore, gt is a sum of two monomials since t

must be even. Let gt =
∏

x∈Ω(gt)
xa(x)
+
∏

x∈Ω(gt)
xb(x), where a(x), b(x) are non-negative integers with

a(x)+ b(x) is even for all x ∈ Ω(gt). Note that a(x)− c(x) and b(x)− c(x) are even for all x ∈ Ω(gt),

where c(x) = min{a(x), b(x)}. Thus,

gt =

∏

x∈Ω(gt)

xc(x)

















∏

x∈Ω(gt)

xa(x)−c(x)
+

∏

x∈Ω(gt)

xb(x)−c(x)

















is the desired polynomial which is contained ξ. That is, a polynomial which is a product of a

monomial with a sum of two perfect-square monomials. Hence, this completes the proof. �

3. General graphs

In this section, we focus on a general graph G with diameter d. Specifically, our main theorems

establish lower bounds on q(G) based on the existence of cycles (see Theorem 9) and the non-

existence of the triangle (see Theorem 11). Let us consider two sets of variables: XE = {xe : e ∈
E(G)} for the edges and XV = {xu : u ∈ V(G)} for the vertices, resulting in a total of m+n variables.

Now, define a matrix M indexed by V(G) along both rows and columns, with entries:

M(u, v) =























xu if u = v,

xe if e = {u, v} ∈ E(G),

0 otherwise.

Let j = 1, 2, . . . , d be a fixed number. Then for any 0 ≤ i < j, the entries of Mi ◦ A j are

zero. However, M j ◦ A j contains non-zero entries, yielding a collection of m j polynomials over

the variables from XE. Each polynomial corresponds to a pair of vertices at distance j, with each

monomial of it representing a shortest path between the two vertices. Therefore, the total number

of monomials in the polynomial equals the number of shortest paths between the two vertices.

Moreover, each polynomial is a sum of square-free monomials of degree j, all with coefficients

equal to 1. These m j polynomials are then collected into a set Φ j(G).

The parameter q(G) is also the smallest positive integer such that there exists an assignment for

the m + n variables with Mq(G) ∈ span{I,M, . . . ,Mq(G)−1} and xe , 0 for all xe ∈ XE. Thus, if

the system of equations f = 0 for f ∈ Φ j(G) has no solution where xe , 0 for all xe ∈ XE, then

q(G) ≥ j + 1. We use this observation throughout this paper.

Remark 7. Let G be a graph with diameter d, and let 1 ≤ j ≤ d. If there is a unique path of length

j between two vertices u and v, then Φ j(G) contains a monomial. Therefore, as discussed above,

q(G) ≥ j + 1. This result was established as [3, Theorem 3.2] using the same idea, though without

relying on the language of polynomials.

The following statement is useful and follows immediately. We include it here as a lemma for

future reference.

Lemma 8. If there exists an induced subgraph H of graph G such that Φ j(H) ⊆ Φ j(G) and the

system of equations f = 0 for f ∈ Φ j(H) has no solution in which all variables are non-zero

for some j. Then the system of equations f = 0 for f ∈ Φ j(G) has no such solution as well. In

particular, q(G) ≥ j + 1. �
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The following result establishes a criterion, based on the existence of induced cycles in a graph

G, that ensures q(G) is sufficiently large.

Theorem 9. Let G be a graph with diameter d, containing s distinct induced copies of the cycle

C2 j for some 2 ≤ j ≤ d. If the following conditions hold:

(i) for each of the s cycles, there is a pair of antipodal vertices on it which is connected by exactly

two shortest paths of length j in G;

(ii) the number of cycles s is odd;

(iii) each edge of G either does not appear in any of the s cycles or appears an even number of

times on them.

Then q(G) ≥ j + 1.

Proof. Consider the set of polynomials Φ j(G). Condition (i) guarantees the existence of a set

F = { f1, f2, . . . , fs} ⊆ Φ j(G), where each fi is the sum of two coprime square-free monomials.

Condition (iii) ensures that the multiplicity µF(x) is even for every x ∈ Ω(F) ⊆ XE. Therefore, by

Proposition 6 the system of equations f = 0 for f ∈ F has no solution in which all variables are

non-zero. Consequently, the same holds for the system of equations f = 0 for f ∈ Φ j(G). As a

result, q(G) ≥ j + 1. �

Our next result is about a triangle-free graph.

Proposition 10. Let G be a connected triangle-free graph. If M ∈ S(G) such that M2
= I, then the

following holds:

(i) if G is a bipartite graph with partition sets are V1 and V2, then there exists a number b such

that Mu,u = b = −Mv,v for all u ∈ V1 and v ∈ V2;

(ii) if G is a non-bipartite graph, then Mv,v = 0 for all v ∈ V(G).

Proof. Let u ∈ V(G) such that Mu,u = b. Consider the block partition of M according to {u}, the

neighborhood N(u), and the non-neighborhood Nc(u) as

M =



















b UT O

U −D YT

O Y Z



















.

Notice that O is a zero matrix, and U is a nowhere-zero matrix. Moreover, D is a diagonal matrix

since G is a triangle-free graph. Now, we have

M2
=



















b2
+ UT U (bU − DU)T (YU)T

bU − DU D2
+ UUT

+ YT Y (ZY − YD)T

YU ZY − YD Z2
+ YYT



















=



















I O O

O I O

O O I



















.

The (2, 1)-th positions of the last equation implies that DU = bU. However, since D is a diagonal

matrix, and U is a nowhere-zero matrix so we must have D = bI. Therefore, we have proved that

if {u, v} is an edge, then Mu,u = −Mv,v. Since G is connected so if G is bipartite, then the statement

(i) follows. Also, if there exists a vertex u ∈ V(G) such that Mu,u = 0, then Mv,v = 0 for every

v ∈ V(G). Now, let G be a non-bipartite graph. Therefore, we assume that C2ℓ+1 be an odd cycle

that contains in G. Now, for any u ∈ V(C2ℓ+1) we have Mu,u = 0. If not, there is a contradiction

from the fact that Mu,u = −Mv,v whenever {u, v} is an edge. Hence proved. �

The following theorem implies that if the triangles are forbidden in a non-bipartite graph G of

odd order, then q(G) can never be equal to 2.
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Theorem 11. Let G be a connected triangle-free graph of odd order n. If G is a non-bipartite

graph, then q(G) ≥ 3.

Proof. Suppose q(G) = 2. Then there exists M ∈ S(G) such that M2
= I. Thus, the distinct

eigenvalues of M are −1 and 1. By Proposition 10 we must have trace(M) = 0. Therefore, the

multiplicities of the eigenvalues −1 and 1 of M are equal. However, that is not possible since n is

odd. Hence, q(G) ≥ 3. �

4. Graphs with Special Properties

In this section, we examine the parameter q(G) for graphs exhibiting certain algebraic and reg-

ularity properties. Specifically, we focus on association schemes, distance-regular graphs, and

simplicial complexes, each covered in the following three sections.

4.1. Association schemes. We start by introducing the essential definitions and preliminary re-

sults on association schemes required for our work (see, for e.g., [7, Chapter 2]). An association

scheme (commutative) with d classes is a collectionA = {A0, A1, . . . , Ad} of n × n matrices, where

each matrix has entries that are either 0 or 1. Furthermore, these matrices satisfy the following

conditions: (i) A0 = In, (ii) A0 + A1 + · · · + Ad = Jn, (iii) for all 0 ≤ i ≤ d, the transpose AT
i
∈ A,

and (iv) for all 0 ≤ i, j ≤ d, the product AiA j = A jAi =
∑d

k=0 pk
i, j

Ak, where pk
i, j

are non-negative

integers.

If AT
i = Ai for all 0 ≤ i ≤ d, the association scheme is called a symmetric association scheme.

Thus, a symmetric association scheme corresponds to a decomposition of the complete graph Kn

into d graphs, whose adjacency matrices A1, A2, . . . , Ad, along with the identity matrix A0 = I,

satisfy the condition (iv). From this point onward, we refer to an association scheme simply as a

scheme. A graph within a scheme is one whose adjacency matrix is given by AJ :=
∑

j∈J A j for

some subset J ⊆ {1, 2, . . . , d}.
The Bose-Mesner algebra C(A) of a scheme A = {A0, A1, . . . , Ad} is the commutative algebra

generated by the matrices A0, A1, . . . , Ad. Equivalently, by the definition of a scheme, it is the

complex linear span of these matrices, and the set {A0, A1, . . . , Ad} forms a basis of C(A). There

is also another basis of C(A), consisting of idempotent matrices. Specifically, there exists a basis

{E0, E1, . . . , Ed} of C(A) such that (1) E0 =
1
n
J, (2) for all 0 ≤ i, j ≤ d, the product EiE j = δi, jEi,

where δi, j is the Kronecker delta, (3)
∑d

i=0 Ei = I, and (4) for all 0 ≤ i ≤ d, the transpose ET
i is

also in the set {E0, E1, . . . , Ed}. Additionally, the columns of each Ei are eigenvectors for every

matrix in C(A). Since {A0, A1, . . . , Ad} and {E0, E1, . . . , Ed} represents two distinct bases of C(A),

the following relations hold:

A j =

d
∑

i=0

P j(i)Ei, 0 ≤ j ≤ d,

E j =
1

n

d
∑

i=0

Q j(i)Ai, 0 ≤ j ≤ d.

The change of basis matrices P = (P j(i))0≤i, j≤d and Q = (Q j(i))0≤i, j≤d are referred to as the first

eigenmatrix (or the character table) and the second eigenmatrix (or the dual character table) of

the association scheme A, respectively. The rows of P correspond to the irreducible characters

of the algebra C(A). Note that the j-th column of the matrix P contains all the eigenvalues of A j

(without accounting for multiplicities). The multiplicity of an eigenvalue P j(i) of A j is given by
9



mi := Qi(0). The eigenvalue P j(0) is the valency of the regular graph whose adjacency matrix is

A j. Furthermore, the primitive idempotent matrices Ei can also be expressed as

Ei =
mi

n

d
∑

j=0

P j(i)

P j(0)
A j, 0 ≤ i ≤ d, (1)

where z denote the complex conjugate of z (see, for e.g., [7, Theorem 2.22 (3)]). Thus, for every

subset I ⊆ {0, 1, . . . , d} we have

EI :=
∑

i∈I

Ei =
1

n

∑

i∈I

d
∑

j=0

miP j(i)

P j(0)
A j.

Therefore, if A j(x, y) = 1 for some 0 ≤ j ≤ d, then EI(x, y) = 1
n

∑

i∈I
miP j(i)

P j(0)
. For every proper subset

I ⊂ {0, 1, . . . , d}, the matrix EI has only two distinct eigenvalues, 0 and 1. This gives us a way to

identify idempotent matrices in C(A) that can be used to prove certain graphs in the scheme will

have two distinct eigenvalues. More precisely, suppose there exist two subsets I ⊂ {0, 1, . . . , d} and

J ⊆ {1, 2, . . . , d} such that
∑

i∈I

miP j(i)

P j(0)
, 0 if and only if j ∈ J ∪ {0}. Now, consider the graph GJ

whose adjacency matrix is given by AJ =
∑

j∈J A j. Then the matrix EI has two distinct eigenvalues,

and its zero and non-zero pattern of off-diagonal entries is same as that of AJ .

Recall that for a symmetric scheme, the matrices A j are all symmetric. Thus, the eigenvalues

P j(i) are all real. Consequently, the idempotent matrices EI are real and symmetric for all subsets

I ⊆ {0, 1, . . . , d}. Hence, we obtain the following theorem.

Theorem 12. LetA = {A0, A1, . . . , Ad} be a symmetric association scheme with d classes. Suppose

there exist two subsets I ⊂ {0, 1, . . . , d} and J ⊆ {1, 2, . . . , d} such that
∑

i∈I

miP j(i)

P j(0)
, 0 if and only if

j ∈ J ∪ {0}. Let us consider the graph GJ whose adjacency matrix is given by AJ =
∑

j∈J A j. Then

EI is an idempotent contains in S(GJ). In particular, q(GJ) = 2.

Every finite group gives rise to an association scheme. Let H be a finite group, and let {C0 =

{e},C1, . . . ,Cd} be the set of conjugacy classes of H, where e is the identity element of H. For

each 0 ≤ j ≤ d, let h j be a representative element of the conjugacy class C j. For every 0 ≤ i ≤ d,

we define the matrix Ai with rows and columns indexed by the elements of H. Further, the entry

Ai(x, y) is equal to 1 if y−1x ∈ Ci, and 0 otherwise.

The collection AH = {A0, A1, . . . , Ad} forms an association scheme with d classes which is

known as the conjugacy class association scheme (see, for e.g., [7, Example 2.8]). However, this

scheme is not necessarily symmetric. A normal Cayley graph of a group H is an undirected graph

in its conjugacy class scheme. In these graphs, the adjacency structure reflects the group’s internal

symmetries and conjugation relations.

In the following discussion, we utilize the representation theory of finite groups, particularly

their character theory. For more details, see, for e.g., [38, Chapter 3]. Let Irr(H) = {χ0, χ1, . . . , χd}
denote the set of all irreducible, inequivalent characters of H, where χ0 is the trivial character. A

character χ is called non-linear if χ(e) > 1. If H is non-Abelian, it must have at least one non-linear

character. Burnside’s following classical theorem further asserts that such irreducible characters

must have nontrivial vanishing sets (see, for e.g., [38, Theorem 3.15]).

Theorem 13. (Burnside) Let H be a non-Abelian finite group, and let χ ∈ Irr(H) be a non-linear

character. Then there exists h ∈ G \ {e} such that χ(h) = 0.
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The Bose-Mesner algebra of the scheme AH is isomorphic to the center of the group algebra

C(H). The irreducible characters of the Bose-Mesner algebra of AH are in bijection with the

irreducible characters of H. More precisely, the rows of the first eigenmatrix P correspond to

the irreducible characters, while the columns correspond to the conjugacy classes of H, and the

following holds:

P j(i) =
|C j| · χi(h j)

χi(e)
.

Additionally, the multiplicities are given by mi = χi(e)2. Therefore, equation (1) implies that the

primitive idempotents ofAH are given by

Ei =
mi

n

d
∑

j=0

P j(i)

P j(0)
A j =

χi(e)

|H|

d
∑

j=0

χi(h j)A j, 0 ≤ i ≤ d.

Note that for any h ∈ H and χ ∈ Irr(H), we have χ(h−1) = χ(h). Hence, χ(h) , 0 if and only

if χ(h−1) , 0. In combination with Theorem 13, this implies that non-linear irreducible characters

associated with a conjugacy class scheme must vanish on at least one nontrivial matrix A j. Con-

sequently, the corresponding primitive idempotent (possibly complex Hermitian) corresponds to

some nontrivial normal Cayley graph of the group H. We summarize this result as the following

theorem.

Theorem 14. LetAH be the conjugacy class scheme of a non-Abelian group H, and let χi ∈ Irr(H)

be a non-linear character. Define J = { j : χi(h j) , 0} as the complement of the vanishing set of χi.

Let GJ be the normal Cayley graph in the association schemeAH, with adjacency matrix given by

AJ =
∑

j∈J A j. Then Ei is an idempotent contains in SC(GJ). In particular, qC(GJ) = 2.

Remark 15. A group is called ambivalent if every element is conjugate to its inverse. For a finite

group, this is equivalent to stating that all its characters are real-valued. Notable examples of

non-Abelian ambivalent groups include the symmetric group S n and the dihedral group Dn for any

n ≥ 3. We note that if the group H is ambivalent in Theorem 14, then the conclusion is over the

real field instead of the complex field. However, the desired conclusion over the real field can still

hold even if the group is not ambivalent.

4.2. Distance-regular graphs. Recall that a connected graph with diameter d is called distance-

regular if, for any two vertices u, v at distance i, there are precisely ci neighbors of v at distance

i − 1 from u and precisely bi neighbors at distance i + 1 from u, where 0 ≤ i ≤ d. The ordered

array {b0, b1, . . . , bd−1; c1, c2, . . . , cd} is called the intersection array of the distance-regular graph.

By definition, a distance-regular graph is a k-regular graph with k = b0. Also, for any two vertices

u and v at distance i, the number of neighbors of v at distance i from u is given by ai := k − bi − ci.

A useful fact is that the intersection array of a distance-regular graph is monotonic: k = b0 ≥ b1 ≥
· · · ≥ bd and 1 = c1 ≤ c2 ≤ · · · ≤ cd.

The collection A = {A0, A1, . . . , Ad} of distance matrices of a distance-regular graph G with

diameter d forms a symmetric association scheme with d classes (see, for e.g., [7, Section 2.8]).

By the definition of distance-regular graph, any polynomial Φ j(G) is a sum of
∏ j

i=1
ci square-free

monomials (a property which is not true in general). The next result follows immediately from

Remark 7 and the above discussion. It has already been noted for strongly-regular graphs in [3].

Proposition 16. Let G be a distance-regular graph with diameter d, and let j be the largest integer

such that c j = 1. Then j + 1 ≤ q(G) ≤ d + 1. �
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Suppose that there exists j such that c j = 2 and ci = 1 for all 1 ≤ i ≤ j−1. Then each polynomial

in Φ j(G) is a sum of two coprime square-free monomials. Furthermore, each polynomial represent

an induced cycle of length 2 j of G. Conversely, each cycle of length 2 j in G corresponds to j

distinct polynomials, one for each antipodal pair of the cycle. Note that a distance-regular graph

is triangle-free if and only if a1 = 0. Therefore, the following two results follows from Theorem 9

and Theorem 11, respectively.

Proposition 17. Let G be a distance-regular graph with diameter d such that for some 2 ≤ j ≤ d

we have c j = 2 and c j−1 = 1 for all 1 ≤ i < j. Suppose G contains s distinct induced copies of

the cycle C2 j such that each edge of G either does not appear in any of these cycles or appears an

even number of times on them. If s is odd, then q(G) ≥ j + 1. �

Proposition 18. Let G be a non-bipartite distance-regular graph of odd order with a1 = 0. Then

q(G) ≥ 3. In particular, if G is a strongly-regular graph of odd order with λ = 0, then q(G) = 3. �

A connected distance-regular graph G of diameter d is called antipodal if its distance d graph

Gd is a disjoint union of complete graphs. These complete graphs are called the fibers of G, and all

have the same size. We also say G is an antipodal r-cover, where r is the size of the cliques of Gd.

When r = 2, we say antipodal double-cover. Let us consider a graph G whose vertex set is the set

of fibers of G, and two such fibers are adjacent whenever there is an edge between them in graph

G. The graph G is called the folded graph of G. An antipodal double-cover G is a 2-lift of G. We

note the following two important results regarding antipodal distance-regular graphs.

Proposition 19. ([19, Proposition 4.2.2(ii)]) Let G be a distance-regular graph of diameter d ∈
{2m, 2m + 1} with intersection array {b0, b1, . . . , bd−1; c1, c2, . . . , cd}. Then the graph G is an an-

tipodal r-cover if and only if bi = cd−i for all i = 0, 1, . . . , d, except for i = m, and r = 1 + bm

cd−m
.

Moreover, G is a distance-regular graph of diameter m with intersection array

{b0, b1, . . . , bm−1; c1, c2, . . . , γcm},
where γ = r if d = 2m, γ = 1 if d = 2m + 1.

Proposition 20. ([19, Proposition 4.2.3(ii)]) Let G be distance-regular with spectrum Ψ, where

θ ∈ Ψ has multiplicity m(θ). If G is antipodal of diameter d ≥ 3, then G has a spectrum that is a

subset Ψ of Ψ, and for θ ∈ Ψ the multiplicity of θ in Ψ and Ψ are the same.

Using the above two propositions together with Lemma 2, we obtain the following result.

Proposition 21. Let G be a distance-regular graph with diameter d. Suppose there exists a

distance-regular graph G′ with diameter 2d that is an antipodal double cover of G. Then q(G) ≤
q̇(G) ≤ d.

Proof. The adjacency matrix of G has d+ 1 distinct eigenvalues, while that of G′ has 2d+ 1. Since

G is a 2-lift of G′, by Proposition 20 and Lemma 2, there exists a signed adjacency matrix of G

with 2d + 1 − (d + 1) = d distinct eigenvalues. Thus, the result follows. �

Remark 22. In Proposition 21, we considered only the antipodal double cover since our focus

is on the real field. If we consider the complex field, then a similar result can be derived for an

antipodal r-covers by using the representation theory of finite groups.

Both the Hamming graph H(d, 2) and the Johnson graph J(2d, d) are antipodal double covers for

all d ≥ 2. Their folded graphs are known as the folded cube H(d, 2) and the folded Johnson graph
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J(2d, d). The folded cube H(d, 2) is isomorphic to the graph obtained from H(d − 1, 2) by joining

every pair of vertices at distance d − 1. By Proposition 21, if d is even, then q̇(H(d, 2)) ≤ d
2
, and

q̇(J(2d, d)) ≤ d
2
. However, it follows from [4, Proposition 1.3] that q̇(H(d, 2)) = 2 when d ≡ 0, 1

(mod 4) (see also [19, Section 9.2E] and [37, Section 3.3]). Additionally, for d ≡ 2, 3 (mod 4), it

follows from [4, Proposition 1.3] that q̇C(H(d, 2)) = 2 over the complex field.

4.2.1. Some small distance-regular graphs. In this section, we investigate the minimum number

of distinct eigenvalues of several small distance-regular graphs using the results discussed above.

For the sake of brevity, detailed calculations are omitted, and only the conclusions are summarized

in Table 1, with the exception of the following two graphs.

Let G be the Hamming graph H(2, 3), a strongly-regular of order 9 with intersection array

{4, 2; 1, 2}. The graph G contains 9 distinct C4 cycles, with each edge in E(G) appearing twice

among these cycles (see Figure 1). Therefore, the system of equations f = 0 for f ∈ Φ2(H(2, 3))

has no solution in which all variables are non-zero. By Proposition 17, we have that q(H(2, 3)) = 3.

We use this fact in Section 6 to provide a more general result.

Figure 1. The Hamming graph H(2, 3) (left) alongside its cycle decomposition into

nine C4 cycles (right).

Let G be the Heawood graph, a distance-regular graph with intersection array {3, 2, 2; 1, 1, 3}.
Since c2 = 1 so by Proposition 16 we have 3 ≤ q(G) ≤ 4. However, after that we do not have any

general technique to apply. Consider the setΦ3(G), which contains 28 polynomials, each expressed

as a sum of three square-free monomials of degree 3. There are 21 variables in total, with each

appearing in exactly 12 polynomials from Φ3(G). If q(G) = 3, it would require assigning values

1 or −1 to each variable such that none of the 28 polynomials evaluates to 3 or −3. Using a brute

force computer search we determined that no such assignment exists. Therefore, q(G) must be 4.

4.3. Simplicial complexes. We begin by introducing some basic definitions of abstract simplicial

complexes and the associated higher-order Laplacian matrices. For further details and properties,

see for e.g., [20, Section 3.12], [5, Section 2], and [49, Section 2]. Let V = {v1, v2, . . . , vn} be a

finite set. An abstract simplicial complex ∆ is defined as a collection of subsets of V such that, if

A ∈ ∆ and B ⊆ A, then B ∈ ∆. The subsets belonging to ∆ are referred to as the faces of ∆. The

dimension of a face A ∈ ∆ is given by |A| −1. Therefore, the empty face ∅ has dimension −1, while

singleton sets have dimension 0, and so forth. Let ∆d denote the set of all d-dimensional faces of

∆. The dimension of a simplicial complex, denoted by dim(∆), is the maximum dimension of any

face in ∆.

For instance, a graph can be viewed as a simplicial complex of dimension 1. Another example is

the power set P(V) of a vertex set V . Given a graph G, the clique complex, independence complex,

and matching complex are simplicial complexes associated with G, defined over the vertex set V .
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d n intersection array graph name q(G) explanation

2 9 {4, 2; 1, 2} Hamming-H(2, 3) 3 Prop. 17, s = 9, j = 2.

2 16 {5, 4; 1, 2} Clebsch graph 2 (= q̇(G)) Prop. 21, Wells graph.

2 16 {6, 3; 1, 2} Shrikhande graph 3 Prop. 17, s = 11, j = 2.

2 35 {16, 9; 1, 8} folded Johnson J(8, 4) 2 (= q̇(G)) Prop. 21, J(8, 4).

2 64 {28, 15; 1, 12} folded halved 8-cube 2 (= q̇(G)) Prop. 21,
H(8,2)

2
.

2 77 {16, 15; 1, 4} M22 graph 3 Prop. 18.

3 12 {5, 2, 1; 1, 2, 5} Icosahedron graph 3 or 4 Prop. 17, s = 15, j = 2.

3 14 {3, 2, 2; 1, 1, 3} Heawood graph 4 See above.

3 14 {4, 3, 2; 1, 2, 4} distance 3 of Heawood 2 (= q̇(G)) The graph S 14 from [45].

3 35 {4, 3, 3; 1, 1, 2} Kneser K(7, 3) 4 Prop. 17, s = 9, j = 3.

3 57 {6, 5, 2; 1, 1, 3} Perkel graph 3 or 4 Prop. 18.

4 28 {3, 2, 2, 1; 1, 1, 1, 2} Coxeter graph 5 Prop. 17, s = 21, j = 4.

Table 1. Summary of some small distance-regular graphs and their q(G) values.

The faces of these complexes correspond to the cliques, independent sets, and matchings of G,

respectively. In particular, the power set P(V) is the clique complex of the complete graph on the

vertex set V .

We fix an ordering on the vertex set V as v1 < v2 < · · · < vn. This ordering induces a corre-

sponding order on each face. Therefore, whenever we denote a face F = {x1, x2, . . . , xd+1}, it is

understood that x1 < x2 < · · · < xd+1. For d = 0, 1, . . . , dim(∆), consider the matrix Wd whose

rows and columns are indexed by ∆d−1 and ∆d, respectively, and the (H, F)-entry is

Wd(H, F) =















(−1)i−1, if F = {x1, x2, . . . , xd+1} and H = F \ {xi},
0, otherwise.

(2)

Let us define the down-Laplacian matrix as L
↓
d
= WT

d
Wd for d = 0, 1, . . . , dim(∆). While the

up-Laplacian matrix is defined as L
↑
d
= Wd+1WT

d+1
for d = 0, 1, . . . , dim(∆) − 1. Note that the

off-diagonal entries of L
↓
d

and L
↑
d

are either 0 or ±1. Moreover, the diagonal entries of L
↓
d

are all

equal to d + 1, while the diagonal entries of L
↑
d

may vary.

Remark 23. In the literature, one typically begins by considering the vector spaces of all func-

tions from ∆d to R for each d, and then defines the boundary and co-boundary maps, with their

matrix representations given by Wd and WT
d

, respectively. Similarly, the down-Laplacian and up-

Laplacian are introduced as self-adjoint, positive semidefinite operators on these function spaces.

However, since this paper focuses primarily on matrices, we omit these details and concentrate

solely on their matrix representations.

For d = 0, 1, . . . , dim(∆), we define a simple graph G↓
d
, where the vertices represent all d-

dimensional faces of ∆, and two faces are adjacent if and only if their intersection is a (d − 1)-

dimensional face of ∆. Similarly, for d = 0, 1, . . . , dim(∆)− 1, we define a simple graph G↑
d
, where

the vertices are all d-dimensional faces of ∆, and two faces are adjacent if and only if their union

forms a (d + 1)-dimensional face of ∆. Consequently, L
↓
d
∈ S(G↓

d
) and L

↑
d
∈ S(G↑

d
). Furthermore,

if we define matrices L̇
↓
d

and L̇
↑
d
, where the diagonal entries are zero and the off-diagonal entries

are the same as in L
↓
d

and L
↑
d
, respectively, then L̇

↓
d
∈ Ṡ(G↓

d
) and L̇

↑
d
∈ Ṡ(G↑

d
). Thus, knowing the
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spectra of the down-Laplacian and up-Laplacian matrices of a simplicial complex ∆, may allow us

to provide upper bounds on the number of distinct eigenvalues, q and q̇, of the associated graphs.

For a given graph G of order n, viewed as a 1-dimensional simplicial complex,G↓
0

is the complete

graph of order n, G↑
0

is the graph G itself, and G↓
1

is the line graph of G. The matrix L
↓
0

is the all-

ones matrix, while L
↑
0

is the standard Laplacian matrix of G. For the power set simplicial complex

P(V) with |V | = n, it is known that the only distinct eigenvalues for both L
↓
d

and L
↑
d

are 0 and n

for all d ≥ 0 (see, for example, [5, Example 2.2] and [20, Section 3.12]). Interestingly, G↓
d

and G↑
d

correspond to the Johnson graph J(n, d + 1). Consequently, it follows from the above discussion

that q(J(n, d + 1)) = q̇(J(n, d + 1)) = 2. We consider the Johnson graphs in Section 5. For the sake

of completeness and continuity in the arguments for the new results, we compute the eigenvalues

of the down-Laplacian and up-Laplacian of the power set simplicial complex using the method of

induction in Section 5.

Consider the clique complex∆ = ∆(d, n) of the complete d-partite graph Kd×n. The dimension of

∆, dim(∆), is equal to d−1, since the largest cliques in Kd×n have size d. Furthermore, there exists a

one-to-one correspondence between these largest cliques and the vertex set of the Hamming graph

H(d, n). In fact, the graph G↓
dim(∆)

is isomorphic to the Hamming graph H(d, n). However, the down

Laplacian matrix L
↓
dim(∆)

equals dI + A(H(d, n)), and therefore, unlike the Johnson graph, it is not

as useful in terms of providing a better upper bound for q̇(H(d, n)). Observe that if n = 2, then the

graph G↑
dim(∆)−1

is isomorphic to the line graph of H(d, 2). In Section 6, we revisit this perspective

on the Hamming graph.

5. The Johnson graphs

Let n, d ∈ N, n ≥ d + 1, and let [n] := {1, 2, . . . , n}. Recall that the Johnson graph J(n, d)

is the graph whose vertices are the d-subsets of [n], where two subsets are adjacent when their

intersection has size d − 1. Since J(n, d) is isomorphic to J(n, n − d) by an isomorphism that

maps a subset to its complement so we may assume that n ≥ 2d. However, we do not need this

assumption at most instances. We denote the distance- j graph of J(n, d) by J(n, d, j) for 2 ≤ j ≤ d.

Note that two d-subsets are adjacent in J(n, d, j) if and only if their intersection has size d − j.

The Johnson graph J(n, d) is distance-regular of diameter d, and has intersection array given by

bi = (d − i)(n − d − i) and ci = i2 for all i = 0, 1, . . . , d (see [19, Theorem 9.1.2]).

In what follows, for the sake of clarity, we find it more convenient to use another description of

Johnson graphs. Which is in terms of binary words instead of subsets. Thus, we introduce some

notations. A binary word is a finite string of 0s and 1s. Let X(α) and Z(α) denote the sets of

indices where 1s and 0s occur in a binary word α, respectively. The weight of α is given by the

cardinality |X(α)|, and the length of α is given by |X(α)| + |Z(α)|. Let Bn,d be the set of all binary

words of length n and weight d, and let Bn be the set of all binary words of length n. We fix the

lexicographic ordering on Bn,d and Bn.

Let α ∈ Bn,d. We denote the set of indices of 0s before the first occurrence of 1 in α by Z0(α),

and the set of indices of 0s after the d-th occurrence of 1 by Zd(α). For i = 1, . . . , d − 1, the set of

indices of 0s between the i-th and (i + 1)-th occurrence of 1 in α is denoted by Zi(α). Additionally,

let zi(α) = |Zi(α)| represents the cardinality of each of these sets. Note that Z(α) = ∪d
i=0

Zi(α) and
∑d

i=0 zi(α) = n − d.

There is one-to-one correspondence betweenBn,d and the set of all d-subsets of [n], with a binary

word α corresponds to the d-subset X(α). Let α = a1a2 · · · an and β = b1b2 · · · bn are two elements
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of Bn. Then the hamming distance between them is defined as dH(α, β) := |{i |ai , bi}|. Notice that

dH(α, β) = |X(α)△X(β)| where △ denotes the symmetric difference of two sets.

Thus, another description of the Johnson graph J(n, d) is the graph whose vertex set is Bn,d, and

two binary words α, β are adjacent if and only if dH(α, β) = 2. Suppose dH(α, β) = 2, and i, j are

the two indices such that ai , bi and a j , b j. Then we denote the number of 1s in α and β between

the i-th and j-th indices as h(α, β) := |{ℓ |aℓ = bℓ = 1, i < ℓ < j}|. Let us consider the following

signed adjacency matrix An,d of the Johnson graph J(n, d) whose (α, β) entry is given by

An,d(α, β) =















(−1)h(α,β), if dH(α, β) = 2,

0, otherwise.
(3)

We consider another matrix Wn,d whose rows and columns are indexed by Bn,d and Bn,d+1, respec-

tively, and the (α, β)-entry is

Wn,d(α, β) =















(−1)i−1, if X(β) = {x1, x2, . . . , xd+1} and X(α) = X(β) \ {xi},
0, otherwise.

(4)

Observe that Wn,d is identical to the matrix Wd in Equation 2 for the power set simplicial complex

P(V) where |V | = n. Additionally, it is important to highlight that the matrix Wn,d represents a

signed version of specific instances of Wilson matrices. Wilson matrices play a significant role in

the Bose-Mesner algebra of Johnson graphs (see, for example, [29]). The following result is one

of our main results.

Theorem 24. Let n, d ∈ N, n ≥ d + 1. Then the eigenvalues of An,d are −d and n − d, with

multiplicities are
(

n−1

d

)

and
(

n−1

d−1

)

. Moreover, the eigenspace for −d is col(Wn,d), and for n − d it is

row(Wn,d−1). In particular, we have q̇(J(n, d)) = q(J(n, d)) = 2.

We prove Theorem 24 in Section 5.1. In that same section, we also construct an additional

matrix using Wn,d which is used to determine both the minimum rank mr(J(n, d)) and the positive

semidefinite minimum rank mr+(J(n, d)). An effective method to lower bound the minimum rank

is the zero forcing number which was first introduced in [32]. The zero forcing process on a graph

G is defined as follows. Initially, there is a subset S of blue vertices, while all other vertices are

white. The standard color change rule dictates that at each step, a blue vertex with exactly one

white neighbor will force its white neighbor to become blue. The set S is said to be a zero forcing

set if, by iteratively applying the color change rule, all of V(G) can be coloured blue. The zero

forcing number of G is the minimum cardinality of a zero forcing set in G, denoted by Z(G). The

bound provided by Z(G) is that |V(G)| − Z(G) ≤ mr(G) (see [32, Proposition 2.4]). Thus, Z(G)

serve as combinatorial parameter that help to bound an algebraic parameter mr(G). The authors

in [2] computed the zero forcing number of the Johnson graph J(n, d) (in a much more general

setting). The zero forcing number of Johnson graph is Z(J(n, d)) =
(

n

d

)

−
(

n−2

d−1

)

(see [2, Corollary

9]). It generalizes the computation of Z(J(n, 2)) from [24]. Thus, for the Johnson graphs we have
(

n − 2

d − 1

)

≤ mr(J(n, d)) ≤ mr+(J(n, d)). (5)

The following result which we will prove in Section 5.1 constitutes our second main finding about

the Johnson graphs.

Theorem 25. Let d ≥ 2 and n ≥ 2d. Then mr(J(n, d)) = mr+(J(n, d)) =
(

n−2

d−1

)

.

16



Let us denote the signed Johnson graph corresponding to the signed matrix An,d by J̇(n, d). The

graph with the same vertex set as that of J(n, d), however, the edge set consists of positive (or

negative) edges of J̇(n, d) is denoted by J+(n, d) (respectively by J−(n, d)). See Figure 2 for the

graph J−(6, 3). In the following theorem, we provide the formulas for the positive degree k+(α)

and the negative degree k−(α) of any vertex α in the signed Johnson graph J̇(n, d).

111000

110100

110010

110001

101100
101010

101001

100110

100101

100011

011100

011010

011001

010110

010101
010011

001110

001101

001011

000111

Figure 2. Graph J−(6, 3): a 3-regular graph with 20 vertices.

Theorem 26. Let d ≥ 1 and n ≥ d + 1. Suppose α ∈ Bn,d and rn,d(α) :=
∑⌊(d−1)/2⌋
ℓ=0

z2ℓ+1(α). Then

k+(α) =















d+1
2

(n − d), if d is odd,
d
2
(n − d) + rn,d(α) if d is even;

k−(α) =















d−1
2

(n − d), if d is odd,
d
2
(n − d) − rn,d(α), if d is even.

In particular, the graphs J+(n, d) and J−(n, d) are regular graphs if and only if d is odd.

In the next section, we prove Theorem 26 along with the two previously mentioned theorems.

However, in this section, we identify another graph within the Johnson scheme that has exactly

two distinct eigenvalues. Specifically, when n = 3d − 2, the complement of the Johnson graph has

two distinct eigenvalues. To establish the following theorem, we rely on Theorem 12, and utilize
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the expression for the first eigenmatrix of the Johnson scheme (see Delsarte [23, p. 48]). For all

0 ≤ i ≤ d and 0 ≤ j ≤ d, the entry P j(i) of the first eigenmatrix is given by

P j(i) =

j
∑

h=0

(−1) j−h

(

d − i

h

)(

d − h

j − h

)(

n − d − i + h

h

)

. (6)

Theorem 27. Let d ≥ 2, and let G be the complement graph of the Johnson graph J(3d − 2, d).

Then q(G) = 2.

Proof. From Equation 6, we have P j(d − 1) = (−1) j−1( j − 1)
(

d

j

)

for 0 ≤ j ≤ d. Thus, P j(d − 1) , 0

if and only if j , 1. Since the multiplicity md−1 and the valencies P j(0) are positive integers,

Theorem 12 applies with I = {d − 1} and J = {2, 3, . . . , d} to yield the desired result. �

5.1. Proofs of the main results. At the end of this section, we establish Theorem 24, Theorem

25, and Theorem 26. However, we first need to introduce several intermediate lemmas. We begin

with the following remark, which compiles some key observations about the matrix Wn,d for later

reference.

Remark 28. Every column of Wn,d has exactly d + 1 number of non-zero entries, with 1 and −1

alternating from top to bottom. Therefore, there are ⌈(d+1)/2⌉ number of 1s, and ⌊(d+1)/2⌋ number

of −1s in every column of Wn,d. Note that equation (4) provides the entries of Wn,d with respect

to a fixed column corresponding to β ∈ Bn,d+1, and involves modifying β to obtain an α ∈ Bn,d.

However, it is also necessary to understand the entries of Wn,d relative to a fixed row corresponding

to α ∈ Bn,d, and the modification of α to obtain an β ∈ Bn,d+1. Specifically, if β is obtained from α

by switching a 0 corresponding to any of the indices in Zi(α) to a 1, then Wn,d(α, β) = (−1)i−1. If

more than one 0 of α are switched to obtain β, then Wn,d(α, β) = 0. Consequently, in the row of Wn,d

corresponding to α, the number of 1s is equal to sn,d(α) :=
∑⌊d/2⌋
ℓ=0

z2ℓ(α), while the number of −1s is

equal to rn,d(α) =
∑⌊(d−1)/2⌋
ℓ=0

z2ℓ+1(α). Furthermore, each row contains exactly sn,d(α)+rn,d(α) = n−d

number of ±1 entries, and the other entries are zeros.

Let d ≥ 1 and n ≥ d+1. The following two matrices, both of which have their rows and columns

indexed by Bn,d, are of significant importance to our results:

Qn,d := WT
n,d−1Wn,d−1, (7)

Pn,d := Wn,dWT
n,d. (8)

Note that Qn,d and Pn,d are down-Laplacian and up-Laplacian matrices, respectively, for the

power set simplicial complex (see Section 4.3). However, the subsequent discussion will not de-

pend on any prior knowledge of simplicial complexes. We begin by describing the entries of Qn,d.

The diagonal entries of Qn,d are constant equal to d. Since as noted in Remark 28 each column

of Wn,d−1 contains exactly d non-zero ±1 entries, with the remaining entries being zeros. For the

off-diagonal entries, consider α, β ∈ Bn,d where α , β. Suppose |X(α)∩X(β)| = s. If 0 ≤ s < d−1,

then no element γ ∈ Bn,d−1 exists such that X(γ) ⊆ X(α) and X(γ) ⊆ X(β). This implies that in this

case the entry Qn,d(α, β) is zero. However, if s = d − 1, there is exactly one element γ ∈ Bn,d−1

such that X(γ) ⊆ X(α) and X(γ) ⊆ X(β). In that case, the Hamming distance dH(α, β) = 2, and

the entry Qn,k(α, β) = Wn,d−1(γ, α)Wn,d−1(γ, β), which is ±1. Thus, we need to understand when

does the sign of Wn,d−1(γ, α) and Wn,d−1(γ, β) differ if we modify γ to obtain α and β. Based on the
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reasoning provided in Remark 28, if h(α, β) is odd, the signs of Wn,d−1(γ, α) and Wn,d−1(γ, β) differ.

Otherwise, if h(α, β) is even, the signs are the same. Therefore, we have

Qn,d(α, β) =























d, if α = β,

(−1)h(α,β), if dH(α, β) = 2,

0, otherwise.

(9)

In the similar manner, we describe the entries of Pn,d. The diagonal entries of Pn,d are constant

equal to n − d. Since as noted in Remark 28 each row of Wn,d contains exactly n − d non-zero ±1

entries, with the remaining entries being zeros. For the off-diagonal entries, consider α, β ∈ Bn,d

where α , β. Suppose |X(α)∩X(β)| = s. If 0 ≤ s < d−1, then no element γ ∈ Bn,d+1 exists such that

X(α) ⊆ X(γ) and X(β) ⊆ X(γ). This implies that in this case the entry Pn,d(α, β) is zero. However,

if s = d−1, there is exactly one element γ ∈ Bn,d+1 such that X(α) ⊆ X(γ) and X(β) ⊆ X(γ). In that

case, the Hamming distance dH(α, β) = 2, and the entry Pn,d(α, β) = Wn,d(α, γ)Wn,d(β, γ), which is

±1. So here also we need to understand when does the sign of Wn,d(α, γ) and Wn,d(β, γ) differ if

we modify α and β to obtain γ. Based on the similar reasoning provided in Remark 28, if h(α, β)

is even, the signs of Wn,d(α, γ) and Wn,d(β, γ) differ. Otherwise, if h(α, β) is odd, the signs are the

same. Therefore, we have

Pn,d(α, β) =























n − d, if α = β,

(−1)h(α,β)+1, if dH(α, β) = 2,

0, otherwise.

(10)

We immediately obtain from the entry-wise descriptions (9) and (10) of matrices Qn,d and Pn,d that

Qn,d + Pn,d = nI(n
d)
. (11)

Moreover, for the signed adjacency matrix An,d, equation (3), we have

An,d = Qn,d − dI = (n − d)I − Pn,d. (12)

The following discussion establish a key feature of the aforementioned families of matrices.

Which is that each of them can be partitioned as a block matrix with a recursive structure. This

property enables us to apply the method of induction to prove several results. Note that

Wn,0 = J1,n, (13)

Wd+1,d =

[

1 −1 1 · · · (−1)d
]T
. (14)

Suppose d ≥ 1 and n ≥ d+2. Then we have a block partition of the matrix Wn,d by recognizing that

all the binary words in Bn,d ending in 1 correspond to Bn−1,d−1, while those ending in 0 correspond

to Bn−1,d. Moreover, according to the lexicographic ordering the elements of Bn−1,d−1 are before

that of Bn−1,d. This gives us the following block partition

Wn,d =













Wn−1,d−1 O(n−1
d−1),(

n−1
d+1)

(−1)dI(n−1
d ) Wn−1,d













. (15)
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Next the equations (7), (8), (11), (12), (13), and (14) implies that

Pn,1 = nIn − Jn,n, (16)

Pd+1,d = Wd+1,dWT
d+1,d = [(−1)i+ j]0≤i, j≤d , (17)

An,1 = −In + Jn,n, (18)

Ad+1,d = Id+1 − [(−1)i+ j]0≤i, j≤d . (19)

Suppose d ≥ 2 and n ≥ d + 2. Then the following block partition of the matrix Pn,d is obtained by

using equation (15) as

Pn,d = Wn,dWT
n,d

=













Wn−1,d−1 O(n−1
d−1),(

n−1
d+1)

(−1)dI(n−1
d ) Wn−1,d

























WT
n−1,d−1

(−1)dI(n−1
d )

O(n−1
d+1),(

n−1
d−1)

WT
n−1,d













=

[

Wn−1,d−1WT
n−1,d−1

(−1)dWn−1,d−1

(−1)dWT
n−1,d−1

I(n−1
d ) +Wn−1,dWT

n−1,d

]

=

[

Pn−1,d−1 (−1)dWn−1,d−1

(−1)dWT
n−1,d−1

I(n−1
d ) + Pn−1,d

]

. (20)

By using equations (12) and (20) we obtain the following block partition of the matrix An,d as

An,d =

[

An−1,d−1 (−1)d−1Wn−1,d−1

(−1)d−1WT
n−1,d−1

An−1,d

]

. (21)

Lemma 29. Let d ≥ 1 and n ≥ d + 1. Then

Wn,d−1Wn,d = O( n
d−1),(

n
d+1)

Proof. We apply the method of double induction on d and n. Let d = 1 and n ≥ 2. In this case,

since every column of Wn,1 has exactly one +1 and one −1 so by using equation (13) we have

Wn,0Wn,1 = J1,nWn,1 = O(n
0),(

n
2)
.

Let n = d + 1 and d ≥ 1. In this case, we use another induction on d. The base case of d = 1 is

already proved. Let us assume that Wd,d−2Wd,d−1 = O( d
d−2),(

d
d)

. Thus, by using equations (14) and

(15) we obtain

Wd+1,d−1Wd+1,d =













Wd,d−2 O( d
d−2),(

d
d)

(−1)d−1I( d
d−1)

Wd,d−1













[

Wd,d−1

(−1)d

]

=

[

Wd,d−2Wd,d−1

(−1)d−1Wd,d−1 + (−1)dWd,d−1

]

= O(d+1
d−1),(

d+1
d+1)
.

Now, let us assume that Wn0,d0−1Wn0,d0
= O( n0

d0−1),(
n0

d0+1)
for all 1 ≤ d0 < d and d0 + 1 ≤ n0 < n. Then

by using the equation (15) we obtain

Wn,d−1Wn,d =













Wn−1,d−2 O(n−1
d−2),(

n−1
d )

(−1)d−1I(n−1
d−1)

Wn−1,d−1

























Wn−1,d−1 O(n−1
d−1),(

n−1
d+1)

(−1)dI(n−1
d ) Wn−1,d













=

[

Wn−1,d−2Wn−1,d−1 O(n−1
d−2),(

n−1
d+1)

(−1)d−1Wn−1,d−1 + (−1)dWn−1,d−1 Wn−1,d−1Wn−1,d

]

= O( n
d−1),(

n
d+1)
. �

Lemma 30. Let n ≥ d + 1. Then rank(Wn,d) =
(

n−1

d

)

.
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Proof. Let us apply the method of double induction on d and n. If d = 0 and n ≥ 1, then the

statement holds from equation (13). If n = d + 1 and d ≥ 1, then it holds from equation (14). Now,

let us assume that rank(Wn,d−1) =
(

n−1

d−1

)

. By Lemma 29 we have WT
n,d

WT
n,d−1

= O( n
d+1),(

n
d−1)

. That is

the row space of Wn,d−1 is contained in the null space of WT
n,d

. Therefore,
(

n−1

d−1

)

≤ nullity(WT
n,d

) =
(

n

d

)

− rank(Wn,d). Thus, rank(Wn,d) ≤
(

n−1

d

)

. On the other hand, second row of the block partition of

Wn,d, equation (15), implies that rank(Wn,d) ≥
(

n−1

d

)

. �

Lemma 31. Let d ≥ 1 and n ≥ d + 1. Then Pn,dWn,d = nWn,d and Pn,dWT
n,d−1
= O(n

d),(
n
d)

.

Proof. For the first equation we use the method of double induction on d and n. Let d = 1 and

n ≥ 2. Since every column of Wn,1 has exactly one +1 and one −1 so by using equation (16) we

have Pn,1Wn,1 = (nIn − Jn,n)Wn,1 = nWn,1. Let d ≥ 2 and n = d+ 1. Then by equations (14) and (17)

we obtain

Pd+1,dWd+1,d = [(−1)i+ j]0≤i, j≤d[(−1)i]0≤i≤d = (d + 1)[(−1)i]0≤i≤d = (d + 1)Wd+1,d.

Let us assume that Pn0 ,d0
Wn0,d0

= n0Wn0 ,d0
for all 1 ≤ d0 < d and d0 + 1 ≤ n0 < n. Therefore, by

using the equations (11), (15), and (20) together with Lemma 29 we obtain

Pn,dWn,d =

[

Pn−1,d−1 (−1)dWn−1,d−1

(−1)dWT
n−1,d−1

I(n−1
d ) + Pn−1,d

]












Wn−1,d−1 O(n−1
d−1),(

n−1
d+1)

(−1)dI(n−1
d ) Wn−1,d













=

[

Pn−1,d−1Wn−1,d−1 +Wn−1,d−1 (−1)dWn−1,d−1Wn−1,d

(−1)d(Qn−1,d + Pn−1,d + I(n−1
d )) Wn−1,d + Pn−1,dWn−1,d

]

=













(n − 1)Wn−1,d−1 +Wn−1,d−1 O(n−1
d−1),(

n−1
d+1)

(−1)d((n − 1)I(n−1
d ) + I(n−1

d )) Wn−1,d + (n − 1)Wn−1,d













= n













Wn−1,d−1 O(n−1
d−1),(

n−1
d+1)

(−1)dI(n−1
d ) Wn−1,d













= nWn,d.

Lemma 29 implies that Pn,dWT
n,d−1
= Wn,dWT

n,d
WT

n,d−1
= O(n

d),(
n
d)

. �

As an immediate corollary of Lemma 30 and Lemma 31 we have the following result.

Corollary 32. Let d ≥ 1 and n ≥ d+1. Then the eigenvalues of Pn,d are n and 0, with multiplicities

are
(

n−1

d

)

and
(

n−1

d−1

)

. Moreover, the eigenspace for n is col(Wn,d), and for 0 it is row(Wn,d−1). In

particular, we have P2
n,d
= nPn,d. �

Let d ≥ 2 and n ≥ d + 1. We define the following two families of matrices as follows

Mn,d :=
[

Pn−1,d−1 Wn−1,d−1

]

, (22)

Rn,d := MT
n,d Mn,d. (23)

The next result is about a block partition and the eigenvalues of the matrix Rn,d.

Lemma 33. Let d ≥ 2 and n ≥ d + 1. Then we have

Rn,d =

[

(n − 1)Pn−1,d−1 (n − 1)Wn−1,d−1

(n − 1)WT
n−1,d−1

(n − 1)I(n−1
d ) − Pn−1,d

]

.

Furthermore, the eigenvalues of Rn,d are 0 and n(n−1), with respective multiplicities are
(

n

d

)

−
(

n−2

d−1

)

and
(

n−2

d−1

)

.
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Proof. By using equation (11), Lemma 31, and Corollary 32 we obtain

Rn,d =

[

Pn−1,d−1

WT
n−1,d−1

]

[

Pn−1,d−1 Wn−1,d−1

]

=

[

P2
n−1,d−1

Pn−1,d−1Wn−1,d−1

WT
n−1,d−1

Pn−1,d−1 WT
n−1,d−1

Wn−1,d−1

]

=

[

(n − 1)Pn−1,d−1 Pn−1,d−1Wn−1,d−1

WT
n−1,d−1

Pn−1,d−1 Qn−1,d

]

=

[

(n − 1)Pn−1,d−1 Pn−1,d−1Wn−1,d−1

WT
n−1,d−1

Pn−1,d−1 (n − 1)I(n−1
d ) − Pn−1,d

]

=

[

(n − 1)Pn−1,d−1 (n − 1)Wn−1,d−1

(n − 1)WT
n−1,d−1

(n − 1)I(n−1
d ) − Pn−1,d

]

.

For the eigenvalues of Rn,d, we use equation (8) and Corollary 32 to obtain

Mn,d MT
n,d =

[

Pn−1,d−1 Wn−1,d−1

]

[

Pn−1,d−1

WT
n−1,d−1

]

= P2
n−1,d−1 +Wn−1,d−1WT

n−1,d−1 = P2
n−1,d−1 + Pn−1,d−1

= (n − 1)Pn−1,d−1 + Pn−1,d−1 = nPn−1,d−1.

By Corollary 32 we have that the eigenvalues of Mn,dMT
n,d

are 0 and n(n − 1), with respective

multiplicities are
(

n−2

d−2

)

and
(

n−2

d−1

)

. Therefore, the second statement about the eigenvalues of Rn,d

follows since Mn,d MT
n,d

and Rn,d = MT
n,d

Mn,d have the same non-zero eigenvalues. �

In the rest of the section, we provide proofs of Theorem 24, Theorem 25, and Theorem 26.

Proof of Theorem 24. It follows from Corollary 32 since by equation (12) we have An,d = (n−d)I−
Pn,d. �

Proof of Theorem 25. By equations (20) and the first part of Lemma 33 it is clear that the zero

and non-zero pattern of Rn,d is same as that of Pn,d. Therefore, by equation (10) we have that

Rn,d ∈ S(J(n, d)). From the second part of Lemma 33 the matrix Rn,d is positive semidefinite with

rank(Rn,d) =
(

n−2

d−1

)

. Thus, the result follows from equation (5). �

Proof of Theorem 26. Since the Johnson graph J(n, d) is d(n− d)-regular so we only need to prove

the statement for k+(α). For that we count the number of 1s in the row of An,d corresponding to

α by using the method of double induction. Let d = 1 and n ≥ 2. Then the statement follows

from equation (18). For n = d + 1 and d ≥ 1 we use equation (19). If d is odd, then each row has

of Ad+1,d has ⌈ d
2
⌉ number of 1s. If d is even, then the number 1s in each row of Ad+1,d alternates

between d
2

and d
2
−1 from the top to bottom. That is exactly captured by rd+1,d(α) since it alternates

between 0 and 1 from the top to bottom. Let us assume that the statement is true for all 1 ≤ d0 < d

and d0 + 1 ≤ n0 < n. Let α′ ∈ Bn−1 is the binary word obtained from α by removing its last entry.

Let us recall the block partition (21) of the matrix An,d for the remaining proof. We consider two

different cases.

Case 1: Suppose d is even. If the last entry of α is 1, then α′ ∈ Bn−1,d−1 and rn,d(α) =

rn−1,d−1(α′). By the induction hypothesis the contribution for number of 1s from An−1,d−1 is
d
2
(n − d). The remaining contribution of rn−1,d−1(α′) is due to −Wn−1,d−1 by Remark 28. If

the last entry of α is 0, then α′ ∈ Bn−1,d and rn,d(α) = rn−1,d(α′). By the induction hypothesis

the contribution for number of 1s from An−1,d is d
2
(n − d − 1) + rn−1,d(α′). The remaining

contribution of d
2

is from −WT
n−1,d−1

by Remark 28.

Case 2: Suppose d is odd. If the last entry of α is 1, then α′ ∈ Bn−1,d−1 and rn−1,d−1(α′) +
sn−1,d−1(α′) = n − d. By the induction hypothesis the contribution for number of 1s from

An−1,d−1 is d−1
2

(n − d) + rn−1,d−1(α′). The remaining contribution of sn−1,d−1(α′) is due to
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Wn−1,d−1 by Remark 28. Suppose the last entry of α is 0. By the induction hypothesis the

contribution for number of 1s from An−1,d is d+1
2

(n − d − 1). The remaining contribution of
d+1

2
is from WT

n−1,d−1
by Remark 28.

Hence, this completes the proof. �

5.2. Ancillary results. This section includes several ancillary results based on the main results

from the previous section.

5.2.1. Weighing matrices. Recall that a weighing matrix of weight w and order n is a square n × n

matrix A over {0,−1, 1} such that AAT
= wIn. The following theorem is proved by Gregory [31].

Theorem 34 (Gregory [31]). Let Ġ = (G, σ) be a signed graph. Then ρ(Ġ) ≥
√

k where k is

the average degree of G. Moreover, equality happens if and only if G is k-regular and A(Ġ) is a

symmetric weighing matrix of weight k.

Since J(n, d) is d(n − d)-regular so as an immediate corollary of Theorem 24 and Theorem 34

we obtain the following proposition. However, it is easy to verify directly by definition as well.

Proposition 35. Let d ≥ 1. Then A2d,d is a weighing matrix of weight d2 and order
(

2d

d

)

. �

Let G be a k-regular graph with n vertices, and let A represent its signed adjacency matrix,

satisfying A2
= kIn. Let us define the matrix B =

[

A In

In −A

]

. It follows that B2
= (k + 1)I2n.

Furthermore, B is a signed adjacency matrix for the (k + 1)-regular graph H = G � K2. Thus, by

starting with any 4-regular graph that has an orthogonal signed adjacency matrix, one can construct

a 5-regular graph with an orthogonal signed adjacency matrix. In [45], numerous 4-regular graphs

with orthogonal signed adjacency matrix are constructed. Thus, in [14], the natural question of

identifying another 5-regular graph that is not formed through the above method was posed (see

[14, Problem 3.24]). In [4], this question was addressed with the construction of a 5-regular graph

that is not of the above form.

It is worth noting here that J(2d, d) is not a Cartesian product of any graph with K2. One way

to illustrate this is by using the eigenvalues. If the distinct eigenvalues of a graph G are θi, then all

the distinct eigenvalues of the Cartesian product G � K2 are θi ± 1. Therefore, if k is the largest

eigenvalue of G � K2, then k − 2 must also be an eigenvalue. However, using Equation 6, the

eigenvalues of J(2d, d) are given by (d − i)2 − i for 0 ≤ i ≤ d, which do not include d2 − 2 as one

of its eigenvalues.

5.2.2. Linear ternary codes. We first introduce some definitions which are necessary to state our

results. For a background on coding theory, linear codes, and their applications, see for e.g., [43].

Let N be a positive integer, and let q be a prime power. A linear q-ary code C of length N is a linear

subspace of the vector space FN
q . If q = 3, then it is called as linear ternary code. The dimension

|C| of a linear code C is its dimension as a linear subspace over Fq. The elements of C are called

codewords. The size of C is the number of codewords which is equal to q|C|. The weight X(α) of a

codeword α is the number of non-zero entries of α. The distance dist(C) of a linear code C is the

minimum weight of its non-zero codewords. Technically, it is defined as the minimum hamming

distance between any two distinct codewords. However, for linear codes these two definitions are

equivalent. The dual code C⊥ is the set of all vectors of FN
q which are orthogonal to all codewords

of C over Fq. That is, C⊥ = {β ∈ FN
q | α · β = 0 (mod q) for all α ∈ C}. The code C is called

self-orthogonal if C ⊆ C⊥, and it is called self-dual if C = C⊥. Note that |C| + |C⊥| = N.
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Let A be a matrix over Fq with N columns. The rows of A can be viewed as vectors in FN
q .

Consequently, the linear span of these rows generates a linear q-ary code, which we denote by CA.

Consider a signed graph Ġ of order N. The signed adjacency matrix A = A(Ġ) can be interpreted as

a matrix over F3 by realizing 2 as −1. Thus, we can consider the linear ternary code CA generated

by A which has length N.

Stanić [54] studied the linear ternary codes CA,CA−I, and CA+I where A is the signed adjacency

matrix of a strongly regular signed graph. A strongly regular signed graph generalizes the con-

cept of strongly regular graphs which is defined in [50] (see, [50, 54] for definition). Note that

every signed graph with two eigenvalues is inherently strongly regular. Therefore, it follows from

Theorem 24 that the signed Johnson graph J̇(n, d) is a strongly regular. The results from [54] are

about the dimension and distance of linear ternary codes, including the following theorem (see [54,

Theorem 3.1]), which we apply to the signed adjacency matrix An,d of the Johnson graph J(n, d).

Theorem 36. ([54, Theorem 3.1]) Let Ġ be a signed graph of order N and two integral eigenvalues,

λ of multiplicity mλ and µ of multiplicity mµ. If A is the signed adjacency matrix of Ġ, then the

following statement holds true:

(1) If λµ = 0 (mod 3) and λ + µ = 0 (mod 3), then CA is self-orthogonal with |CA| ≤
min{mλ,mµ}. In addition CA+I = CA−I = F

N
3

.

(2) If λµ = 0 (mod 3) and λ+µ , 0 (mod 3), then CA−(λ+µ)I = C⊥A and exactly one of equalities

λ = 0 (mod 3), µ = 0 (mod 3) holds. If λ = 0 (mod 3), then |CA| = mµ and |CA−(λ+µ)I | =
mλ.

(3) If λµ , 0 (mod 3) and λ + µ = 0 (mod 3), then CA = F
N
3

and CA−I = C⊥A+I
where

{|CA−I|, |CA+I|} = {mλ,mµ}.
(4) If λµ , 0 (mod 3) and λ + µ , 0 (mod 3), then CA = CA−(λ+µ)I = F

N
3

and CA−λI = CA−µI ⊆
C⊥

A−λI, with |CA−λI | ≤ min{mλ,mµ}.
Note that the proof of [54, Theorem 3.1] also implies that CA+(λ+µ)I = F

N
3

in part (2), and explic-

itly determines the dimensions of CA+I and CA−I in part (3) of Theorem 36. Let A = An,d be the

signed adjacency matrix of the Johnson graph J(n, d). By Theorem 24, the two integral eigenvalues

of A are λ = n − d of multiplicity mλ =
(

n−1

d−1

)

, and µ = −d of multiplicity mµ =
(

n−1

d

)

. Let d̄ = d

(mod 3) and n̄ = n (mod 3). In Table 2, by using Theorem 36, we list the dimensions and the dual

linear codes of CA, CA−I, and CA+I.

n̄ = 0 n̄ = 1 n̄ = 2

d̄ = 0 |CA| ≤
(

n−1

d−1

)

, CA ⊆ C⊥A ,

CA−I = CA+I = F
(n

d)
3

|CA| =
(

n−1

d−1

)

,

CA−I = C⊥A , CA+I = F
(n

d)
3

|CA| =
(

n−1

d−1

)

,

CA+I = C⊥A , CA−I = F
(n

d)
3

d̄ = 1 |CA+I| ≤
(

n−1

d−1

)

, CA+I ⊆ C⊥A+I
,

CA = CA−I = F
(n

d)
3

|CA+I| =
(

n−1

d−1

)

,

CA = C⊥A+I, CA−I = F
(n

d)
3

|CA+I | =
(

n−1

d−1

)

,

CA−I = C⊥A+I, CA = F
(n

d)
3

d̄ = 2 |CA−I| ≤
(

n−1

d−1

)

, CA−I ⊆ C⊥A−I,

CA = CA+I = F
(n

d)
3

|CA−I| =
(

n−1

d−1

)

,

CA+I = C⊥A−I
, CA = F

(n
d)

3

|CA−I | =
(

n−1

d−1

)

,

CA = C⊥A−I
, CA+I = F

(n
d)

3

Table 2. Dimensions and dual codes of the linear ternary codes generated by the

signed adjacency matrices of Johnson graphs

It is important to highlight that we have complete information for the last two columns of Table

2. However, in the first column, each row contains three self-orthogonal codes with dimensions at
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most
(

n−1

d−1

)

. We think it would be interesting to compute these dimensions explicitly. For smaller

values of n and d, computational results indicate that all three dimensions in the first column

are precisely
(

n−1

d−1

)

−
(

n−2

d−2

)

. A more intriguing and challenging problem would be to compute the

distances of the non-trivial linear ternary codes CA, CA−I, and CA+I for the signed adjacency matrix

A = An,d of the Johnson graph J(n, d).

5.2.3. Tight frame graphs. There is a nice frame theoretic perspective of finding a graph G with

q(G) = 2 (see for e.g., [1]). A sequence of vectors F = { fi}νi=1
is a finite frame for the standard

m-dimensional Euclidean space Rm if there exists constants 0 < A ≤ B < ∞ such that A||x||2 ≤
∑n

i=1 |〈x, fi〉|2 ≤ B||x||2 for all x ∈ Rm. The constants A and B are called frame bounds. If A = B,

then the frame is called a tight frame. Let G be a graph of order ν. Then a frame F = { fi}νi=1
is

called a frame representation for graph G if there is a one-to-one correspondence between F and

V(G) such that for any two distinct vertices ui, u j we have {ui, u j} ∈ E(G) if and only if 〈 fi, f j〉 , 0.

If a graph has a frame representation of a tight frame in Rm, then it is called as a tight frame graph

for Rm. In [1, Theorem 5.2], it has been proved that G is a tight frame graph for Rm if and only if

there exists a positive semidefinite matrix M ∈ S(G) such that q(M) = 2 and rank(M) = m.

In [27], the authors identified certain line graphs as tight frame graphs, including the line graph

of the complete graph Kn, that is the Johnson graph J(n, 2). They proved that J(n, 2) is a tight frame

graph for Rn−2, with n − 2 is the least possible dimension (see [27, Theorem 4.3]). In this paper,

we utilize the matrix Rn,d (see equation (23)) to provide more general result for Johnson graphs.

We note in passing that the matrix referenced in the proof of [27, Theorem 4.3] (see [32, Theorem

3.18] and [46, Theorem 3.1.31]) is quite similar to our matrix Rn,2. The following is an immediate

corrollary of Lemma 33 and Theorem 25.

Corollary 37. Let d ≥ 2 and n ≥ 2d. Then the the Johnson graph J(n, d) is a tight frame graph

for R(n−2
d−1), with

(

n−2

d−1

)

is the least possible dimension. �

5.2.4. Induced subgraphs of Johnson graphs. We apply the following technique from [36] to prove

Proposition 38, which concerns the maximum degree of certain induced subgraphs of the Johnson

graph J(n, d). In [36], a sequence of signed adjacency matrices Ad is constructed for the hypercubes

H(d, 2), with eigenvalues ±
√

d, each having multiplicity 2d−1. Using Lemma 1 and Lemma 3,

Huang proved in [36] that any induced subgraph G of H(d, 2) with 2d−1
+ 1 vertices satisfies

∆(G) ≥
√

d (see [36, Theorem 1.1]). We use this idea in the following result.

Proposition 38. Let n and d are positive integers such that n ≥ 2d. Suppose G is an arbitrary

induced subgraph of the Johnson graph J(n, d) with r vertices. Then the following holds.

(i) If r =
(

n−1

d

)

+ 1, then ∆(G) ≥ n − d.

(ii) If r =
(

n−1

d−1

)

+ 1, then ∆(G) ≥ d.

Proof. Let r =
(

n−1

d

)

+ 1, and let A = An,d from Equation 3. Suppose B is the principal submatrix of

A corresponding to the vertices of G. By Lemma 3 and Theorem 24, we have λ1(B) ≥ λ(n−1
d−1)

(A) =

n−d. Applying Lemma 1, it follows that ∆(G) ≥ λ1(B) ≥ n−d. The statement (ii) follows similarly

by considering A = −An,d. �

6. The Hamming graphs

Let d, n ∈ N, n ≥ 2, and let Yn := {0, 1, . . . , n − 1}. Recall that the Hamming graph H(d, n) has

the set Yd
n as its vertex set, where two d-tuples are adjacent if and only if they differ in exactly one
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coordinate. We denote the distance- j graph of H(d, n) by H(d, n, j) for 2 ≤ j ≤ d. In this graph, two

d-tuples are adjacent if and only if they differ in exactly j coordinate positions. Additionally, the

graphs H(d, n) and H(d, n, d) are the Cartesian and the tensor products of d copies of the complete

graph Kn, respectively. The Hamming graph H(d, n) is distance-regular of diameter d, and has

intersection array given by bi = (d − i)(n − 1), ci = i for all i = 0, 1, . . . , d (see [19, Theorem

9.2.1]). In this section, we focus on studying q(H(d, n)).

We begin with the case of n = 2, that is, the hypercubes H(d, 2). As previously noted, q̇(H(d, 2)) =

2 for all d ≥ 1, as established in [3] and [36]. The proofs in both [3] and [36] proceed in a similar

manner which is as follows. Given that H(d, 2) = H(d − 1, 2) � K2 for d ≥ 2, we can apply the

construction method outlined in Section 5.2.1. Starting with M1 = A(K2), we then recursively

construct the matrix

Md =

[

Md−1 I

I −Md−1

]

(24)

for d ≥ 2. As a result, we obtain Md ∈ Ṡ(H(d, 2)) and M2
d
= dI. Now, we aim to provide a new

perspective on this construction.

Let ∆ be the clique complex of Kd×2. In Section 4.3, we noted that G↓
dim(∆)

is isomorphic to

H(d, 2) and G↑
dim(∆)−1

is isomorphic to the line graph of H(d, 2). We can represent the set of cliques

of size d in Kd×2 as Bd, the set of binary words of length d. The set of cliques of size d − 1,

denoted by B∗
d
, can be viewed as the set of words of length d with symbols from {0, 1, ∗}, where

exactly one ∗ appears, indicating the part excluded in a d − 1-clique of Kd×2. We assume B∗
d

is ordered lexicographically, with 0 < 1 < ∗. Clearly, |B∗
d
| = d2d−1. As an example, B∗

3
=

{00∗, 01∗, 0∗0, 0∗1, 10∗, 11∗, 1∗0, 1∗1, ∗00, ∗01, ∗10, ∗11}.
For d ≥ 1, we recursively construct two sequences of {0,±1}-matrices, whose rows are indexed

by B∗
d

and columns by Bd, where (α, β)-th entry is non-zero if and only if the clique corresponding

to α is contained in the clique corresponding to β. Let E1 =

[

1 1
]

and F1 =

[

−1 1
]

. For d ≥ 2,

the recursive relations are given by:

Ed =



















Ed−1 O

O Fd−1

I2d−1 I2d−1



















and Fd =



















Fd−1 O

O Ed−1

−I2d−1 I2d−1



















.

By induction on d ≥ 1, we find that the matrix from Equation 24 satisfies Md = ET
d

Ed − dI =

−(FT
d

Fd − dI) ∈ Ṡ(H(d, 2)). Note that EdET
d
− 2I ∈ Ṡ(G↑

dim(∆)−1
). Since the non-zero eigenvalues

of the matrix EdET
d

are same as that of the matrix EdET
d

so we obtain the following result.

Proposition 39. Let d ≥ 2, and let G be the line graph of the hypercube H(d, 2). Then q(G) ≤
q̇(G) ≤ 3. �

Now we focus on the graph H(d, n) for n ≥ 3. In the following theorem, we demonstrate that it

may be sufficient to focus only on H(d, 3) for the consideration of remaining Hamming graphs.

Theorem 40. Let n ≥ 3, e ≥ d ≥ 2 are positive integers. Suppose that the system of equations f = 0

for f ∈ Φd(H(d, 3)) has no solution in which all variables are non-zero. Then q(H(e, n)) ≥ d + 1.

Proof. Consider the subset U ⊆ V(H(e, n)) consisting of all tuples where the first d entries are

from {0, 1, 2} and the last e − d entries are 0. The induced subgraph on U is H(d, 3). Any two

vertices in H(d, 3) that are at distance d remain at the same distance d when viewed in H(e, n).
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Moreover, since for the Hamming graphs we have ci = i so the number of walks of length d

between any two vertices at distance d in H(d, 3) remains the same when counted in H(e, n).

Therefore, Φd(H(d, 3)) ⊆ Φd(H(e, n)). The result follows from Lemma 8. �

The following corollary demonstrates that only hypercubes H(d, 2) have exactly two distinct

eigenvalues among the Hamming graphs H(d, n).

Corollary 41. Let n ≥ 3 and d ≥ 2. Then q(H(d, n)) ≥ 3. In particular, we have q(H(2, n)) = 3.

Proof. In Section 4.2.1, we showed that the system of equations f = 0 for f ∈ Φ2(H(2, 3)) has no

solution in which all variables are non-zero. The result now follows from Theorem 40. �

We note that the fact that q(H(2, n)) = 3 in Corollary 41 also follows from [12, Lemma 3.3].

We suspect that q(H(d, n)) = d + 1 for all d ≥ 3 and n ≥ 3. One approach to proving this is to

establish the following Conjecture 1 and then apply Theorem 40. Therefore, it is worth noting that

a polynomial in Φd(H(d, 3)) corresponds to a d-dimensional hypercube H(d, 2) that is contained

within H(d, 3). Conversely, each induced hypercube H(d, 2) of H(d, 3) corresponds to 2d−1 distinct

polynomials in Φd(H(d, 3)), one for each antipodal pair.

Conjecture 1. Let d ≥ 3. Then the system of equations f = 0 for f ∈ Φd(H(d, 3)) has no solution

in which all variables are non-zero.

Let us now consider the other graphs in the Hamming scheme. We start with the distance-d

graph H(d, n, d) and its complement.

Theorem 42. Let ni , 4 are d even numbers for 1 ≤ i ≤ d. Then q(Kn1
× Kn2

× · · · × Knd
) = 2. In

particular, if n , 4 an even number, then q(H(d, n, d)) = 2.

Proof. By Lemma 4, there exists a matrix Bi with zeros on the diagonals such that Bi ∈ S (Kni
)

for all 1 ≤ i ≤ d. By scaling, we can assume that the distinct eigenvalues of each Bi are ±1.

Consequently, the distinct eigenvalues of the matix B = B1 ⊗ B2 ⊗ · · · ⊗ Bd are ±1. Now, Lemma

5 implies that B ∈ S(Kn1
× Kn2

× · · · × Knd
), establishing the first statement. The second statement

follows directly from the first, since H(d, n, d) is the tensor product Kn × Kn × · · · × Kn. �

To establish our last two theorems, we use Theorem 12, and utilize the expression for the first

eigenmatrix of the Hamming scheme (see Delsarte [23, p. 39]). For all 0 ≤ i ≤ d and 0 ≤ j ≤ d,

the entry P j(i) of the first eigenmatrix of the Hamming scheme is given by

P j(i) =

j
∑

h=0

(−1)h(n − 1) j−h

(

i

h

)(

d − i

j − h

)

. (25)

Moreover, the multiplicity mi = (n − 1)i
(

d

i

)

for all 0 ≤ i ≤ d (see [19, Theorem 9.2.1]).

Theorem 43. Let n ≥ 3 and d is odd. Then q
(

H(d, n, d)
)

= 2.

Proof. By using Equation 25, we obtain that P j(d) = (−1) j
(

d

j

)

and P j(0) = (n − 1) j
(

d

j

)

for all

0 ≤ j ≤ d. Thus,
m0P j(0)

P j(0)
+

md P j(d)

P j(0)
= 1 + (−1) j(n − 1)d− j for all 0 ≤ j ≤ d. If n ≥ 3 and d is odd, then

1 + (−1) j(n − 1)d− j
, 0 exactly when 0 ≤ j ≤ d − 1. Therefore, the statement follows by applying

Theorem 12 with I = {0, d} and J = {1, 2, . . . , d − 1}. �
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We now turn our attention to specific graphs in the Hamming scheme H(d, 2). Let d ≥ 3,

0 ≤ j ≤ d, and t ∈ {0, 1, 2}. We need to evaluate the sum given by

ζ(d, j, t) :=

d
∑

i=0
i ≡ t (mod 3)

(

d

i

) j
∑

h=0

(−1)h

(

i

h

)(

d − i

j − h

)

. (26)

Let ω , 1 be a cube root of unity. Then

ζ(d, 0, 0) =

d
∑

i=0
i ≡ 0(mod 3)

(

d

i

)

=
(1 + 1)d

+ (1 + ω)d
+ (1 + ω2)d

3
=

2d
+ (−1)d(ω2d

+ ωd)

3
,

ζ(d, 0, 1) =

d
∑

i=0
i ≡ 1(mod 3)

(

d

i

)

=
(1 + 1)d

+ ω2(1 + ω)d
+ ω(1 + ω2)d

3
=

2d
+ (−1)d(ω2d+2

+ ωd+1)

3
,

ζ(d, 0, 2) =

d
∑

i=0
i ≡ 2(mod 3)

(

d

i

)

=
(1 + 1)d

+ ω(1 + ω)d
+ ω2(1 + ω2)d

3
=

2d
+ (−1)d(ω2d+1

+ ωd+2)

3
.

For j ≥ 1, by using Pascal’s binomial identity
(

n

k

)

=

(

n−1

k−1

)

+

(

n−1

k

)

, we obtain the following recursion:

ζ(d, j, t) = ζ(d − 1, j, t)+ ζ(d − 1, j − 1, t) + ζ(d − 1, j, t − 1) − ζ(d − 1, j − 1, t − 1).

Note that in the above recursion t − 1 is modulo 3. Using the equations above and applying the

method of induction, we arrive at the following lemma. To maintain brevity, we omit the standard,

yet lengthy, proof.

Lemma 44. Let d ≥ 3, 0 ≤ j ≤ d, and t ∈ {0, 1, 2}. Suppose d = 3r + s where r ≥ 1 and

s ∈ {−2, 0, 2}. Let us define κ(d, j) = (−3)
⌈

j
2

⌉

−1
(

d

j

)

. Then, the following statements hold:

(1) If (s, t) ∈ {(−2, 1), (2, 0), (0, 2)}, then ζ(d, 0, t) = (2d − (−1)d)/3 and ζ(d, j, t) = (−1)rκ(d, j)

for all j ≥ 1.

(2) If (s, t) ∈ {(−2, 0), (2, 2), (0, 1)}, then ζ(d, 0, t) = (2d−(−1)d)/3 and ζ(d, j, t) = (−1)r+ jκ(d, j)

for all j ≥ 1.

(3) If (s, t) ∈ {(−2, 2), (2, 1), (0, 0)} and j is even, then ζ(d, 0, t) = (2d
+(−1)d2)/3 and ζ(d, j, t) =

(−1)r+12κ(d, j) for all j ≥ 2.

(4) If (s, t) ∈ {(−2, 2), (2, 1), (0, 0)} and j is odd, then ζ(d, j, t) = 0. �

We use Equation 25, Lemma 44 and Theorem 12 in the following theorem to prove that certain

graphs in the Hamming scheme H(d, 2) has two distinct eigenvalues.

Theorem 45. Let d ≥ 3. Suppose d = 3r+ s ≥ 3 where r ≥ 1. Then the following statements hold:

(1) If r is even and s ∈ {0, 1, 2}, then q
(

H(d, 2)
)

= 2.

(2) If r is odd and s ∈ {0, 1, 2}, then q
(

H(d, 2, 2)
)

= 2.

(3) If r is odd and s ∈ {−2,−1, 0}, then q
(

H(d, 2) ∪ H(d, 2, 2)
)

= 2.

Proof. Define the sets It := {i | 0 ≤ i ≤ d, i ≡ t (mod 3)} for t ∈ {0, 1, 2}. From Equation 25, it

follows that
∑

i∈It

miP j(i)

P j(0)
=
ζ(d, j,t)

(d
j)

for any 0 ≤ j ≤ d. In what follows, we explicitly list the sets I and

J to apply Theorem 12.
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(1) For s ∈ {0, 1, 2}, the corresponding I sets are given by I1 ∪ {0}, I0 \ {0}, and I2 ∪ {0},
respectively, and the set J is defined as J = [d]/{1}. Now, use the part (2) of Lemma 44.

(2) For s ∈ {0, 1, 2}, the corresponding I sets are given by I1 ∪ {0}, I0 \ {0}, and I2 ∪ {0},
respectively, and the set J is defined as J = [d]/{2}. Now, use the part (2) of Lemma 44.

(3) For s ∈ {−2,−1, 0}, the corresponding I sets are given by I1 ∪ {0}, I0 \ {0}, and I2 ∪ {0},
respectively, and the set J is defined as J = [d]/{1, 2}. Now, use the part (1) of Lemma 44.

Hence, the proof is complete. �

7. Summary and further questions

In summation, our aim in this work was to present a careful study of the minimum number of

distinct eigenvalues (or q(G)) for strongly-regular and distance-regular graphs G. The parameter

q(G) has become one of the most studied parameters under the umbrella of the inverse eigenvalue

problem for graphs. A particularly well-studied aspect concerning this graph parameter is the case

when q(G) = 2, where a formal characterization is still unresolved. Furthermore, research on the

parameter q while imposing certain structural constraints on a graph (for e.g., regular, bipartite,

edge density, etc.) is not only a natural progression but is also beneficial to the broader inverse

eigenvalue problem for graphs community. To this end, we have analyzed a wealth of strongly-

regular and distance-regular graphs and in many cases, have computed the minimum number of

distinct eigenvalues allowed by such graphs.

Our work is essentially divided into three parts. We begin our investigation by signaling out

such graphs with specific properties, including graphs derived from association schemes, certain

distance regular graphs on a small number of vertices and conclude this topic with a reflection on

simplicial complexes, which play a role in later sections. The next phase of our work concentrates

on the family of Johnson graphs, J(n, d). Our main observation in this section is that q(J(n, d)) =

q̇(J(n, d)) = 2, but we also consider the minimum rank for such graphs also. In addition, we also

lay out a myriad of related interesting advances and discussion involving weighing matrices, linear

ternary codes, and tight frame graphs. Finally we consider the class of Hamming graphs, H(d, n).

For such graphs we verify cases where q = 2 and when q is necessarily larger than two. We also

include an intriguing discussion when the complements of such graphs have q equal to two. We

conclude by presenting several questions that we believe deserve further investigation.

Questions related to strongly-regular graphs: A strongly-regular graph G is called primitive

if both G and its complement are connected. The Hamming H(2, n) is strongly-regular with q = 3,

and its complement H(2, n, 2), has q = 2 for even n ≥ 6 (see Theorem 42). Both the 5-cycle and

the Hamming H(2, 3) are self-complementary with q = 3. The question of whether a primitive

strongly-regular graph G exists with q(G) = q(G) = 2 remains open.

Let t ≡ 3 (mod 4) be a prime power. The Paley graph P(t) is the graph whose vertices are the

elements of the finite field Ft and where two vertices a, b are adjacent if and only if a − b is a

non-zero square in Ft. The Paley graph P(t) is self-complementary strongly-regular graph. The

graphs P(5) and P(9) are C5 and H(2, 3), respectively. A open question is whether q(P(t)) is 2 or 3

for t ≥ 13.

There are seven known examples of triangle-free strongly regular graphs: the 5-cycle, the Pe-

tersen graph, the Clebsch graph, the Hoffman-Singleton graph, the Gewirtz graph, the 77-graph,

and the Higman-Sims graph. For the 5-cycle, the Petersen graph, and the Hoffman-Singleton

graph, it is known that q = 3, as for all these graphs, c2 = µ = 1. For the Clebsch graph, q = 2,
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and for the 77-graph, q = 3 (see Table 1). The open question remains: to find the q-values for the

Gewirtz and the Higman-Sims graphs?

The three Chang graphs are strongly-regular graphs, with the same parameters as that of Johnson

J(8, 2) (see, for e.g., [20, Section 9.2]). We think it would be interesting to determine the q-values

for the Chang graphs.

Questions related to Johnson graphs: The general question is to determine the q-values of

other graphs in the Johnson scheme. Specifically, we have shown that q(J(3d − 2, d)) = 2, but

determining q(J(n, d)) for general n and d remains unresolved.

An important family of graphs is the Kneser graph K(n, d), which is the distance-d graph of

the Johnson graph J(n, d). The Kneser graph K(n, d) is triangle-free if and only if 2d < n < 3d.

Hence, if
(

n

d

)

is odd and 2d < n < 3d, then q(K(n, d)) ≥ 3. Moreover, it is known that K(2d + 1, d),

the odd graph, is a distance-regular graph of diameter d with c2 = 1, so q(K(2d + 1, d)) ≥ 3. This

raises the broader question of determining q(K(n, d)) for general n and d.

The structural and spectral properties of the Johnson graph J(n, d) have been studied extensively

from various perspectives. Therefore, it is also valuable to investigate the graphs J+(n, d), J−(n, d),

and the 2-lift associated with J̇(n, d) (see Section 5 for definitions) from different viewpoints.

Questions related to Hamming graphs: We have already proposed Conjecture 1. The next

general question is to determine the q-values of other graphs in the Hamming scheme. Note that

q(H(3, 2)) = q(K4�K2) = 2 follows from [3, Corollary 6.8]. However, this result is not covered by

Theorem 45. A natural question that arises is whether q = 2 for the complements of all hypercube

graphs H(d, 2). Additionally, another intriguing question is whether q = 2 holds for some of the

remaining cases not addressed by Theorem 42 and Theorem 43.
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