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Abstract

The broad-sense genetic heritability, which quantifies the total proportion of

phenotypic variation in a population due to genetic factors, is crucial for under-

standing trait inheritance. While many existing methods focus on estimating

narrow-sense heritability, which accounts only for additive genetic variation, this

paper introduces a kernel ridge regression approach to estimate broad-sense

heritability. We provide both upper and lower bounds for the estimator. The effec-

tiveness of the proposed method was evaluated through extensive simulations of

both synthetic data and real data from the 1000 Genomes Project. Additionally,

the estimator was applied to data from the Alzheimer’s Disease Neuroimaging

Initiative to demonstrate its practical utility.
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1 Introduction

Genetic heritability, which measures the proportion of phenotypic variance explained
by genetic factors, is a crucial quantity that can enhance our understanding of the
genetic mechanisms underlying complex phenotypes (Lee et al., 2011). As noted by Zhu
and Zhou (2020), two types of heritability can be estimated. The first is broad-sense
heritability (H2), which evaluates the proportion of phenotypic variance explained by
all genetic factors, including additive effects, dominance effects, and epistatic inter-
actions. The second type, narrow-sense heritability (h2), represents the proportion of
phenotypic variance explained solely by additive genetic effects.

Since the success of Genome-Wide Association Studies (GWAS), hundreds of single
nucleotide polymorphisms (SNPs) associated with complex traits have been discov-
ered (Hindorff et al., 2009; Donnelly, 2008). However, SNPs identified through GWAS
explain only a small fraction of the genetic variation for any given trait, a well-
known issue referred to as ”missing heritability” (Maher, 2008; Manolio et al., 2009).
One possible explanation is that each individual SNP contributes only a tiny effect
to the trait; thus, many SNPs remain undetected as they fail to meet the stringent
significance threshold in GWAS (Yang et al., 2010). As a result, existing literature
on narrow-sense heritability estimation often relies on modeling the joint effects of
multiple SNPs, with linear mixed-effects models (LMMs) playing a key role in con-
structing narrow-sense heritability estimators. For example, Yang et al. (2010) applied
Restricted Maximum Likelihood (REML) multi-variance component analysis on large
sample sizes to estimate heritability and uncover genetic architecture. This method
demonstrated significant reductions in computation time and memory use compared
to previous approaches. The BOLT-REML algorithm revealed that SNP heritability
increases with higher-frequency SNPs, while rarer SNPs have a larger effect per allele
but explain less variance per SNP. The study further characterized schizophrenia as
having a highly polygenic architecture.

In line with this trend, numerous advancements have been made to improve
LMM-based narrow-sense heritability estimators. For instance, Lee et al. (2011)
addressed three main challenges—scale, ascertainment, and SNP quality control—and
demonstrated that genetic variation in disease liability, linked to common SNPs in
linkage disequilibrium (LD), could be estimated from genome-wide association studies
(GWAS) data. First, variance explained on the observed risk scale was transformed to
an underlying liability scale. Second, the method accounted for ascertainment, which
led to a much higher proportion of cases in the analyzed sample than in the gen-
eral population. Third, the new approach minimized inflated heritability estimates
by preventing artificial differences between case and control genotypes through rig-
orous GWAS quality control. This method was tested using simulated data and real
GWAS data from three Wellcome Trust Case Control Consortium (WTCCC) datasets:
Crohn’s disease, bipolar disorder, and type I diabetes. Additionally, Speed et al. (2012)
proposed a modified kinship matrix that weights SNPs based on local LD, significantly
reducing bias in heritability estimates and enhancing estimation precision.

Several additional approaches have been developed to improve narrow-sense heri-
tability estimation. For example, with the reduced cost of whole-genome sequencing
and advances in data storage, biobank data has become accessible. Hou et al. (2019)
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explored an estimator derived under a model that minimizes assumptions about
genetic architecture, acknowledging that models with numerous assumptions risk bias
due to the unknown nature of genetic architecture. They proposed a generalized ran-
dom effects (GRE) model that makes minimal assumptions about genetic architecture.
They found that the GRE estimator is nearly unbiased across all architectures com-
pared to existing methods, with a maximum bias of around 2%. As anticipated, the
GRE model demonstrated robust performance across architectures, with a runtime of
O(Npk

2) for chromosome k with pk SNPs, taking approximately 3 hours and 60 GB of
memory for 50,000 SNPs. Another direction involves estimating narrow-sense heritabil-
ity using only summary data, such as the LD matrix. Although individual-level data
can provide more precise estimates, its accessibility is often limited by data-sharing
restrictions. Recently, Li et al. (2023) proposed an iterative procedure called HEELS,
which uses summary statistics to solve REML-score equations by adapting Henderson’s
algorithm for variance component estimation in LMMs. This approach improves the
statistical efficiency of heritability estimators based on summary statistics, achieving
performance comparable to that of REML.

Although accurately estimating narrow-sense heritability has received considerable
attention in the literature, the true relationship between genetic components and phe-
notypic traits is unknown, and focusing solely on additive (linear) effects may result
in a loss of information. Therefore, it is also important to estimate broad-sense heri-
tability accurately. Mathematically, suppose the relationship between SNPs (Z) and
a phenotypic trait (Y ) is given by Y = g(Z) + ǫ, where ǫ is a random error. The
broad-sense heritability can then be expressed as

H2 =
Var[g(Z)]

Var[g(Z)] + Var[ǫ]
. (1)

If the function g were known and i.i.d. data pairs (Z1, Y1), (Z2, Y2), . . . , (Zn, Yn)
were observed, a natural estimator for Var[g(Z)] would be the sample variance
(n − 1)−1

∑n

i=1(g(Zi) − ḡ)2, with ḡ = n−1
∑n

i=1 g(Zi). Similarly, a natural estima-
tor for Var[ǫ] is its sample counterpart, n−1

∑n

i=1(Yi − g(Zi))
2. An estimator of H2

can be obtained by replacing the variances with their respective estimators. However,
since g is unknown, it must also be estimated. In this paper, this estimation will be
achieved through kernel ridge regression.

The remainder of the paper is organized as follows: Section 2 provides the details
on our proposed estimator for the broad-sense heritability as well as some theoretical
properties of the estimator, followed by some simulation studies whose results are
presented in Section 3. A real data analysis of the proposed method for the data from
the Alzheimer’s Neuroimaging Initiative (ADNI) is given in Section 4 and Section 5
provides a discussion of the proposed method and future work.

Notations : Throughout the remainder of the paper, we use bold lower-cased
alphabetic letters and bold lower-cased Greek letters to denote non-random vectors.
Capitalized alphabetic letters and Greek letters will be used to denote random vari-
ables, while bold capitalized alphabetic letters and Greek letters will be used to denote
matrices or random vectors. For a matrix A, ‖A‖op is used to denote the operator
norm, which is the largest singular value of A. For a vector a, ‖a‖ is used to denote
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the regular Euclidean norm. For a square matrix A, l1(A) ≥ l2(A) ≥ · · · ≥ ln(A) are
used to denote the eigenvalues of A and ‖A‖F and ‖A‖op denote the Frobenius norm
and the operator norm of A respectively.

2 Methodology

Consider the following semi-parametric model for the population:

Y = g(Z) + ǫ, (2)

where Z ∈ R
p is a vector containing p SNPs. Suppose that g ∈ HK with HK being

a reproducing kernel Hilbert space associated with the kernel function K(·, ·). Now,
given the observed data pairs {(Yi,Zi)}ni=1 from a random sample, the sample version
of model (2) is given by

Yi = g(Zi) + ǫi, i = 1, . . . , n. (3)

Here we assume that ǫi are i.i.d with mean zero and variance σ2
ǫ . Estimation of g ∈ HK

can be accomplished via minimizing the penalized least squares loss function

ĝ = argming∈HK

1

n

n
∑

i=1

(Yi − g(Zi))
2 + λn ‖g‖2HK

. (4)

Thanks to the Representer Theorem (Kimeldorf and Wahba, 1970, 1971), the general
solution for the nonparametric function g(·) in (4) can be expressed as

g(·) =
n
∑

i=1

αiK(Zi, ·),

so that model (3), in a matrix-vector form, can be expressed as

Y = Kα+ ǫ, (5)

where K = [K(Zi,Zj)]
n
i,j=1 is a kernel matrix constructed based on the observed

data Z1, . . . ,Zn and the optimization problem (4) becomes

α̂ = argminα
1

n
(Y −Kα)T (Y −Kα) + λnα

TKα. (6)

Set Q(α) = 1
n
(Y −Kα)T (Y −Kα). Taking derivatives with respect to α gives

∂Q

∂α
=

2

n
K(Y −Kα) + 2λnKα.

4



By letting it equal to 0 and the solution to the equation ∂Q
∂α

= 0 is given by

α̂ = (K + nλnIn)
−1

Y

We estimate the broad sense heritability by using α̂ as given above and using σ̂2
ǫ =

1
n
(Y −Kα̂)T (Y −Kα̂). Then the broad sense heritability can be estimated via

Ĥ2 =
1

n−1 α̂
T
K(In − 1

n
Jn)Kα̂

1
n−1 α̂

T
K(In − 1

n
Jn)Kα̂+ σ̂2

ǫ

. (7)

Now, we will look at the theoretical properties of the proposed heritability esti-
mator Ĥ2 by providing asymptotic upper bound and lower bound. For simplicity, we
denote g = [g(Z1), . . . , g(Zn)]

T , J̄n = 1
n
Jn and σ̂2

g = 1
n−1 α̂K(In− J̄n)Kα̂. To start

with, let us decompose σ̂2
g and σ̂2

ǫ as follows:

σ̂2
g =

1

n− 1
Y T (K + nλnIn)

−1K(In − J̄n)K(K + nλnIn)
−1Y

=
1

n− 1
(g + ǫ)T (K + nλnIn)

−1K(In − J̄n)K(K + nλnIn)
−1(g + ǫ)

=
1

n− 1
(Ig1 + Ig2 + Ig3 ),

where

Ig1 = gT (K + nλnIn)
−1K(In − J̄n)K(K + nλnIn)

−1g,

Ig2 = ǫT (K + nλnIn)
−1K(In − J̄n)K(K + nλnIn)

−1ǫ,

Ig3 = 2gT (K + nλnIn)
−1K(In − J̄n)K(K + nλnIn)

−1ǫ.

Similarly,

σ̂2
ǫ =

1

n
(Y −K(K + nλnIn)

−1Y )T (Y −K(K + nλnIn)
−1Y )

=
1

n
Y T (In −K(K + nλnIn)

−1)(In −K(K + nλnIn)
−1)Y

=
1

n
n2λ2

nY
T (K + nλnIn)

−2Y

=
1

n
n2λ2

n(g + ǫ)T (K + nλnIn)
−1(g + ǫ)

=
1

n
(Iǫ1 + Iǫ2 + Iǫ3),

where

Iǫ1 = n2λ2
ng

T (K + nλnIn)
−2g
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Iǫ2 = n2λ2
nǫ
T (K + nλnIn)

−2ǫ

Iǫ3 = 2n2λ2
ng

T (K + nλnIn)
−2ǫ.

Our first observation is that the cross-product term 1
n−1I

g
3 and 1

n
Iǫe are asymptoti-

cally negligible under conditions (C1) and (C2). (C1) assumes that the random errors
are sub-Gaussian random variables and (C2) requires that the underlying function g
is bounded. These assumptions are common in literature.

(C1) (Sub-Gaussian Errors) ǫ1, . . . , ǫn are i.i.d. sub-gaussian random variables with
maxi ‖ǫi‖ψ2

≤ C for some constant C > 0.
(C2) (Bounded Signals) ‖g‖∞ ≤ M for some M > 0.

Proposition 1. Under Assumptions (C1) and (C2), given Z := σ(Z1, . . . ,Zn),

1

n− 1
Ig3 = op(1),

1

n
Iǫ3 = op(1).

Since Ig3 and Iǫ3 are asymptotically negligible, the asymptotic performance of Ĥ2

is solely determined by the asymptoci behavior of Igi and Iǫi , i ∈ {1, 2}. We first focus
on the asymptotic performance of Ig2 and Iǫ2.

Proposition 2. Under Assumptions (C1) and (C2), given Z := σ(Z1, . . . ,Zn),

1

n− 1
Ig2 =

σ2
ǫ

n− 1
tr
(

(K + nλnIn)
−1K(In − J̄n)K(K + nλnIn)

−1
)

+ op(1)

1

n
Iǫ2 =

σ2
ǫ

n
tr
(

n2λ2
n(K + nλnIn)

−2
)

+ op(1).

For Ig1 and Iǫ1, since both terms are quadratic form, so they naturally are naturally
lower bounded from 0. To provide nontrivial bounds for these quadratic forms, we
further impose the following assumptions. Condition (C3) requires that g and v1 are
not orthogonal so that g does not lie in the null space of K. Similarly, (C3) also
requires that neither v1 nor g lies in the null space of Jn. Condition (C4) requires that
there is sufficient cap between the largest eigenvalue and the second largest eigenvalue
of the kernel matrix K.

(C3) There exist constants c ∈ (0, 1] such that

∣

∣vT1 1n
∣

∣ ≥ c
√
n,

∣

∣vT1 g
∣

∣ ≥ c ‖g‖ a.s.,
∣

∣1Tng
∣

∣ ≥ c
√
n ‖g‖ a.s.

where v1 is the eigenvector corresponding to the largest eigenvalue of K.
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(C4) (Spectral Gap) There exists constant α ∈ (max(2c2 − 1, 0), 1] such that

l1(K)

l2(K)
>

α+ 1− c2

c2
, a.s.

where l2(K) is the second largest eigenvalue of the kernel matrix K.

Proposition 3. Under Assumptions (C3) and (C4),

∣

∣1TnK(K + nλnIn)
−1g

∣

∣ ≥ α

(

l2(K)

l2(K) + nλn

)√
n ‖g‖ ,

provided that nλn ≥ (α+1−c2)l1(K)l2(K)
c2l1(K)−(α+1−c2)l2(K) .

As one can see from Proposition 3, to obtain a nontrivial lower bound, besides
the conditions (C3) and (C4), one also requires that the regularization parameter λn
should be chosen properly as well. In addition, as a consequence of Proposition 3, the
quantity 1

n
(1TnK(K + nλn)

−1g)2 behaves similarly as 1
n
(1Tng)

2. This observation is
given in the following proposition.

Proposition 4. Under Assumption (C3), (C4) and nλn ≥ (α + 1 −
c2)l1(K)l2(K)/[c2l1(K)− (α+ 1− c2)l2(K)],

α2

(

l1(K)

l1(K) + nλn

)2

≤
1
n
(1TnK(K + nλnIn)

−1g)2

1
n
(1Tng)

2
≤ c−2

(

l1(K)

l1(K) + nλn

)2

Now we are ready to bound the terms that are not asymptotically negligible to compute
σ̂2
g and σ̂2

ǫ . The bounds are provided in the following two propositions.
Proposition 5. Under Assumption (C1)-(C4) and nλn ≥ (α + 1 −
c2)l1(K)l2(K)/[c2l1(K)− (α+ 1− c2)l2(K)],

nc2

n− 1

(

l1(K)

l1(K) + nλn

)2
[

1

n
‖g‖2 − c−4

(

1

n
1Tng

)2
]

≤ 1

n− 1
Ig1

≤ n

n− 1

(

l1(K)

l1(K) + nλn

)2
[

1

n
‖g‖2 − α2

(

l2(K)

l2(K) + nλn

l1(K) + nλn
l1(K)

)2(
1

n
1Tng

)2
]

,

and

σ2
ǫ

n− 1

n
∑

i=2

(

li(K)

li(K) + nλn

)2

+ op(1) ≤
1

n− 1
Ig2 ≤ (1− c2)σ2

ǫ

n− 1

n
∑

i=1

(

li(K)

li(K) + nλn

)2

+ op(1).
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Proposition 6. Under Assumptions (C1) and (C2), given Z = σ{Z1, . . . ,Zn}

1

n

(

nλn
l1(K) + nλn

)2

‖g‖2 ≤ 1

n
Iǫ1 ≤ 1

n
‖g‖2

(

nλn
l1(K) + nλn

)2

σ2
ǫ + op(1) ≤

1

n
Iǫ2 ≤ σ2

ǫ + op(1).

Putting everything together, we have
Theorem 7. Under (C1)-(C4) and and nλn ≥ (α + 1 − c2)l1(K)l2(K)/[c2l1(K) −
(α+ 1− c2)l2(K)],

σ̂2
g ≥ c2τ21Var[g(Z)] + (c2τ21 − c−4)(E[g(Z)])2 + σ2

ǫ

∫
(

x

x+ nλn

)2

dF−1(x) + op(1)

σ̂2
g ≤ τ21Var[g(Z)] + (τ21 − α2(τ2/τ1)

2)(E[g(Z)])2 + (1− c)2σ2
ǫ

∫
(

x

x+ nλn

)2

dF (x) + op(1),

and

σ̂2
ε ≥ (1− τ1)

2
(

Var[g(Z)] + σ2
ε

)

+ (1− τ1)
2(E[g(Z)])2 + op(1)

σ̂2
ε ≤ Var[g(Z)] + σ2

ε + (E[g(Z)])2 + op(1),

where

τi = lim
n→∞

li(K)

li(K) + nλn
, i = 1, 2

F (x) is the limiting empirical spectral distribution (ESD) of K, and F−1(x) is the
limiting empirical spectral distribution (ESD) of K by removing the largest eigenvalue
of K.

As a result, the bounds for σ̂2
ǫ and σ̂2

g further provide an upper bound and a lower

bound for σ̂2
ǫ /σ̂

2
g , which is an important quantity for Ĥ2 since Ĥ2 = 1/(1+ σ̂2

ǫ/σ̂
2
g). In

addition, by careful choice of the regularization parameter λn, it can be shown that
the bounds provided covers the true value σ2

ǫ /σ
2
g .

Proposition 8. Under the same conditions as in Theorem 7,

(1− τ1)
2(Var[g(Z)] + σ2

ǫ ) + (1− τ1)
2(E[g(Z)])2

c2τ21Var[g(Z)] + (τ21 − α2(τ2/τ1)2)(E[g(Z)])2 + (1− c)2σ2
ǫ

∫

(

x
x+nλn

)2

dF (x)

≤ lim
n→∞

σ̂2
ǫ /σ̂

2
g

≤ Var[g(Z)] + σ2
ǫ + (E[g(Z)])2

c2τ21Var[g(Z)] + (c2τ21 − c−4)(E[g(Z)])2 + σ2
ǫ

∫

(

x
x+nλn

)2

dF−1(x)
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Consequently, if the regularization parameter λn is chosen such that

(α+ 1− c2)l1(K)l2(K)

c2l1(K)− (α+ 1− c2)l2(K)
≤ nλn

∫
(

x

x+ nλn

)2

dF−1(x) ≤
σ2
g

σ2
ǫ

(1− c2τ21 )

∫
(

x

x+ nλn

)2

dF (x) ≥ 1

1− c2

[

σ4
g

σ4
ǫ

+ (1− c2τ21 )
σ2
g

σ2
ǫ

+

(

σ2
g

σ4
ǫ

− τ21 − α2(τ2/τ1)
2

σ2
ǫ

)

(E[g(Z)])2

]

,

then the asymptotic bounds for σ̂2
ǫ /σ̂

2
g cover the true value σ2

ǫ /σ
2
g with σ2

g = Var[g(Z)].

3 Simulation

To evaluate the performance of the proposed estimators, we started by creating
populations, from which response variables were generated based on the following
model:

Yi = g(Zi) + ǫi, i = 1, . . . , N, (8)

whereN is the population size specified in the following subsections; ǫi are i.i.d. normal
random variables with mean 0 and standard deviation 0.5. The genetic variants Zi ∈
R
p were generated under two different scenarios: (1). The genetic variants simulated

based on Hardy-Weinberg equilibrium (HWE) and (2). The genetic variants sampled
from the 1000-Genome Project (Altshuler et al., 2010). Three underlying functions
were used in the simulation studies:

1. Linear function: g(Zi) = 2ZT
i β + 5.

2. Quadratic function: g(Zi) = (ZT
i β)

2.
3. Trigonometric function: g(xZi) = sin(ZT

i β) + 2ZT
i β.

The genetic effect β ∼ Np(0, σ
2
gIn) and the variance component σg is chosen so that

the population broad-sense heritability lies between 0.2 and 0.8. In each scenario, we
considered two cases: the low-dimensional case (N > p) and the high-dimensional case
(N < p). We now explain in detail how the Zi’s were simulated in these two scenarios.

3.1 Scenario 1: Genetic Variants Simulated from HWE

In this scenario, we started by simulating the minor allele frequencies (MAFs) of the
SNPs from the uniform distribution U [0.01, 0.5]. Then, Hardy-Weinberg equilibrium
(HWE) was applied to simulate the additive genotypes. Specifically, the jth SNP with
MAF, MAFj , has values 0, 1, and 2 with the following probabilities respectively:

P(SNPj = 0) = (1−MAFj)
2,

P(SNPj = 1) = 2MAFj(1−MAFj),

9



P(SNPj = 2) = MAF 2
j .

The choices of N , p, and σg under different simulation settings are summarized in
Table 1.

Table 1 Choices of N , p and σg for the scenario where the genetic
variants were simulated based on HWE.

Low-dimensional (N > p) High-dimensional (N < p)
N p σg N p σg

Linear 1000 500 0.02 500 1000 0.01
Quadratic 1000 500 0.03 500 1000 0.02

Trigonometric 1000 500 0.02 500 1000 0.05

3.2 Scenario 2: Genetic Variants Simulated from Real Genetic

Data

To mimic the real structure of sequence data, genetic variants in this scenario were
sampled from the real sequencing data of Chromosome 17: 7,344,328–8,344,327 from
the 1000 Genomes Project. The distribution of minor allele frequencies (MAFs) of
single nucleotide polymorphisms (SNPs) in this region is heavily skewed to the right
and ranges from 0.046% to 49.954%. In this scenario, p SNPs were randomly sampled
from all SNPs in the sequencing data. The choices of N , p and σg are summarized in
Table 2

Table 2 Choices of N , p and σg for the scenario where the genetic
variants were simulated based on real genetic data.

Low-dimensional (N > p) High-dimensional (N < p)
N p σg N p σg

Linear 1092 500 0.02 1092 1500 0.01
Quadratic 1092 500 0.03 1092 1500 0.015

Trigonometric 1092 500 0.05 1092 1500 0.05

In both scenarios, the linear kernel matrix K = p−1ZZT , the polynomial kernel
matrix K = (Jn+ p−1ZZT )◦2, where ◦2 means elementwise squaring, and the Gaus-

sian kernel Kij = exp
{

− 1
2 ‖Zi −Zj‖2

}

were used to estimate the heritability. In

terms of the regularization parameter λn in the kernel ridge regression, we predefined
a candidacy set C = {0.1, 0.5, 0.8, 1, 1.3, 1.5, 2, 2.3, 2.5, 3, 5} for the values of nλn and
calculated the heritability estimator using each candidate. In the low-dimensional case,
samples of sizes 600, 700, 800, 900, and 1000 were randomly selected from the cor-
responding population, while in the high-dimensional case, samples of sizes 100, 200,
300, 400, and 500 were randomly picked from the corresponding population. We then
calculated the heritability estimator for each sample size. Such a process was repeated
500 times.
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Based on the results, the polynomial kernel provides the most accurate estimation
of the underlying heritability across all settings when the value of nλn is appropriately
chosen. Table 3 and Table 4 summarize the mean heritability estimates and standard
deviations across 500 repetitions when the underlying function is linear. The results for
the other two functions used in the simulations are presented in Appendix B. Here, we
only present tables for the three values of nλn that yield the most accurate estimates
for the polynomial kernel.

Table 3 Mean and standard deviation of the heritability estimators obtained after running 500 repetitions
when the underlying function is linear and the low dimensional case was applied. The true heritability for the
HWE scenario is 0.769 and the true heritability for the 1000 Genome Project case is 0.774.

Hardy Weinberg Equilibrium 1000 Genome Project
nλn nλn

Linear 2.3 2.5 3.0 1.5 2.0 2.3
600 0.034 (0.002) 0.031 (0.002) 0.025 (0.002) 0.054 (0.005) 0.042 (0.004) 0.037 (0.004)
700 0.030 (0.002) 0.027 (0.002) 0.022 (0.001) 0.047 (0.004) 0.037 (0.003) 0.033 (0.003)
800 0.024 (0.001) 0.022 (0.001) 0.018 (0.001) 0.040 (0.003) 0.031 (0.003) 0.028 (0.002)
900 0.017 (0.001) 0.016 (0.001) 0.013 (0.001) 0.031 (0.002) 0.025 (0.002) 0.022 (0.002)
1000 0.009 (0.000) 0.008 (0.000) 0.007 (0.000) 0.024 (0.002) 0.019 (0.001) 0.017 (0.001)

Polynomial 2.3 2.5 3 1.5 2.0 2.3
600 0.702 (0.011) 0.674 (0.012) 0.608 (0.013) 0.803 (0.014) 0.765 (0.016) 0.745 (0.017)
700 0.712 (0.009) 0.685 (0.009) 0.622 (0.011) 0.806 (0.012) 0.770 (0.013) 0.750 (0.014)
800 0.721 (0.007) 0.695 (0.008) 0.635 (0.008) 0.809 (0.010) 0.773 (0.011) 0.755 (0.010)
900 0.729 (0.005) 0.704 (0.006) 0.646 (0.006) 0.810 (0.007) 0.777 (0.008) 0.758 (0.009)
1000 0.736 (0.000) 0.713 (0.000) 0.656 (0.000) 0.811 (0.005) 0.780 (0.005) 0.762 (0.006)

Gaussian 2.3 2.5 3 1.5 2.0 2.3
600 0.265 (0.009) 0.257 (0.009) 0.242 (0.009) 0.423 (0.016) 0.412 (0.015) 0.408 (0.015)
700 0.271 (0.008) 0.262 (0.008) 0.246 (0.007) 0.426 (0.013) 0.413 (0.012) 0.409 (0.012)
800 0.275 (0.006) 0.266 (0.006) 0.250 (0.005) 0.428 (0.011) 0.414 (0.010) 0.409 (0.009)
900 0.281 (0.004) 0.270 (0.004) 0.253 (0.004) 0.430 (0.008) 0.416 (0.008) 0.411 (0.007)
1000 0.285 (0.000) 0.275 (0.000) 0.256 (0.000) 0.432 (0.005) 0.417 (0.005) 0.411 (0.005)

4 Real Data Analysis

Alzheimer’s disease (AD) is the most common neurodegenerative disease and has sub-
stantial genetic components (Karch et al., 2014; Sims et al., 2020). AD primarily
targets the hippocampus region of the brain, which plays an important role in learn-
ing and memory. In the early stages of AD, the hippocampus suffers from volume
loss (Schuff et al., 2009; Mu and Gage, 2011). Additionally, studies have shown that
all hippocampal subregion volumes are highly heritable (Whelan et al., 2016). Accu-
rately estimating genetic heritability can help us understand more about the genetic
inheritance of AD and support the development of effective genetic treatments for the
disease.

We applied our proposed genetic heritability estimator to whole genome sequencing
data from the Alzheimer’s Disease Neuroimaging Initiative (ADNI). A total of 808
samples from the screening and baseline of the ADNI1 and ADNI2 studies included
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Table 4 Mean and standard deviation of the heritability estimators obtained after running 500 repetitions
when the underlying function is linear and the high dimensional case was applied. The true heritability for the
HWE scenario is 0.594 and the true heritability for the 1000 Genome Project case is 0.719.

Hardy Weinberg Equilibrium 1000 Genome Project
nλn nλn

Linear 2.0 2.3 2.5 1.3 1.5 2.0
100 0.014 (0.002) 0.012 (0.002) 0.010 (0.002) 0.056 (0.010) 0.041 (0.008) 0.034 (0.007)
200 0.018 (0.002) 0.014 (0.002) 0.013 (0.001) 0.055 (0.007) 0.039 (0.005) 0.034 (0.005)
300 0.017 (0.001) 0.014 (0.001) 0.012 (0.001) 0.052 (0.006) 0.038 (0.005) 0.033 (0.005)
400 0.012 (0.001) 0.010 (0.001) 0.009 (0.001) 0.049 (0.005) 0.036 (0.004) 0.031 (0.004)
500 0.004 (0.000) 0.004 (0.000) 0.003 (0.000) 0.044 (0.005) 0.033 (0.003) 0.028 (0.003)

Polynomial 2.0 2.3 2.5 1.3 1.5 2.0
100 0.682 (0.013) 0.618 (0.015) 0.576 (0.015) 0.766 (0.046) 0.688 (0.056) 0.643 (0.059)
200 0.700 (0.011) 0.640 (0.013) 0.601 (0.013) 0.779 (0.031) 0.708 (0.037) 0.670 (0.039)
300 0.708 (0.009) 0.650 (0.010) 0.614 (0.011) 0.783 (0.024) 0.717 (0.028) 0.683 (0.031)
400 0.714 (0.006) 0.658 (0.008) 0.624 (0.008) 0.785 (0.019) 0.722 (0.022) 0.689 (0.025)
500 0.719 (0.000) 0.665 (0.000) 0.631 (0.000) 0.787 (0.016) 0.727 (0.019) 0.695 (0.021)

Gaussian 2.0 2.3 2.5 1.3 1.5 2.0
100 0.100 (0.008) 0.079 (0.007) 0.068 (0.007) 0.427 (0.043) 0.408 (0.040) 0.400 (0.039)
200 0.117 (0.007) 0.095 (0.006) 0.083 (0.005) 0.438 (0.031) 0.423 (0.026) 0.415 (0.026)
300 0.127 (0.005) 0.103 (0.005) 0.091 (0.004) 0.440 (0.023) 0.425 (0.023) 0.422 (0.021)
400 0.134 (0.004) 0.110 (0.003) 0.097 (0.003) 0.441 (0.019) 0.428 (0.017) 0.423 (0.018)
500 0.141 (0.000) 0.116 (0.000) 0.103 (0.000) 0.442 (0.016) 0.429 (0.015) 0.424 (0.014)

whole genome sequencing data. After retaining SNPs that were called or imputed with
r2 > 0.9, we performed quality control by removing all SNPs with MAF ¡0.05 and
any SNPs that did not pass the Hardy-Weinberg equilibrium test (p-value < 1e− 6).
Combining individuals having phenotype information, 576 individuals remain for the
analysis.

We began by regressing the natural logarithm of hippocampal volume on several
common clinical covariates, including age, gender, education status, and the number
of alleles in APOEε4. The residuals were then used as the response variable in the ker-
nel ridge regression. The three kernel matrices used in the simulation studies—linear
kernel, polynomial kernel of degree 2, and Gaussian kernel-were constructed based on
the SNP matrix.

After applying our method to estimate the heritability based on the residuals
using nλn = 0.8, we obtained Ĥ2 = 0.028 for the linear kernel; Ĥ2 = 0.115 for
the polynomial kernel and Ĥ2 = 0.024 for the Gaussian kernel. As in the simulation
studies, the polynomial kernel gives the best performance among the three kernel
matrices. We hypothesize that the reason of seeing these small numbers is that the
age predictor has explained much of the variations in the response.

5 Discussion

In this paper, we proposed an estimator for the broad-sense genetic heritability of
continuous phenotypes using kernel ridge regression. Theoretically, we provided an
upper bound and a lower bound for the heritability estimator under certain regularity
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conditions. Consequently, we demonstrated that with an appropriate choice of the reg-
ularization parameter λn in the kernel ridge regression, the upper and lower bounds
for the estimator encompass the underlying heritability. Simulation studies across var-
ious scenarios suggest that the proposed estimator can indeed capture the underlying
heritability.

In the methodology section, we provided a general result on the bounds for our
heritability estimator. It is worth noting that in some special cases, the bounds could
be simpler. For instance, when r := rank(K) = o(n), it then follows from the von
Neumann trace inequality (Mirsky, 1975) that as n → ∞,

1

n− 1
Ig2 =

σ2
ǫ

n− 1
tr
(

(K + nλnIn)
−1K(In − J̄n)K(K + nλnIn)

−1
)

+ op(1)

=
σ2
ǫ

n− 1
tr
(

K(K + nλnIn)
−2K(In − J̄n)

)

+ op(1)

≤ σ2
ǫ

n− 1

n
∑

i=1

li(K(K + nλnIn)
−2K)li(In − J̄n)

=
σ2
ǫ

n− 1

r
∑

i=1

(

li(K)

li(K) + nλn

)2

+ op(1)

≤ rσ2
ǫ

n− 1
+ op(1)

= op(1).

Such a case occurs when the kernel matrix is rank deficient, which is generally true
in the low-dimensional case. Consequently, σ̂2

g = 1
n−1I

g
1 + op(1). In other words, the

integral term for the empirical spectral distribution of K will vanish.
Despite the popularity of the Gaussian kernel in practice, the results of the sim-

ulation studies and real data analysis suggest that the polynomial kernel generally
provides the best performance. In reality, for a given dataset, there is little prior knowl-
edge about which kernel matrix to use. As a future project, we will explore using
machine learning techniques, such as neural networks, to learn from the data and self-
determine the best kernel matrix. Additionally, estimators obtained from kernel ridge
regression are usually biased, and this bias may deteriorate the performance of the
proposed estimator. Whether debiasing techniques can improve the performance of
heritability estimation will also be part of our future work.
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Appendix A Proofs

An appendix contains the proof of the main results in Section 2 of the main text.

A.1 Proof of Proposition 1

Proof. Under (C1), it follows from Theorem 2.6.3 in Vershynin (2018) that for any
t > 0,
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∣

∣

∣

1

n− 1
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∣
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which implies that given Z, 1
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which implies that given Z, 1
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15



A.2 Proof of Proposition 2

Proof. Since ǫi are sub-gaussian random variables by (C1), it follows from the Hanson-
Wright inequality (Rudelson and Vershynin, 2013) that

P

(∣

∣

∣

∣

1

n− 1
(Ig2 − E[Ig2 ])

∣

∣

∣

∣

> t

∣

∣

∣

∣

Z
)

. exp

{

−c

[

(n− 1)2t2

C4 ‖Γ1‖2F
∧ (n− 1)t

C2 ‖Γ1‖op

]}

,

where Γ1 = (K + nλnIn)
−1K(In − J̄n)K(K + nλnIn)

−1. Now note that

‖Γ1‖op ≤
∥

∥K(K + nλnIn)
−1K

∥

∥

op

∥

∥In − J̄n
∥

∥

op

=

(

l1(K)

l1(K) + nλn

)2

= O(1)

‖Γ1‖2F = tr(Γ2
1) ≤ n ‖Γ1‖2op = O(n),

which implies that as n → ∞,
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Therefore,
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A.3 Proof of Proposition 3

Proof. Note that
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and the desired result then follows.
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A.4 Proof of Proposition 4

Proof. First, for the denominator (1Tng)
2, we have
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A.5 Proof of Proposition 5

Proof. Note that
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, it then follows that

1

n− 1
Ig2 ≥ σ2

ǫ

n− 1

n
∑

i=2

(

li(K)

li(K) + nλn

)2

+ op(1).
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A.6 Proof of Proposition 6

Proof. Note that

1

n
Iǫ1 =

1

n

n
∑

i=1

(

nλn
li(K) + nλn

)2

(vTi g)
2,

and since

n
∑

i=1

(

nλn
li(K) + nλn

)2

(vTi g)
2 ≥

(

nλn
l1(K) + nλn

)2

‖g‖2

n
∑

i=1

(

nλn
li(K) + nλn

)2

(vTi g)
2 ≤

(

nλn
ln(K) + nλn

)2

‖g‖2 ≤ ‖g‖2

it then follows that

1

n

(

nλn
l1(K) + nλn

)2

‖g‖2 ≤ 1

n
Iǫ1 ≤ 1

n

(

nλn
ln(K) + nλn

)2

‖g‖2 ≤ 1

n
‖g‖2 .

Similarly, as a consequence of Proposition 2, we have

1

n
Iǫ2 =

σ2
ǫ

n
tr
(

n2λ2
n(K + nλnIn)

−2
)

+ op(1)

=
σ2
ǫ

n

n
∑

i=1

(

nλn
li(K) + nλn

)2

+ op(1)

≤
(

nλn
ln(K + nλn)

)2

σ2
ǫ + op(1)

≤ σ2
ǫ + op(1),

and
1

n
Iǫ2 ≥

(

nλn
l1(K) + nλn

)2

σ2
ǫ + op(1).

A.7 Proof of Proposition 8

Proof. The upper bound and the lower bound for σ̂2
ǫ /σ̂

2
g follow directly from Theorem

7. In addition, denote LB as the lower bound of σ̂2
ǫ/σ̂

2
g and UB as the upper bound of

σ̂2
ǫ /σ̂

2
g for simplicity. Note that c2τ21 − c−4 ≤ 0,

UB ≥ σ2
ǫ

c2τ21σ
2
g + σ2

ǫ

∫

(

x
x+nλn

)2

dF−1(x)

,
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and based on the choice of λn, it follows that

UB ≥ σ2
ǫ

c2τ21σ
2
g + σ2

ǫ

∫

(

x
x+nλn

)2

dF−1(x)

≥ σ2
ǫ

σ2
g

.

Similarly, based on the choice of λn, we have

σ2
ǫ

σ2
g

≥ (1− τ21 )
−1LB ≥ LB.
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Appendix B Additional Simulation Results

Table B1 Mean and standard deviation of the heritability estimators obtained after running 500 repetitions
when the underlying function is quadratic and the low dimensional case was applied. The true heritability for
the HWE scenario is 0.573 and the true heritability for the 1000 Genome Project case is 0.811.

Hardy Weinberg Equilibrium 1000 Genome Project
nλn nλn

Linear 2.3 2.5 3.0 0.5 0.8 1
600 0.125 (0.017) 0.110 (0.015) 0.082 (0.011) 0.836 (0.071) 0.756 (0.080) 0.706 (0.087)
700 0.122 (0.015) 0.106 (0.013) 0.081 (0.010) 0.823 (0.050) 0.749 (0.057) 0.698 (0.065)
800 0.117 (0.012) 0.104 (0.011) 0.080 (0.008) 0.807 (0.039) 0.733 (0.047) 0.685 (0.053)
900 0.112 (0.010) 0.102 (0.009) 0.079 (0.008) 0.792 (0.034) 0.712 (0.041) 0.670 (0.042)
1000 0.109 (0.009) 0.098 (0.008) 0.077 (0.007) 0.776 (0.028) 0.696 (0.034) 0.653 (0.037)

Polynomial 2.3 2.5 3.0 0.5 0.8 1
600 0.608 (0.028) 0.571 (0.029) 0.486 (0.030) 0.948 (0.030) 0.926 (0.039) 0.912 (0.044)
700 0.583 (0.024) 0.543 (0.024) 0.463 (0.026) 0.942 (0.023) 0.924 (0.026) 0.910 (0.030)
800 0.558 (0.023) 0.523 (0.022) 0.444 (0.022) 0.937 (0.017) 0.918 (0.022) 0.904 (0.026)
900 0.536 (0.019) 0.504 (0.019) 0.425 (0.021) 0.933 (0.015) 0.910 (0.019) 0.901 (0.021)
1000 0.517 (0.017) 0.482 (0.017) 0.410 (0.017) 0.929 (0.012) 0.907 (0.016) 0.896 (0.018)

Gaussian 2.3 2.5 3.0 0.5 0.8 1
600 0.072 (0.005) 0.062 (0.005) 0.045 (0.003) 0.649 (0.058) 0.450 (0.047) 0.352 (0.042)
700 0.072 (0.005) 0.062 (0.004) 0.045 (0.003) 0.650 (0.039) 0.458 (0.033) 0.361 (0.031)
800 0.071 (0.005) 0.062 (0.004) 0.045 (0.003) 0.652 (0.031) 0.463 (0.030) 0.368 (0.028)
900 0.071 (0.004) 0.062 (0.004) 0.045 (0.003) 0.653 (0.027) 0.464 (0.028) 0.372 (0.025)
1000 0.071 (0.004) 0.061 (0.003) 0.045 (0.003) 0.652 (0.023) 0.466 (0.024) 0.375 (0.023)
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Table B2 Mean and standard deviation of the heritability estimators obtained after running 500 repetitions when the
underlying function is quadratic and the high dimensional case was applied. The true heritability for the HWE scenario is
0.602 and the true heritability for the 1000 Genome Project case is 0.553.

Hardy Weinberg Equilibrium 1000 Genome Project
nλn nλn

Linear 2.0 2.3 2.5 1.5 2.0 2.3
100 0.152 (0.014) 0.122 (0.015) 0.106 (0.010) 0.381 (0.077) 0.292 (0.072) 0.248 (0.069)
200 0.145 (0.011) 0.117 (0.009) 0.106 (0.010) 0.376 (0.059) 0.294 (0.053) 0.250 (0.055)
300 0.137 (0.009) 0.112 (0.007) 0.099 (0.007) 0.372 (0.046) 0.291 (0.044) 0.257 (0.042)
400 0.129 (0.006) 0.106 (0.005) 0.094 (0.005) 0.367 (0.040) 0.288 (0.036) 0.253 (0.035)
500 0.119 (9.45E-17) 0.099 (8.07E-17) 0.088 (7.76E-17) 0.356 (0.031) 0.283 (0.031) 0.251 (0.029)

Polynomial 2.0 2.3 2.5 1.5 2.0 2.3
100 0.679 (0.014) 0.618 (0.015) 0.580 (0.015) 0.770 (0.063) 0.705 (0.081) 0.661 (0.089)
200 0.666 (0.013) 0.605 (0.013) 0.567 (0.013) 0.764 (0.049) 0.701 (0.054) 0.658 (0.066)
300 0.656 (0.010) 0.594 (0.011) 0.556 (0.012) 0.761 (0.038) 0.695 (0.045) 0.664 (0.049)
400 0.64 (0.008) 0.583 (0.009) 0.546 (0.008) 0.755 (0.033) 0.692 (0.036) 0.656 (0.038)
500 0.635 (3.10E-16) 0.574 (3.39E-16) 0.537 (3.47E-16) 0.749 (0.026) 0.687 (0.031) 0.653 (0.032)

Gaussian 2.0 2.3 2.5 1.5 2.0 2.3
100 0.091 (0.004) 0.071 (0.003) 0.061 (0.003) 0.154 (0.023) 0.096 (0.016) 0.074 (0.012)
200 0.091 (0.004) 0.071 (0.003) 0.061 (0.003) 0.162 (0.020) 0.102 (0.014) 0.079 (0.011)
300 0.091 (0.003) 0.071 (0.003) 0.061 (0.002) 0.169 (0.018) 0.108 (0.013) 0.086 (0.010)
400 0.091 (0.003) 0.071 (0.002) 0.061 (0.002) 0.177 (0.017) 0.113 (0.012) 0.090 (0.010)
500 0.091 (1.38E-16) 0.071 (1.15E-16) 0.062 (1.13E-16) 0.179 (0.014) 0.118 (0.011) 0.095 (0.010)

Table B3 Mean and standard deviation of the heritability estimators obtained after running 500 repetitions
when the underlying function is trigonometric and the low dimensional case was applied. The true heritability
for the HWE scenario is 0.706 and the true heritability for the 1000 Genome Project case is 0.686.

Hardy Weinberg Equilibrium 1000 Genome Project
nλn nλn

Linear 1.0 1.3 1.5 1.3 1.5 2.0
100 0.648 (0.050) 0.583 (0.055) 0.499 (0.064) 0.395 (0.021) 0.326 (0.020) 0.218 (0.015)
200 0.682 (0.035) 0.640 (0.037) 0.530 (0.047) 0.411 (0.018) 0.343 (0.017) 0.233 (0.013)
300 0.703 (0.026) 0.678 (0.026) 0.559 (0.033) 0.428 (0.015) 0.355 (0.015) 0.247 (0.012)
400 0.719 (0.020) 0.704 (0.020) 0.581 (0.028) 0.444 (0.011) 0.369 (0.010) 0.263 (0.008)
500 0.731 (0.017) 0.721 (0.016) 0.601 (0.023) 0.458 (0.000) 0.382 (0.000) 0.277 (0.000)

Polynomial 1.0 1.3 1.5 1.3 1.5 2.0
100 0.903 (0.021) 0.869 (0.023) 0.846 (0.037) 0.848 (0.009) 0.805 (0.011) 0.701 (0.014)
200 0.914 (0.014) 0.890 (0.016) 0.857 (0.024) 0.850 (0.007) 0.808 (0.009) 0.706 (0.016)
300 0.920 (0.010) 0.902 (0.010) 0.870 (0.015) 0.874 (0.006) 0.810 (0.007) 0.612 (0.010)
400 0.924 (0.007) 0.911 (0.007) 0.878 (0.012) 0.857 (0.004) 0.813 (0.005) 0.719 (0.006)
500 0.928 (0.006) 0.917 (0.006) 0.886 (0.009) 0.860 (0.000) 0.816 (0.000) 0.725 (0.000)

Gaussian 1.0 1.3 1.5 1.3 1.5 2.0
100 0.145 (0.021) 0.107 (0.17) 0.077 (0.013) 0.203 (0.001) 0.161 (0.001) 0.099 (0.000)
200 0.188 (0.020) 0.144 (0.018) 0.098 (0.014) 0.212 (0.001) 0.170 (0.000) 0.107 (0.000)
300 0.226 (0.019) 0.174 (0.018) 0.117 (0.009) 0.221 (0.001) 0.179 (0.000) 0.115 (0.000)
400 0.259 (0.019) 0.203 (0.018) 0.134 (0.009) 0.232 (0.001) 0.188 (0.000) 0.123 (0.000)
500 0.287 (0.017) 0.226 (0.017) 0.151 (0.009) 0.241 (0.000) 0.197 (0.000) 0.130 (0.000)
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Table B4 Mean and standard deviation of the heritability estimators obtained after running 500 repetitions
when the underlying function is trigonometric and the high dimensional case was applied. The true heritability
for the HWE scenario is 0.724 and the true heritability for the 1000 Genome Project case is 0.767.

Hardy Weinberg Equilibrium 1000 Genome Project
nλn nλn

Linear 1.3 1.5 2.0 1.3 1.5 2.0
100 0.544 (0.050) 0.475 (0.067) 0.365 (0.046) 0.384 (0.020) 0.323 (0.018) 0.216 (0.014)
200 0.581 (0.038) 0.508 (0.045) 0.404 (0.034) 0.396 (0.018) 0.338 (0.016) 0.230 (0.014)
300 0.606 (0.026) 0.532 (0.034) 0.437 (0.024) 0.409 (0.014) 0.352 (0.013) 0.245 (0.013)
400 0.624 (0.021) 0.556 (0.028) 0.459 (0.026) 0.419 (0.011) 0.366 (0.010) 0.257 (0.009)
500 0.642 (0.018) 0.0574 (0.027) 0.479 (0.019) 0.430 (0.021) 0.380 (0.000) 0.270 (0.000)

Polynomial 1.3 1.5 2.0 1.3 1.5 2.0
100 0.857 (0.028) 0.831 (0.042) 0.777 (0.040) 0.843 (0.008) 0.803 (0.009) 0.699 (0.013)
200 0.869 (0.019) 0.848 (0.025) 0.800 (0.025) 0.843 (0.007) 0.805 (0.008) 0.703 (0.014)
300 0.879 (0.012) 0.858 (0.018) 0.817 (0.016) 0.845 (0.006) 0.808 (0.007) 0.708 (0.009)
400 0.885 (0.010) 0.869 (0.014) 0.827 (0.013) 0.846 (0.004) 0.811 (0.005) 0.712 (0.007)
500 0.891 (0.007) 0.876 (0.010) 0.836 (0.011) 0.847 (0.000) 0.815 (0.000) 0.717 (0.000)

Gaussian 1.3 1.5 2.0 1.3 1.5 2.0
100 0.078 (0.014) 0.054 (0.012) 0.032 (0.006) 0.204 (0.001) 0.161 (0.000) 0.098 (0.000)
200 0.103 (0.015) 0.064 (0.010) 0.0425 (0.006) 0.215 (0.001) 0.170 (0.000) 0.104 (0.000)
300 0.125 (0.015) 0.073 (0.009) 0.053 (0.006) 0.225 (0.001) 0.179 (0.000) 0.110 (0.000)
400 0.144 (0.014) 0.082 (0.008) 0.064 (0.007) 0.237 (0.000) 0.188 (0.000) 0.118 (0.000)
500 0.162 (0.014) 0.091 (0.008) 0.073 (0.007) 0.247 (0.000) 0.197 (0.000) 0.124 (0.000)
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