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ON THE GEOMETRY OF STAR DOMAINS AND THE SPECTRA OF

HODGE–LAPLACE OPERATORS UNDER DOMAIN APPROXIMATION

MARTIN WERNER LICHT

Abstract. We study the eigenvalues of Hodge–Laplace operators over bounded convex
domains. Generalizing contributions by Guerini and Savo, we show that the Poincaré–
Friedrichs constants of the Sobolev de Rham complexes increase with the degree of the
forms. We establish that the spectra of Hodge–Laplace operators converge when the domain
is approximated by a sequence of convex domains up to a bi-Lipschitz deformation of the
boundary. As preparatory work with independent relevance, we study the gauge function
and the reciprocal radial function of convex sets, providing new proofs for Lipschitz estimates
by Vrećica and Toranzos for the reciprocal radial function and improving a Lipschitz estimate
for the gauge function due to Beer.

1. Introduction

The spectrum of Hodge–Laplace operators in the L2 de Rham complex has been exten-
sively studied. Lower bounds for the eigenvalues of the Hodge–Laplace operators follow from
upper bounds for the constants in Poincaré–Friedrichs inequalities of the exterior derivative
operator. For example, the Poincaré–Friedrichs constants for the gradient and divergence
operators correspond to the eigenvalues of the Neumann and Dirichlet Laplacians, respec-
tively. We recall that the Poincaré–Friedrichs inequality holds for some domain Ω if for every
u ∈ HΛk(Ω) there exists w ∈ HΛk(Ω) such that dw = du and

‖w‖L2(Ω) ≤ CPF,k‖du‖L2(Ω).(1)

Estimates for the best possible Poincaré–Friedrichs inequality are of general interest because
they characterize the stability of numerous partial differential equations in vector calculus
and exterior calculus. The Poincaré–Friedrichs inequality for scalar functions, known as
Poincaré inequality, has traditionally been a focus of study.

When the domain is convex, then the optimal Poincaré constants proportional to the
diameter are well-known [31, 6]. More generally, the lowest non-zero eigenvalue of the
Neumann–Laplacian, whose inverted square root is just the Poincaré constant for the gra-
dient operator, already provides a lower bound for the spectra of Hodge–Laplace operators
on k-forms with magnetic boundary conditions [5, 30] and the lowest eigenvalue of the
Dirichlet–Laplacian [33]. In the Euclidean setting, the Hodge–Laplacian acts as a compo-
nentwise Laplacian but with boundary conditions that render an analysis via the exterior
derivative more amenable. We also know explicit upper and lower bounds for the the lowest
eigenvalues of Hodge–Laplace operators over convex domains [35, 27]. Guerini and Savo [22]
have refined the comparison of different minimal eigenvalues of the Hodge–Laplace opera-
tors when the convex domain has smooth boundary: the smallest non-zero eigenvalues of the
Hodge–Laplace operator are increasing in k, and if the domain is strictly convex, then they
are even strictly increasing. However, their argument relies on the smoothness of the domain
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because they leverage curvature terms along the boundary. The modest primary goal of this
work is to extend these observations: we establish that the Poincaré–Friedrichs constants
are increasing in k even over non-smooth convex sets. In fact, we prove the convergence of
the spectra of Hodge–Laplace operators under a bi-Lipschitz class of perturbations of the
domain.

The main argument uses an approximation of the convex domain via strictly convex do-
mains with smooth boundary. We therefore review pertinent elements of convex geometry
and make some contributions of separate interest. In fact, we begin with the study of star
domains. Roughly speaking, star domains are open bounded sets in Euclidean space whose
entire boundary is visible from every point within an open subset. We study two scalar
functions associated with a star domain Ω. The first is known as gauge function in the
literature:

g : Rn → R, x 7→ inf { s > 0 | x ∈ sΩ } .
The second seems to be new and equals the reciprocal of what is known as the radial
function [7, 29]:

s : Rn → R, x 7→ ‖x‖ sup

{

t > 0

∣

∣

∣

∣

t
x

‖x‖ ∈ Ω

}

.

In our interpretation, the former describes how to transform the star domain Ω onto the
open unit ball, whereas the latter describes how to transform in the opposite direction.
We particularly emphasize their Lipschitz constants. These efforts reproduce results by
Toranzos [36] and Vrećica [37] with new proofs. Moreover, we improve Beer’s Lipschitz
estimate for the gauge function [7] by a factor of two.

Eventually, this brings forth approximations of convex domains via a sequence of smoothly
bounded strictly convex such that the gauge functions and reciprocal radial function converge
as well. We construct bi-Lipschitz transformations from the original domain onto the ap-
proximating domains, ensuring that the Lipschitz constants remain uniformly bounded and
that the transformations equals the identity away from an ever more narrowing band along
the boundary. The convergence of the reciprocal radial function then implies the convergence
of not only the Poincaré–Friedrichs constants of the Hodge–Laplace operators but also the
sequences of eigenvalues. Here, the domain’s convexity guarantees uniform bounds for the
Poincaré–Friedrichs inequalities, Gaffney inequalities, and Sobolev–Poincaré inequalities.

We present what appears to be the first stability analysis of the Hodge–Laplace spectrum
for this practically significant class of domain perturbations. We situate this research in
a wider context. The smooth inner approximation of Lipschitz domains in the Hausdorff
sense is entrenched in the analysis of boundary value problems [20, 8, 14]. However, we
employ a different approximation for convex domains that enables an explicit convergence
estimate of Poincaré–Friedrichs constants. This approach also contrasts with common ap-
proximations of Laplacians and Hodge–Laplacians over surfaces, where the transformations
between the physical surface and the approximate surfaces have Lipschitz constants con-
verging to one [15, 26, 11]. Furthermore, there is longstanding research on the spectrum
of the Hodge–Laplace operator over manifolds when the Riemannian metric is subject to
small continuous perturbations [4, 13]. By contrast, we examine the spectral convergence
of the Hodge–Laplace operator between domains connected through bilipschitz transforma-
tions whose continuity constants are merely assumed to be uniformly bounded but which
coincide with the identity on ever larger subdomains. Pulling back the (Euclidean) metric
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from the smooth domains onto the original convex domains, we can equivalently study the
spectrum under essentially bounded perturbations of the Euclidean Riemannian metric over
the domain localized towards the boundary.

This spectral convergence result is of evident theoretical interest in its own right. We
deem it helpful in generalizing results over smooth convex domains to general convex do-
mains. The stability of partial differential equations and the spectra of differential operators
under domain perturbations is highly relevant to theoretical and computational engineering,
where the calculus of differential forms has become an effective and popular tool [12, 3, 25].
Taking the present discussion as a starting point, questions for future research include how
we can extend the spectral convergence estimates to general Lipschitz domains and how we
can generalize the Guerini–Savo inequalities to Lp de Rham complexes.

This manuscript is organized as follows. We establish geometric results on convex domains
in Section 2. We discuss the L2 de Rham complex, the Hodge–Laplace operator and their
spectra, and Poincaré–Friedrichs inequalities in Section 3. The main result is proven in
Section 4. We finish with a translation of these results into vector calculus in Section 5,
which we believe to be of particular interest for mathematical electromagnetism.

Notation. We use standard notation in this article. In particular, Lip(f) denotes the
smallest Lipschitz constant, if finite, of any function f : X → Y over its domain X .

2. Domains and their convex kernel

This section discusses domains that are star-shaped with respect to a ball. This includes
convex domains, which are the most important special case.

We use the following common notation: Bρ(z) ⊆ R
n denotes the open ball with radius ρ

centered at z, and Sρ(z) denotes the boundary of that ball, which is the sphere of radius ρ
centered at z.

We say that a set X ⊆ R
n is star-shaped with respect to x0 ∈ X if for each x ∈ X and

each λ ∈ [0, 1] we have (1− λ)x+ λx0 ∈ X . The set X is called star-shaped with respect to
some non-empty subset B ⊆ X if X is star-shaped with respect to every x0 ∈ B. A domain
is convex if it is star-shaped with respect to each of its points. The convex kernel of a set X
is the largest subset B with respect to which X is star-shaped. One easily verifies that the
convex kernel is convex and that every convex sets agrees with its convex kernel. A domain
whose convex kernel contains an open set is also called a star domain. For convenience, we
call a star domain centered if it contains an open set around the origin. Obviously, any star
domain can be shifted onto a centered star domain. See Figure 1 for an illustration.

In what follows, we let Ω ⊆ R
n be an open set.

2.1. Star domains as graph domains. Domains that are star-shaped with respect to
a ball are Lipschitz domains, meaning that their boundary locally looks like the graph
of a Lipschitz function, possibly after translation and rotation. We formally prove that
observation.

Lemma 2.1. Suppose that Ω ⊆ R
n is a bounded domain that is star-shaped with respect to

a ball B. Then Ω is a Lipschitz domain.

Proof. Without loss of generality, we assume that Ω is star-shaped with respect to a ball
B = Bρ(0) and is itself contained within a ball of radius R > ρ around the origin.
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ρ

Rx0

Figure 1. An example for domain that is star-shaped with respect to an
interior ball, centered at x0 and of radius ρ, and which is contained within
some ball of radius R. Note that these two balls are not necessarily concentric.

Let x ∈ ∂Ω. Without loss of generality, assume that x lies on the first coordinate axis.
We let H ⊆ R

n be the coordinate hyperplane that is orthogonal to the first coordinate axis.
We write Dt(z) := H ∩Bt(z) for the disk of radius t around any point z ∈ H relatively open
within the hyperplane H .

For every z ∈ Dρ(0), there exists exactly one x(z) ∈ ∂Ω that lies on same side of H as x
and whose orthogonal projection onto H equals z. By assumption, x(0) = x. The desired
result follows if we show that x(z) is Lipschitz in z over Dρ/2(0).

Because Ω is star-shaped with respect to the ball Bρ(z) for any z ∈ Bρ(0), the convex

closure of any x ∈ ∂Ω and Bρ/2(z) is contained within Ω. Near x, this convex closure looks
like a cone with angle γ ∈ (0, π/2) that satisfies

γ ≤ γ∗ := arctan
( ρ

2R

)

.

We define the open cylinder Z = Dρ/2(0)× (0, 2R) and the cone

K(γ) :=
{

(x1, x2, . . . , xn) ∈ R
n
∣

∣ x1 < 0, x22 + · · ·+ x2n < tan2(γ)|x1|2
}

.

For all z ∈ Dρ/2(0) we have

(x(z) +K(γ)) ∩ Z ⊆ Ω.

This means that x(z) is Lipschitz over Dρ/2 with Lipschitz constant

L ≤ tan
(π

2
− γ∗

)

= cot(γ∗) =
2R

ρ
.

The proof is complete. �

The radial projection onto the unit sphere from the boundary of a star domain onto the
unit sphere defines a bi-Lipschitz transformation. When the unit sphere carries the arc
metric and the domain boundary carries the Euclidean metric, then the following estimates
hold. They are attained when the star domain is an open ball.

Lemma 2.2. Let Ω be a domain that is star-shaped with respect to the open ball of radius ρ
around the origin. Suppose furthermore that Br(0) ⊆ Ω ⊆ BR(0). If x, y ∈ ∂Ω and α ∈ [0, π]
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0 x

ρ

α γ

Figure 2. Illustration of the geometric situation in the proof of Lemma 2.2.
The angle γ is the angle of convex cone spanned by x and the interior ball
Bρ(0).

is the angle between x and y, then

r
2

π
α ≤ ‖x− y‖ ≤ R2

ρ
α.(2)

Proof. Let x, y ∈ Ω be distinct. If x and y lie on the same line through the origin, then

α =
π

2
≤ π

2

1

r
‖x− y‖.

If x and y have an angle α ∈ (0, π), then the distance between the radial projections of
x and y onto the sphere of radius r is at most ‖x − y‖. By the cosine law and the lower

estimate for
√

2− 2 cos(α) over (0, π) we have

‖x− y‖ ≥ r
√

2− 2 cos(α) ≥ r
2

π
α.

This proves the lower estimates.
Since Ω is star-shaped with respect to a ball of radius ρ around the origin, we know that

the convex closure of x and Bρ(0) has an angle γ at x that satisfies

ρ

R
≤ sin(γ) ≤ ρ

r
.

Consider the triangle between x, y, and the origin. Within that triangle, we let β > 0 be
the angle at x, and we again let α > 0 be the angle at the origin. Let us assume for the
time being that α ≤ π/2− γ. It must hold that β ≥ γ. By the law of sines,

‖x− y‖ =
sin(α)

sin(β)
‖y‖ ≤ sin(α)

sin(γ)
‖y‖ ≤ sin(α)

sin(γ)
R ≤ R2

ρ
sin(α) ≤ R2

ρ
α.

Let us now dispense with the assumption of an upper bound on α. Given any x, y ∈ ∂Ω,
we choose a sequence x0, . . . , xm ∈ ∂Ω with x0 = x and xm = y within the two-dimensional
subspace spanned by x and y such that the angles between successive members are all α/m.
For m large enough, we estimate the distance between consecutive points and sum up the
results. We now use the reverse triangle inequality. The desired result follows. �

Star domains are spherical Lipschitz graph domains. We estimate the Lipschitz constant
of the graph function when the unit sphere carries the arc length metric. This was shown
by Toranzos [36, Theorem 1], and we hope the reader may deem our proof a simplification.
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0 x

y

y′
ρ

α

α∗ −α

γ

Figure 3. Illustration of the geometric situation in the proof of Lemma 2.3

Lemma 2.3. Let Ω ⊆ R
n that is contained in the ball BR(0) and is star-shaped with respect

to a ball Bρ(0). Then for all x, y ∈ ∂Ω with angle α ∈ [0, π] we have
∣

∣

∣
‖x‖ − ‖y‖

∣

∣

∣
≤ R

ρ

√

R2 − ρ2 ·α.(3)

Proof. We let α∗ ∈ (0, π/2) be defined by cos(α∗) = ρ/R. Let x, y ∈ ∂Ω with ‖x‖ ≥ ‖y‖.
Write α ∈ [0, π] for the angle between x and y. We assume for the time being that α ≤ α∗.

We let y′ ∈ Ω be the positive multiple of y which lies on the boundary of the convex
closure of x and Bρ(0). Then ‖x‖ − ‖y‖ ≤ ‖x‖ − ‖y′‖. It is evident that

‖x‖ = ρ sec(α∗), ‖y‖ ≤ ρ sec(α∗ −α).

The derivative of the secant sec′(t) = sin(t)/ cos2(t) is increasing over (0, π/2). Hence,

‖x‖ − ‖y‖ ≤ ρ sec′(α∗) ·α.
We know from the geometric setting that

R sin(α∗) =
√

R2 − ρ2, cos(α∗) = ρ/R.

This shows the desired claim for small angles α. Finally, recall that we have assumed that
α is sufficiently small. In the general case, we partition the spherical arc from x to y into
segments of equal length, and use the triangle inequality. The proof is complete. �

2.2. Positively homogeneous scalars. We have developed transformations from the unit
sphere onto the boundary of star domains. We want to extend these further to transfor-
mations from unit balls onto star domains. These transformations are radial in the sense
explained below, and we describe their Lipschitz constants.

A function f : Rn → X taking values in a normed space X is called positively homogeneous
if for all x ∈ R

n and for all t ∈ [0,∞) we have

f(tx) = tf(x).

Several positively homogeneous functions have been studied in the context of convex sets
and star domains.

We first review what is known as the gauge function [7] or Minkowski functional. Whenever
Ω ⊆ R

n is star-shaped domain with respect to the origin, we define the gauge function

g : Rn → R, x 7→ inf { s > 0 | x ∈ sΩ } .
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This function is easily seen to be positively homogeneous. We may interpret it as a descrip-
tion how to transform the star domain into the unit ball: as we move along a direction, its
value increases linearly from zero until it reaches one at the boundary of the domain.

A complementary definition is what we call expansion function or reciprocal radial function.
When Ω ⊆ R

n is a bounded star domain, then the expansion function is defined on unit
sphere as

s : Rn → R, x 7→ ‖x‖ sup

{

t > 0

∣

∣

∣

∣

t
x

‖x‖ ∈ Ω

}

.

Apparently, its restriction to the unit sphere equals

s : S1(0)→ R, û 7→ sup {t > 0 | tû ∈ Ω} .
Notice that s(û) with û ∈ S1(0) is the norm of the intersection point of ∂Ω and the half-
ray from the origin in direction û. The expansion function is the positively homogeneous
extension of that function to the entire Euclidean space:

s : Rn → R, x 7→ ‖x‖ψ
(

x

‖x‖

)

.

Its relation to the gauge function is the identity

s(x) =
‖x‖2
g(x)

.

If the domain is convex, then this is reflected in the gauge function.

Lemma 2.4. If Ω is a convex domain whose interior contains the origin, then its gauge
function is convex.

Proof. Suppose that Ω is a convex domain but that g is not convex. Then there exist t ∈ [0, 1]
and x, y ∈ Ω such that

tg(x) + (1− t)g(y) < g (tx + (1− t)y) .

Write w := tx + (1 − t)y. After rescaling and using positive homogeneity, we may assume
w ∈ ∂Ω and so g(w) = 1 without loss of generality. Now, without loss of generality, g(x) < 1.

For all ǫ > 0 there exists s ∈ [0, 1] and w′ ∈ (1,∞)w such that w′ = s(1+ǫ)x+(1−s)y and
g(w′) > g(w). But then w′ /∈ Ω. So Ω is not convex. Since the closure of convex domains is
convex, neither is Ω. The desired proof follows by contradiction. �

We study the Lipschitz constants of these domains. The following auxiliary lemma bounds
the local variation of the magnitude of the boundary points.

Lemma 2.5. Assume that Ω be a bounded star domain that is star-shaped with respect to
the ball Bρ(0) and is contained in the ball BR(0). Let x ∈ ∂Ω and let γ ∈ (0, π/2) with
sin(γ) = ρ/‖x‖. Let y ∈ ∂Ω with ‖x‖ ≥ ‖y‖ and suppose that the angle α between x and y
is at most π/2− γ. Then

‖y‖ ≥ sin(γ)

sin(γ + α)
‖x‖,

where γ ∈ (0, π/2) with sin(γ) = ‖x‖/ρ.
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Proof. Let now y′ ∈ Ω the intersection of the ray from the origin through y with the convex
closure of x and Bρ(0). Since α ≤ π/2− γ, we know that ‖y‖ ≥ ‖y′‖. Consider the triangle
whose vertices are x, y′, and the origin. The angle at x is γ and its opposing side has length
‖y′‖. The angle at y′ is π − γ −α. Using the sine theorem,

‖y′‖ =
sin(γ)

sin(π − γ −α)
‖x‖ =

sin(γ)

sin(γ + α)
‖x‖.

This shows the auxiliary lemma. �

Theorem 2.6. Let Ω be a bounded star domain that is star-shaped with respect to the ball
Bρ(0) and is contained in the ball BR(0). The expansion function s satisfies

∀x, y ∈ R
n : |s(x)− s(y)| ≤ R2

ρ
‖x− y‖.(4)

The gauge function g satisfies

∀x, y ∈ R
n : |g(x)− g(y)| ≤ 1

ρ
‖x− y‖.(5)

Proof. Let x, y ∈ R
n. If one of them is zero, then the claim is obvious, so let us assume that

both x and y are non-zero. Let α ∈ [0, π] be their angle. If α = 0 or α = π, then

|s(x)− s(y)| ≤ R‖x− y‖, |g(x)− g(y)| ≤ 1

ρ
‖x− y‖.

Consider now the case 0 < α < π. Without loss of generality, ‖x‖ ≥ ‖y‖. There exists
0 < γ < π/2 such that sin(γ) = ρ/‖x‖. We first assume more specifically that 0 < α < π−γ
so that Lemma 2.5 is applicable. There exists t > 0 such that ‖y‖ = t‖x‖ and we know

sin(γ)

sin(γ + α)
≤ t ≤ 1.

For any c, d ∈ R there exist a, b ∈ R such that
(

a
b

)

·
(

1
0

)

= c,

(

a
b

)

·
(

cos(α)
sin(α)

)

= d.

When c = ‖x‖ and d = ‖y‖, then (a, b)t is the gradient of a linear function over the subspace
spanned by x and y, and that linear function agrees with s over the semi-ray [0,∞)x∪[0,∞)y.
The coefficients satisfy

a = ‖x‖ =
ρ

sin(γ)
, b =

1

sin(α)
(‖y‖ − ‖x‖ cos(α)) = ‖y‖ csc(α)− ‖x‖ cot(α).

On the one hand, we have csc(α)− cot(α) ≤ 1 when 0 < α < π/2. On the other hand,

0 >
sin(γ)

sin(γ + α)
csc(α)− cot(α) = − cot(γ + α) > − cot(γ).

The norm of the gradient is the Lipschitz constant. We find

‖x‖
√

1 + cot(γ)2 = ‖x‖ 1

sin(γ)
≤ R2

ρ
.

That shows (4) when the angle is small.
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When c = ‖x‖−1 and d = ‖y‖−1, then (a, b)t is the again gradient of a linear function over
the subspace spanned by x and y, and that linear function agrees with g over the semi-ray
[0,∞)x ∪ [0,∞)y. Specifically,

a =
1

‖x‖ =
sin(γ)

ρ
, b =

1

sin(α)‖x‖

(

1

t
− cos(α)

)

.

We simplify

b =
1

sin(α)‖x‖

(

sin(γ + α)

sin(γ)
− cos(α)

)

=
1

sin(α)ρ
(sin(γ + α)− cos(α) sin(γ)) =

sin(α) cos(γ)

sin(α)ρ
=

cos(γ)

ρ
.

The norm of the gradient is the Lipschitz constant and equals 1/ρ. That shows (5) when
the angle is small.

In particular, the set Rn \{0} has an open cover over each of which members the Lipschitz
continuity is satisfied with the desired upper bound. Whenever 0 < α < π, then the straight
line segment from x to y does not pass through the origin and is covered by a finite number
of open sets over each of which the Lipschitz condition is satisfied with the desired upper
bound. The proof is complete. �

Remark 2.7. Beer showed that the gauge function of star domains has Lipschitz constant at
most 2/ρ, where ρ > 0 is the radius of a ball in the convex kernel of the domain. Theorem 2.6
improves that estimate by a factor of two.

The expansion function is not defined on unbounded star domains: a reasonable gener-
alization would require it to assume infinite values. However, the gauge function is defined
even over unbounded star domains. For completeness, we show that our Lipschitz estimate
extends to the gauge functions of unbounded star domains as well.

Proposition 2.8. Let Ω be a star domain that is star-shaped with respect to the ball Bρ(0).
Then the gauge function g satisfies

∀x, y ∈ R
n : |g(x)− g(y)| ≤ 1

ρ
‖x− y‖.(6)

Proof. We define the sequence of domains Ωm := Ω ∩ Bmρ(0) and write gm for the corre-
sponding sequences of gauge functions. These domains are star-shaped with respect to Ω1,
and so they have the common Lipschitz constant ρ−1 as per Theorem 2.6. It remains to
show the sequence of gauge functions converges pointwise to g.

Let û ∈ S1(0) be a unit vector. If g(û) > 0, then (0,∞)û crosses the boundary at tû
for some unique t > 0, and we conclude g(û) = gm(û) for any mρ > t. If g(û) = 0, then
(0,∞)û cannot touch the boundary and lies within Ω, and we conclude that gm(û) = (mρ)−1

converges to zero. By positive homogeneity, (6) holds. �

We also characterize the gauge function of unbounded sets: the gauge function is zero
except at the origin if and only if the star domain is unbounded.

Lemma 2.9. The gauge function of a star domain attains the value zero if and only if the
star domain is unbounded.
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Proof. Suppose that Ω is a star domain and g is its gauge function. If g is strictly positive
over the unit circle, then the domain is bounded. Otherwise, there exists a sequence ûm
of unit vectors such that g(ûm) converges to zero. As the unit sphere is compact, these
unit vectors have an accumulation point û⋆. By Lipschitz continuity of g, it follows that
g(û⋆) = 0. �

Remark 2.10. We mention in passing that among the functions associated with the star
domains is also the so-called radial function [29]. The expansion function and the radial
function agree on the unit sphere, but the expansion function is positively homogeneous of
degree one whereas the radial function is positively homogeneous of degree negative one.

2.3. Bi-Lipschitz parametrizations. As seen earlier, we can parameterize the boundary
of star domains over the unit sphere. We extend this to parameterizing the entire star domain
over the open unit ball.

We produce two different positively homogeneous transformations of Euclidean space.
Suppose that Ω is a centered star domain. On the one hand, we define the vector gauge
transformation

G : Rn → R
n, x 7→ g (x)

x

‖x‖ .

On the other hand, we define the expansion transformation

S : Rn → R
n, x 7→ ψ

(

x

‖x‖

)

x.

We study the mapping properties and Lipschitz constants of these positively homogeneous
functions. The first and most important observation is that they are mutual inverses of each
other.

Lemma 2.11. Let Ω be a centered star domain. Then G and S are invertible with

G−1 = S.

Proof. We first show that G(S(û)) = û for any unit vector û ∈ S1(0). We know that
x = S(û) is the positive multiple of û that lies on ∂Ω. Since g equals one along ∂Ω, it
follows that G(x) = û.

Next, G(S(tû)) = tG(S(û)) = tû holds for all t > 0 because both mappings are positively
homogeneous. This shows G(S(x)) = x for all x ∈ R

n. Since both mappings are bijective,
it now also follows that S(G(x)) = x for all x ∈ R

n. The result is proven. �

We estimate the Lipschitz constants of these transformations. The restriction to the unit
sphere recovers a result first proven by Vrećica [37, Theorem 1].

Theorem 2.12. Let Ω be a domain contained in the ball BR(0), containing the ball Br(0),
and star-shaped with respect to the ball Bρ(0). Then the expansion transformation S : Rn →
R

n is a homeomorphism that restricts to

S : B1(0)→ Ω.(7)

For all x, y ∈ R
n it holds that

r‖x− y‖ ≤ ‖S(x)− S(y)‖ ≤ R2

ρ
‖x− y‖.(8)
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Proof. Let x, y ∈ R
n. There exist unit vectors û, v̂ ∈ S1(0) and s, t ∈ [0,∞) with x = sû and

y = tv̂. We first address a few special cases. If û = −v̂ or if û = v̂, then we easily check that

ρ‖sû− tv̂‖ = ρ|s− t| ≤ |S(sû)− S(tv̂)| ≤ R|s− t| = R‖sû− tv̂‖.
If s(û) = s(v̂), then

ρ‖x− y‖ ≤ |S(x)− S(y)| ≤ R‖x− y‖.
So let us assume now that û and v̂ have an angle 0 < α < π and that s(û) 6= s(v̂). Without
loss of generality, s(û) > s(v̂). We use the lower bound in Lemma 2.5: writing γ for the
angle of the cone from x to the interior ball Bρ(0), and provided that α < π/2− γ, we have

sin(γ)

sin(γ + α)
s(û) ≤ s(v̂).

Due to positive homogeneity of S, we may assume without loss of generality, after rescaling,
that s = 1. We study the extrema of the quotient

∆(t) :=
‖S(û)− tS(v̂)‖2
‖û− tv̂‖2 .

Notice that

‖û− tv̂‖2 = |1− t cos(α)|2 + |t sin(α)|2

‖S(û)− tS(v̂)‖2 = |s(û)− ts(v̂) cos(α)|2 + |ts(v̂) sin(α)|2.
We verify the limit behaviors

lim
t→0

∆(t) = s(û)2, lim
t→∞

∆(t) = s(v̂)2.(9)

Let us write κ = s(v̂)/s(û) and notice κ < 1. One finds that

∆(t) =
s(û)2 − 2ts(û)s(v̂) + t2s(v̂)2

1− 2t cos(α) + t2
= s(û)2

1− 2tκ+ t2κ2

1− 2t cos(α) + t2
.

The denominator is always positive. We identify critical points of ∆(t). The derivative is a
positive multiple of

(

−2κ cos(α) + 2tκ2
) (

1− 2t cos(α) + t2
)

−
(

1− 2tκ cos(α) + t2κ2
)

(−2 cos(α) + 2t)

= 2
(

t(κ2 − 1)− (κ− 1) cos(α)
)

= 2(κ− 1) (t(κ + 1)− cos(α)) .

The critical point is t0 = cos(α)/(κ+ 1). We substitute and simplify:

∆(t0) = s(û)2
1− 2t0κ cos(α) + t20κ

2

1− 2t0 cos(α) + t20

= s(û)2
(κ + 1)2 − 2κ(κ+ 1) cos2(α) + κ2 cos2(α)

(κ+ 1)2 − 2(κ+ 1) cos2(α) + cos2(α)

= s(û)2
cos2(α) + (κ+ 1)2 sin2(α)

κ2 cos2(α) + (κ + 1)2 sin2(α)

= s(û)2
1 + (κ+ 1)2 tan2(α)

κ2 + (κ+ 1)2 tan2(α)
.
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The last expression is decreasing in κ. Moreover, the derivative of

∆′(t) = 2(κ− 1)s(û)2
t(κ+ 1)− cos(α)

(1− 2t cos(α) + t2)2

is a positive multiple of

(κ− 1)
(

(κ+ 1)− 4 (t(κ+ 1)− cos(α)) (t− cos(α))
)

.

Therefore, ∆′′(t0) is a positive multiple of (κ − 1)(κ + 1) = κ2 − 1 > 0. That means that
∆′′(t0) is a local maximum. The value ∆(t0) will be largest of κ is smallest. Using the lower
bound for s(v̂), we estimate

1 + (κ+ 1)2 tan2(α)

κ2 + (κ+ 1)2 tan2(α)

≤ cos2(α) sin2(γ + α) + sin2(α)
(

sin(γ) sin(γ + α) + sin2(γ + α)
)

cos2(α) sin2(γ) + sin2(α)
(

sin(γ) sin(γ + α) + sin2(γ + α)
)

≤ cos2(α) sin2(γ + α)

cos2(α) sin2(γ)
≤ 1

sin2(γ)
.

The desired upper bound follows from ‖x‖ sin(γ) = ρ. Since the global maximum is attained
at t0, the limit values (9) constitute the lower bounds of ∆(t).

Lastly, consider the general case where the angle between û and v̂ is 0 < α < π. Then sû
and tv̂ are connected by a straight line segment that does not pass the origin. It is covered by
a finite number of angular sectors over which S satisfies (8). This completes the proof. �

The unit ball can be viewed as reference star domains. We study transformations between
general star domains. Such transformations are easily obtained via composing transforma-
tions between star domains and the unit ball.

Corollary 2.13. Let Ω1,Ω2 ⊆ R
n be bounded centered star domains that are contained in the

balls BR1
(0) and BR2

(0), respectively, and that are star-shaped with respect to the balls Bρ1(0)
and Bρ2(0), respectively. Then there exists a positively homogeneous bi-Lipschitz mapping

Ξ : Rn → R
n(10)

which maps Ω1 onto Ω2 and such that for all x, y ∈ R
n it holds that

‖Ξ(x)− Ξ(y)‖ ≤ R2
2

ρ2ρ1
‖x− y‖, ‖Ξ−1(x)− Ξ−1(y)‖ ≤ R2

1

ρ2ρ1
‖x− y‖.(11)

We bring forth a different class of transformations, tailored to our applications: these are
the identity over some interior set of the domains and satisfy Lipschitz estimates close to the
boundary.

Theorem 2.14. Let Ω1,Ω2 ⊆ R
n be bounded centered star domains such that Ω1 is star-

shaped with respect to the ball Bρ(0) and contained in BR(0). Assume that there exists µ > 0
such that s1, s2 : Rn → R are their respective expansion functions and that

∀x̂ ∈ S1(0) : |s1(x̂)− s2(x̂)| < µ.(12)

If 2µ < R, then there exists a mapping

Ξ : Ω1 → Ω2(13)
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that equals the identity over an interior set,

x ∈ Ω1 \B2µρ/R(∂Ω1) : Ξ(x) = x,(14)

and that satisfies the Lipschitz condition

Lip(Ξ) ≤ R

2ρ
+

(R + µ)2

(ρ− µ)ρ
, Lip(Ξ−1) ≤ R2

(ρ− 2µ)ρ
.(15)

Proof. Let x̂ ∈ S1(0) be a unit vector. Write T = 1−2µ/R. If t < T , then s1(tx̂) < s1(x̂)−2µ.
In particular, s1(tx̂) < s2(x̂)− µ.

If x ∈ BT (0) and ẑ ∈ S1(0), then

‖S1(x)− S1(ẑ)‖ ≥ ρ‖x− ẑ‖ ≥ ρ(1− T ) = 2µ
ρ

R
.

We consider the following transformation Θ : B1(0)→ Ω2 on the unit ball:

Θ(x) =

{

S1(x) if ‖x‖ ≤ T,
1−‖x‖
1−T

S1(x) + ‖x‖−T
1−T

S2(x) if ‖x‖ ≥ T.

Consider any ẑ ∈ S1(0). The mapping Θ equals S1 over [0, T ]ẑ and thus maps [0, T ]ẑ onto
the straight line from the origin to S1(T ẑ). The line segment [T, 1)ẑ is mapped linearly
onto the straight line segment from S1(T ẑ) to S2(ẑ). By construction, ‖S1(T ẑ)‖ ≤ ‖S2(ẑ)‖.
We conclude that Θ maps [0, 1)ẑ onto the straight line segment from the origin to S2(ẑ) in
a bijective manner. Hence, Θ goes from B1(0) onto Ω2 while mapping each vector onto a
multiple of it.

Consequently, Ψ : Ω1 → Ω2 with Ψ := Θ ◦ S−1
1 is bijective. It equals the identity over

S1(BT (0)). The desired Lipschitz continuity will follow if we prove that Θ is Lipschitz
continuous.

Let x, y ∈ B1(0). We see that

Θ(x)−Θ(y) =
1− ‖x‖
1− T S1(x) +

‖x‖ − T
1− T S2(x)− 1− ‖y‖

1− T S1(x)− ‖y‖ − T
1− T S2(x)

+
1− ‖y‖
1− T S1(x) +

‖y‖ − T
1− T S2(x)− 1− ‖y‖

1− T S1(y)− ‖y‖ − T
1− T S2(y)

=
‖y‖ − ‖x‖

1− T (S1(x)− S2(x))

+
1− ‖y‖
1− T (S1(x)− S1(y)) +

‖y‖ − T
1− T (S2(x)− S2(y)) .

We easily obtain the upper bound:

‖Θ(x)−Θ(y)‖ ≤ ‖x− y‖‖S1(x)− S2(x)‖
1− T + max (Lip(S1),Lip(S2)) ‖x− y‖.

This upper estimate is finished by observing

‖S1(x)− S2(x)‖
1− T ≤ µ

2µ/R
≤ R

2
.
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We also verify a lower bound via

‖Θ(x)−Θ(y)‖ ≥
∥

∥

∥

∥

1− ‖y‖
1− T (S1(x)− S1(y)) +

‖y‖ − T
1− T (S2(x)− S2(y))

∥

∥

∥

∥

− ‖y‖ − ‖x‖
1− T ‖S1(x)− S2(x)‖ .

If 1− ‖y‖ ≥ ‖y‖ − T , then
∥

∥

∥

∥

1− ‖y‖
1− T (S1(x)− S1(y)) +

‖y‖ − T
1− T (S2(x)− S2(y))

∥

∥

∥

∥

≥ ‖S1(x)− S1(y)‖ − ‖y‖ − T
1− T ‖S1(x)− S2(x)‖ − ‖y‖ − T

1− T ‖S1(y)− S2(y)‖ ,

and an analogous inequality holds if 1 − ‖y‖ ≤ ‖y‖ − T . By assumption, |S1 − S2| < µ
over B1(0). The Lipschitz continuity of Θ−1 over Θ (B1(0) \BT (0)) follows for µ > 0 small
enough.

The global Lipschitz continuity of Θ and its inverse is now evident because B1(0) is convex.
The proof is complete. �

2.4. Oriented distance functions of star domains. We review another scalar function
associated with general domains. The distance function of a domain gives a description from
the outside but does not provide much about its inside. As a remedy, we study the oriented
distance function [19]. The oriented distance function of an open set Ω ⊆ R

n is defined as

dΩ(x) =







inf
y∈∂Ω
‖x− y‖ if x /∈ Ω,

− inf
y∈∂Ω
‖x− y‖ if x ∈ Ω.

(16)

Lemma 2.15. The oriented distance function is Lipschitz with optimal Lipschitz constant
1. If Ω is convex, then the oriented distance function is convex.

Proof. Over Ω and over Rn \Ω, the oriented distance function is the minimum or maximum,
respectively, of a family of Lipschitz functions with Lipschitz constant 1, and hence it has
got Lipschitz constant 1 over either of these two sets. Consider now x0 ∈ Ω and x1 /∈ Ω.
There exists minimal t0 ∈ [0, 1] and maximal t1 ∈ [0, 1] with

z0 := (1− t0)x0 + t0x1 ∈ ∂Ω, z1 := (1− t1)x0 + t1x1 ∈ ∂Ω.

We then verify

|d(x0)− d(x1)| ≤ |d(x0)− d(z0)|+ |d(z0)− d(z1)|+ |d(z1)− d(x1)|
≤ ‖x0 − z0‖+ ‖z1 − x1‖ ≤ ‖x0 − x1‖.

One easily sees that this the best Lipschitz constant.
Let us now assume that Ω is convex. Given any x, y ∈ Ω, we have

B|d(x)|(x) ⊆ Ω, B|d(y)|(y) ⊆ Ω,

and hence for all t ∈ [0, 1] we conclude

Bt|d(x)|+(1−t)|d(y)|(tx + (1− t)y) ⊆ Ω,
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which shows that d is convex over Ω. If instead x, y /∈ Ω, then for any ǫ > 0 we can choose
xǫ, yǫ ∈ Ω such that

‖x− xǫ‖ ≤ d(x) + ǫ, ‖y − yǫ‖ ≤ d(y) + ǫ.

For any t ∈ [0, 1] we write zt,ǫ = txǫ + (1− t)yǫ ∈ Ω. We observe

d (tx + (1− t)y) ≤ ‖tx + (1− t)y − txǫ + (1− t)yǫ‖
≤ t‖x− xǫ‖+ (1− t)‖y − yǫ‖ ≤ td(x) + (1− t)d(y) + 2ǫ.

The convexity of d over R
n \ Ω follows because ǫ > 0 was arbitrary.

Lastly, suppose that x /∈ Ω and y ∈ Ω and let z ∈ ∂Ω be on the straight line segment from
x to y with

z = (1− t0)x+ t0y

for some t0 ∈ [0, 1]. Then

t0 =
‖x− z‖
‖x− y‖ , 1− t0 =

‖z − y‖
‖x− y‖ .

There exists an affine hyperplane through z such that Ω is on only one side of H . We let
hx, hy ≥ 0 be the heights of x and y at this supporting hyperplane. There exists c ≥ 0 such
that hx = c‖x− z‖ and hy = c‖z − y‖. It follows that

(1− t0)d(x) + t0d(y) ≥ (1− t0)hx − t0hy
≥ (1− t0)c‖x− z‖ − t0c‖z − y‖

≥ c
‖z − y‖‖x− z‖
‖x− y‖ − c‖x− z‖‖z − y‖‖x− y‖ ≥ 0 = d(z).

Let t ∈ [0, 1]. Then we use the convexity of d over Ω and R
n \ Ω to see

d ((1− t)x + tz) ≤ (1− t)d(x) + td(z)

≤ (1− t)d(x) + t(1− t0)d(x) + tt0d(y),

d ((1− t)z + ty) ≤ (1− t)d(z) + td(y)

≤ (1− t)(1− t0)d(x) + (1− t)t0d(y) + td(y).

The proof is complete. �

2.5. Smooth approximation of star domains. We approximate a given star domain Ω
by star domain with smooth boundary. If the domain Ω is convex, then our approximate
domain will be even strictly convex. The following proposition, whose proof is standard, leads
to the smooth approximation of bounded convex domains. We also point out B locki [10] for
a related result.

Proposition 2.16. Let Ω ⊆ R
n be a bounded convex domain that contains the ball Bρ(0)

and contained the ball BR(0). Then there exists a family Ωǫ ⊆ R
n of bounded strictly convex

domains with smooth boundaries, indexed over ǫ > 0, such that the expansion functions
satisfy

∀x̂ ∈ S1(0) : ‖sΩ(x̂)− sΩǫ
(x̂)‖ < ǫ(17)

when ǫ > 0 small enough. Here, sΩ is the expansion function of Ω and the sΩǫ
are the

expansion functions of the Ωǫ.
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Proof. We let η : Rn → R be a positive smooth function with unit integral and supported
within the unit ball, and for every ǫ > 0 we set ηǫ(z) := ǫ−nη(z/ǫ).

We write d : R
n → R be the oriented distance function. Let dǫ : R

n → R be their
mollification with a smoothing term of radius ǫ. Then each dǫ is smooth and also convex:
for all x, y ∈ R

n and t ∈ [0, 1] we find

dǫ ((1− t)x + ty) ≤
∫

Bǫ(0)

ηǫ(z)dǫ ((1− t)x + ty + z)

≤ (1− t)
∫

Bǫ(0)

ηǫ(z)d (x + z) + t

∫

Bǫ(0)

ηǫ(z)d (y + z)

≤ (1− t)dǫ (x) + tdǫ (y) .

The sum of a convex function and a strictly convex function is strictly convex. Thus,

d′
ǫ(x) := dǫ(x) + ǫ2‖x‖2

is smooth and strictly convex. Consequently, the sublevel sets of d′
ǫ are strictly convex. Since

d′
ǫ is smooth, its sublevel sets have smooth boundary.
The function ‖x‖2 is at most 4R2 over 2Ω. If x ∈ Ω and 2ǫ < |d(x)|, then dǫ(x) < −ǫ. If

x /∈ Ω and 2ǫ < |d(x)|, then dǫ(x) > ǫ. Consequently, |dǫ| > ǫ outside B2ǫ(∂Ω). Provided
that 4ǫR2 < 1, we must have d′

ǫ non-zero outside B2ǫ(∂Ω). Therefore, ‖sΩ − sΩǫ
‖ < 2ǫ.

After re-indexing, the proof is complete. �

Theorem 2.17. Let Ω ⊆ R
n be a bounded convex domain that is contained in BR(0) and is

star-shaped with respect to Bρ(0). There exists a family Ωǫ ⊆ R
n of bounded strictly convex

domains with smooth boundary together with a family of mappings

Φǫ : Ω→ Ωǫ(18)

that satisfy

∀x ∈ Ω \B2ρ/Rǫ(∂Ω) : Φǫ(x) = x(19)

and are bi-Lipschitz with

Lip (Φǫ) ≤
R

2ρ
+

(R + ǫ)2

(ρ− ǫ)ρ , Lip
(

Φ−1
ǫ

)

≤ R2

(ρ− 2ǫ)ρ
.(20)

Proof. Proposition 2.16 produces a family of strictly convex bounded domains Ωǫ with
smooth boundary. The expansion function sΩ of Ω and the expansion functions sΩǫ

of Ωǫ

satisfy |sΩ − sΩǫ
| < ǫ over the unit sphere. Theorem 2.14 now shows the desired claim. �

3. Analysis of the de Rham complex

We review notions of de Rham complexes of differential forms with coefficients in Lebesgue
spaces. Apart from basic functional analysis, the reader is assumed to be familiar with the
theory of linear operators in Hilbert spaces ([34, 40]) and exterior calculus ([28]). Much of
the material outlined in this section appears in various forms within the literature on Hilbert
complexes [1, 2, 26].

We let Λk(Rn) be the exterior product of the vector space R
n. That space carries a Hilbert

space structure that is induced from R
n, and is thus a normed space.
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Throughout this section, we assume that Ω ⊆ R
n is a Lipschitz domain. We write Lp(Ω)

for the Lebesgue space with exponent 1 ≤ p ≤ ∞. Equipped with the canonical norm, this
becomes a Banach space.

A measurable differential form over Ω is any measurable function u : Ω → Λk(Rn). For
each such measurable function, the pointwise norm |u| : Ω→ R is measurable again. We let
LpΛk(Ω) be the space of those measurable mappings u : Ω→ Λk(Rn) for which |u| ∈ Lp(Ω).
We equip LpΛk(Ω) with the canonical norm:

‖u‖Lp(Ω) :=

(
∫

Ω

|u(x)|p dx
)

1

p

, u ∈ LpΛk(Ω),

with the obvious modification when p = ∞. Hence, LpΛk(Ω) contains exactly those differ-
ential k-forms over Ω whose coefficients are p-integrable. When p = 2, then this norm is
induced by an inner product, making L2Λk(Ω) is a Hilbert space. Occasionally, we will use
the abbreviations 〈·, ·〉 and ‖ · ‖ for the L2 scalar product and norm, respectively, when there
is no danger of ambiguity.

We also write C∞Λk(Ω) for the smooth differential forms, which are the smooth mappings
from Ω into Λk(Rn), and we write C∞

c Λk(Ω) for those smooth differential forms whose support
is compact in Ω.

We define

HΛk(Ω) :=
{

u ∈ L2Λk(Ω) | dku ∈ L2Λk+1(Ω)
}

,

where the exterior derivative is taken in the sense of distributions. The linear operator

dk : HΛk(Ω) ⊆ L2Λk(Ω)→ L2Λk+1(Ω)(21)

is densely-defined and closed. Moreover, it satisfies the differential property

dk+1dk = 0.

The operator (21) can be defined equivalently as the closure of the linear mapping dk :
C∞Λk(Ω) → C∞Λk+1(Ω). Since the operator is closed, it defines the Hilbert space HΛk(Ω)
together with its graph norm

‖u‖HΛk(Ω) :=

(
∫

Ω

|u(x)|2 + |dku(x)|2 dx
)

1

2

.

Writing ũ ∈ L2Λk(Rn) for the trivial extension of any u ∈ L2Λk(Ω), we also define

H0Λ
k(Ω) :=

{

u ∈ HΛk(Ω) | ũ ∈ HΛk(Rn)
}

,

which is a closed subspace of HΛk(Ω). We have a closed densely-defined linear operator

dk : H0Λ
k(Ω) ⊆ L2Λk(Ω)→ L2Λk+1(Ω),(22)

which can be defined equivalently as the closure of the mapping dk : C∞
c Λk(Ω)→ C∞

c Λk+1(Ω).
The focus of interest is the L2 de Rham complex over the open set Ω, which is the differential
complex

0→ HΛ0(Ω)
d0−−−→ HΛ1(Ω)

d1−−−→ . . .
dn−2

−−−→ HΛn−1(Ω)
dn−1

−−−→ HΛn(Ω)→ 0.(23a)

We also define the differential complex with boundary conditions

0→ H0Λ
0(Ω)

d0−−−→ H0Λ
1(Ω)

d1−−−→ . . .
dn−2

−−−→ H0Λ
n−1(Ω)

dn−1

−−−→ H0Λ
n(Ω)→ 0.(23b)
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All these constructions have dual counterparts. Towards that purpose, we recall the Hodge
star operator

⋆ : L2Λk(Ω)→ L2Λn−k(Ω),

which is an isometry. This allows us to define

H⋆Λk(Ω) := ⋆HΛn−k(Ω), H⋆
0Λk(Ω) := ⋆H0Λ

n−k(Ω).

The exterior coderivative is the densely-defined closed operator

δk : H⋆Λk(Ω) ⊆ L2Λk(Ω)→ L2Λk−1(Ω), u 7→ ⋆−1dn−k ⋆ u.(24)

We also use the restriction

δk : H⋆
0Λk(Ω) ⊆ L2Λk(Ω)→ L2Λk−1(Ω).(25)

The exterior coderivative satisfies the differential property

δk−1δk = 0.

We have the dual de Rham complex

0← H⋆
0Λ0(Ω)

δ1←−−− H⋆
0Λ1(Ω)

δ2←−−− . . .
δn−1

←−−− H⋆
0Λn−1(Ω)

δn←−−− H⋆
0Λn(Ω)← 0(26a)

and the corresponding complex with boundary conditions

0← H⋆Λ0(Ω)
δ1←−−− H⋆Λ1(Ω)

δ2←−−− . . .
δn−1

←−−− H⋆Λn−1(Ω)
δn←−−− H⋆Λn(Ω)← 0.(26b)

The most critical property here is the duality in the sense of unbounded operators. With
the appropriate choice of indices, the operator dk in (21) is the adjoint of the operator δk+1

in (25), and the operator dk in (22) is the adjoint of the operator δk+1 in (24). We have the
following integration by parts formulas:

∀u ∈ HΛk(Ω) : ∀v ∈ H∗
0Λn−k(Ω) :

∫

Ω

〈dku, v〉 =

∫

Ω

〈u, δk+1v〉,

∀u ∈ H0Λ
k(Ω) : ∀v ∈ H∗Λn−k(Ω) :

∫

Ω

〈dku, v〉 =

∫

Ω

〈u, δk+1v〉.

The L2 de Rham complex gives rise to the Hodge–Laplace operators. We focus on the L2

de Rham complex (23a) and its adjoint differential complex (26b). Let

dom(∆k) :=

{

u ∈ HΛk(Ω) ∩H⋆
0Λk(Ω) | δku ∈ HΛk−1(Ω),

dku ∈ H⋆
0Λk+1(Ω)

}

.

The k-th Hodge–Laplace operator is the unbounded operator

∆k : dom(∆k) ⊆ L2Λk(Ω)→ L2Λk(Ω), u 7→ δk+1dku+ dk−1δku.(27)

This operator is densely-defined, closed, and self-adjoint.
We could also base a Hodge–Laplace-type operator on the differential complex (26a) and

its adjoint differential complex (23b), but this would be the same operator up to an isometry
and shall henceforth not be our specific concern.
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3.1. Closed range condition and potential operators. The theory of Hilbert de Rham
complexes becomes more amenable once an additional condition is satisfied. We say that
the closed range condition is satisfied if the differential operators dk : HΛk(Ω)→ L2Λk+1(Ω)
in the de Rham complex have closed range.

We first notice that the closed range condition holds for all the differential operators in the
complex (23a) if and only if it holds for any of the other differential complexes (26b), (23b),
or (26a), as follows via known relationships within the theory of Hilbert spaces.

For practical purposes, we recall that the closed range condition holds if Ω is a bounded
Lipschitz domain [30], which includes bounded convex domains.

Densely-defined closed operators with closed range allow for generalized inverses known
as pseudoinverses [9]. By the bounded inverse theorem we recognize that the closed range
condition is equivalent to the existence of bounded linear operators

d†k : L2Λk+1(Ω)→ HΛk(Ω) ⊆ L2Λk(Ω)(28)

that satisfy

dku = dkd†kd
ku, u ∈ HΛk(Ω),

ker d†k =
(

dkHΛk(Ω)
)⊥
,

ran(d†k)
⊥ = ker

(

dk : HΛk(Ω) ⊆ L2Λk(Ω)→ L2Λk+1(Ω)
)

.

These potential operators act as generalized inverses of the exterior derivatives: they van-
ish on the orthogonal complement of the range of the exterior derivative and produce the
minimum-norm preimage of any exterior derivative. By duality, the closed range condition
is also equivalent to the existence of bounded linear operators

δ†k : L2Λk−1(Ω)→ H∗
0Λk(Ω) ⊆ L2Λk(Ω)(29)

that satisfy

δku = δkδ†kδ
ku, u ∈ H⋆

0Λk(Ω),

ker δ†k =
(

δkH⋆
0Λk(Ω)

)⊥
,

ran(δ†k)⊥ = ker
(

δk : H⋆
0Λk(Ω) ⊆ L2Λk(Ω)→ L2Λk−1(Ω)

)

.

These act as potential operators for the exterior coderivative in the analogous manner.
The operators d†k and δ†k+1 are mutually adjoint, as follows from dk and δk+1 being mutually

adjoint, and they have the same operator norm:

CPF,Ω,k = sup
f∈L2Λk+1(Ω)\{0}

‖d†kf‖L2Λk(Ω)

‖f‖L2(Ω)

= sup
g∈L2Λk(Ω)\{0}

‖δ†k+1g‖L2(Ω)

‖g‖L2(Ω)

.(30)

These operator norms agree with what is known as the Poincaré–Friedrichs constant. The
Poincaré–Friedrichs constant CPF,Ω,k appears in the Poincaré–Friedrichs inequality: for all
u ∈ HΛk(Ω) there exists w ∈ HΛk(Ω) such that dkw = dku and

‖w‖L2(Ω) ≤ CPF,Ω,k‖dku‖L2(Ω).

Exactly the same constant appears in the dual version of the inequality: for all u ∈
H⋆

0Λk+1(Ω) there exists w ∈ H⋆
0Λk+1(Ω) such that δk+1w = δk+1u and

‖w‖ ≤ CPF,Ω,k‖δk+1u‖.
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These operators are potential operators corresponding to the differential operators in the
de Rham complex. Importantly, they also provide a potential operator for the Hodge–
Laplace operator. We introduce the bounded linear operator

∆†
k : L2Λk(Ωk)→ dom(∆k) ⊆ L2Λk(Ω), u 7→ δ†k+1d

†
ku+ d†k−1δ

†
ku.(31)

By construction, this operator is self-adjoint. It acts as a generalized inverse of the Hodge–
Laplace operator and satisfies

∆ku = ∆k∆†
k∆ku, u ∈ dom(∆k),

ker ∆†
k = (∆k dom(∆k))⊥ ,

ran(∆†
k)⊥ = ker

(

∆k : dom(∆k) ⊆ L2Λk(Ω)→ L2Λk(Ω)
)

.

Note that by construction

dk∆†
k = δ†k+1, δk∆†

k = d†k−1.

This operator thus satisfies the operator norm identities

sup
f∈L2Λk(Ω)\{0}

‖∆†
kf‖L2(Ω)

‖f‖L2Λk(Ω)

= max(CPF,Ω,k, CPF,Ω,k−1)
2,

sup
f∈L2Λk(Ω)\{0}

‖δk∆†
kf‖L2(Ω)

‖f‖L2Λk(Ω)

= CPF,Ω,k−1,

sup
f∈L2Λk(Ω)\{0}

‖dk∆†
kf‖L2(Ω)

‖f‖L2Λk(Ω)

= CPF,Ω,k.

The main purpose of this manuscript is to estimate the Poincaré–Friedrichs constants from
above.

3.2. Gaffney inequalities and consequences. The Hilbert spaces HΛk(Ω) and H⋆
0Λk(Ω)

are defined via the graph norms of the exterior derivative or the exterior coderivative: their
members have just enough regularity to ensure that they and their (co)differentials have
coefficients in L2(Ω). While they are widely known as Sobolev differential forms, they a
priori do not relate to the classical Sobolev spaces.

However, H1(Ω) := H1Λk(Ω) is the classical Sobolev space of first order. We write
H1Λk(Ω) for the subspace of L2Λk(Ω) whose coefficients are in the Sobolev space H1(Ω).
Clearly,

H1Λk(Ω) ⊆ HΛk(Ω) ∩H⋆
0Λk(Ω).(32)

It is an intricate question whether that inclusion is onto, and the answer is generally negative.
However, under stronger assumptions on the domain, such as when the domain is convex, a
positive answer is formalized in Gaffney’s inequality.

Theorem 3.1. Let Ω ⊆ R
n be a bounded convex domain. Let u ∈ HΛk(Ω)∩H⋆

0Λk(Ω). Then
u ∈ H1Λk(Ω), and

‖∇u‖L2(Ω) ≤ ‖dku‖L2(Ω) + ‖δku‖L2(Ω).(33)

Proof. See, e.g., [18], [30]. �
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Let us now assume that Ω is indeed bounded and convex. The validity of Gaffney’s
inequality has numerous implications. By the Rellich embedding theorem, the Gaffney in-
equality implies the compact embedding of HΛk(Ω) ∩H⋆

0Λk(Ω) into L2(Ω). It follows that
the potential operators

∆†
k : L2Λk(Ω)→ L2Λk(Ω)

are compact. By the spectral theorem for compact self-adjoint operators, the separable space
L2Λk(Ω) has a countable orthonormal basis consisting of eigenvectors of the bounded oper-
ator ∆†, and the operator has a countable spectrum of eigenvalues with finite multiplicity.
Correspondingly, ∆k is a self-adjoint operator with a countable spectrum of eigenvalues with
finite multiplicity. The non-zero1 eigenvalues form an ascending sequence

0 < λk,1 ≤ λk,2 ≤ . . .

Its non-zero eigenvalues are the reciprocals of ∆†
k’s non-zero eigenvalues. The smallest non-

zero eigenvalue relates to the Poincaré–Friedrichs constants:

λk,1 = max (CPF,Ω,k, CPF,Ω,k−1)
−2 .(34)

Compact operators between Hilbert spaces have a singular decomposition. It is now evident
how the singular value decomposition of the derivatives looks like: there exists a countable
orthonormal system uk,j ∈ HΛk(Ω) that spans the orthogonal complement of the kernel
of (21), another countable orthonormal system u⋆k+1,j ∈ HΛk+1(Ω) that spans the range
of (21), and a non-increasing null sequence θk,j ∈ R such that (28) and (29) satisfy

d†k =
∞
∑

j=1

θk,juk,j〈u⋆k+1,j, ·〉, δ†k+1 =
∞
∑

j=1

θk,ju
⋆
k+1,j〈uk,j, ·〉.

The unbounded operators (21) and (25) have corresponding singular value decompositions

dk =
∞
∑

j=1

θ−1
k,ju

⋆
k+1,j〈uk,j, ·〉, δk+1 =

∞
∑

j=1

θ−1
k,juk,j〈u⋆k+1,j, ·〉.

We write the Hodge–Laplace operator and its potential operator as

∆k =

∞
∑

j=1

θ−2
k,juk,j〈uk,j, ·〉+

∞
∑

j=1

θ−2
k−1,ju

⋆
k,j〈u⋆k,j, ·〉,

∆†
k =

∞
∑

j=1

θ2k,juk,j〈uk,j, ·〉+
∞
∑

j=1

θ2k−1,ju
⋆
k,j〈u⋆k,j, ·〉.

We thus have partitioned the non-zero eigenvalues of the Hodge–Laplace operator into two
orthogonal components: one belonging to δk+1dk, the other belonging to dk−1δk.

Remark 3.2. Gaffney’s inequality implies the compact embedding of HΛk(Ω) ∩ H⋆
0Λk(Ω)

into L2Λk(Ω) via the Rellich embedding theorem. Compact embeddings in three-dimensional
vector calculus have been a staple in the literature [38, 32, 41].

1If the domain is convex, then all eigenvalues are non-zero except one single eigenvalue of the scalar
Neumann Laplacian, but we will not need this fact.
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3.3. Sobolev–Poincaré inequalities. Even though the focus of our discussion are differ-
ential forms with coefficients in the Lebesgue space L2(Ω), we will need a Sobolev–Poincaré
inequality for differential forms based on different Lebesgue spaces. Importantly, we need
explicitly knowledge how the constant in that inequality depends on the domain. We utilize
the following explicit result of Chua and Wheeden, slightly adapted for differential forms
instead of scalar functions.

Theorem 3.3 ([16]). Let n ≥ 1 and 0 ≤ k ≤ n. Let q ∈ [1,∞) such that

1

2
− 1

n
≤ 1

q
.

Then there exists a constant Cn,k,q depending only on n, k, and q such that for all bounded
convex domains Ω ⊆ R

n and u ∈ H1Λk(Ω) we have

‖u−Avg u‖Lq(Ω) ≤ Cn,k,q vol(Ω)
1

q
− 1

2 diam(Ω)‖∇u‖L2(Ω),

where Avg u :=
∫

Ω
u dx ∈ Λk(Rn) denotes the average of u over the domain Ω. �

We dwell a bit further with this embedding and its consequences. Consider a Lebesgue
exponent q ∈ [1,∞) with 1/2− 1/n ≤ 1/q. We assume that Ω is a bounded convex domain.
We make the technical observation that for any u ∈ L2Λk(Ω) it holds that

‖Avg u‖Lq(Ω) = vol(Ω)
1

q · (Avg u) = vol(Ω)
1

q
− 1

2‖Avg u‖L2(Ω).

This in combination with the Poincaré–Sobolev inequality and Gaffney’s inequality yields

‖u‖Lq(Ω) ≤ ‖u−Avg u‖Lq(Ω) + ‖Avg u‖Lq(Ω)

≤ Cn,k,q vol(Ω)
1

q
− 1

2 diam(Ω)‖∇u‖L2(Ω) + vol(Ω)
1

q
− 1

2‖Avg u‖L2(Ω)

≤ Cn,k,q vol(Ω)
1

q
− 1

2 diam(Ω)
(

‖dku‖L2(Ω) + ‖δku‖L2(Ω)

)

+ vol(Ω)
1

q
− 1

2‖u‖L2(Ω).

Let us now study the special case where u ∈ L2Λk(Ω) is any eigenvector of the Hodge–
Laplace operator with some eigenvalue λ > 0. This is also an eigenvector of the potential
operator ∆†

k with eigenvalue λ−1. We verify that

dku = dkλλ−1u = dkλ∆†
ku = λδ†k+1u,

δku = δkλλ−1u = δkλ∆†
ku = λd†k−1u.

From the structure of the eigendecomposition of the Hodge–Laplace operator, we know the
following: if u is as singular vector of δ†k+1 to the singular value θk,j, then

λδ†k+1u = θ−1
k,ju,

and if u is as singular vector of d†k−1 to the singular value θk−1,j , then

λd†k−1u = θ−1
k−1,ju.

Hence, the eigenvectors of the Hodge–Laplace operator over a bounded convex domain enjoy
a modicum of additional regularity, having Lebesgue norms of a higher exponent that is
uniformly bounded in terms of the L2 norm. This bounds the strengths of its singularities.
The estimate depends on lower and upper bounds of the domain volume and the eigenvalue.
We can control how that constant depends on the geometry.
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4. Approximation of Poincaré–Friedrichs constants and Spectra

We study the spectra of Hodge–Laplace operators over convex domains. We transfer
results known for convex domains with smooth boundary to general convex domains, with
possibly merely Lipschitz boundary, via a geometric approximation argument.

The main result of this manuscript addresses the convergence of the Poincaré–Friedrichs
constants under smooth approximation of the domains. The approximation is up to a uni-
formly bi-Lipschitz deformation close to the boundary. The convexity enters the proof via
the uniform control of the Poincaré–Sobolev and Gaffney inequalities.

Theorem 4.1. Let Ω ⊆ R
n be a bounded convex domain. Assume that C0, C1 > 0 are

constants and that Ωǫ ⊆ R
n be a family of convex domains together with a family of mappings

Φǫ : Ω→ Ωǫ(35)

that are Lipschitz with

Lip (Φǫ) ≤ C0, Lip
(

Φ−1
ǫ

)

≤ C0(36)

and satisfy

∀x ∈ Ω \BC1ǫ(∂Ω) : Φǫ(x) = x.(37)

If CPF,k,ǫ is the k-th Poincaré–Friedrichs constants of the Ωǫ and CPF,k is the k-th Poincaré–
Friedrichs constants of the Ω, then

lim
ǫ→0

CPF,k,ǫ = CPF,k.

Proof. For notational convenience, let us write Ω0 := Ω and let Φ0 : Ω0 → Ω0 be the identity.
With that notation, (36) and (37) hold for ǫ = 0 too. We assume without loss of generality
that 0 ∈ Ω such that there exists ρ > 0 with Bρ(0) ⊆ Ωǫ for all ǫ > 0 small enough. That
gives a lower bound for the volume of the domains Ωǫ. At the same time, if Ω ⊆ BR(0) for
some R > 0, then vol (Ωǫ) ⊆ vol (BR+ǫ(0)) is an upper bound for the volume. Hence, for
ǫ > 0 small enough, the diameters and volumes of the domains Ωǫ are close to the diameter
and volume, respectively, of the domain Ω.

We write Jǫ : LpΛk(Ωǫ)→ LpΛk(Ωǫ) for the pullback operation on differential forms from
Ωǫ onto Ω, which is a bounded operation for all Lebesgue exponents 1 ≤ p <∞. Notice that
Jǫ is invertible and that the operator norm is uniformly bounded via the Lipschitz constants
of Φǫ and its inverse.

Let us denote the Poincaré–Friedrichs constant of each domain Ωǫ by CPF,k,ǫ. Throughout
this proof, the bounded linear operator (28) over the domain Ωǫ is written

Qk,ǫ : L2Λk+1(Ωǫ)→ L2Λk(Ωǫ).

The operator norm of Qk,ǫ equals CPF,k,ǫ. For any fǫ ∈ L2Λk+1(Ωǫ) with dk+1fǫ = 0 we have
Qk,ǫfǫ ∈ HΛk(Ωǫ)∩H∗

0Λk(Ωǫ) with dkQk,ǫfǫ = fǫ and δkQk,ǫfǫ = 0. We define the operators

Pk,ǫ : L2Λk+1(Ω)→ L2Λk(Ω), u 7→ JǫQk,ǫJ
−1
ǫ u.

It is clear that the Poincaré–Friedrichs constants of the potential operators Qk,ǫ and their
transformations Pk,ǫ are uniformly bounded for ǫ > 0 small enough. It remains to study
their limit behavior as ǫ goes to zero.

We use the singular value decomposition of these compact operators. For each ǫ > 0,
there exists an orthonormal system uk,ǫ,j ∈ HΛk(Ωǫ) that spans the orthogonal complement
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of the kernel of (21) over Ωǫ, another orthonormal system u⋆k+1,ǫ,j ∈ HΛk+1(Ωǫ) that spans
the range of (21) over Ωǫ, and a non-increasing null sequence θk,ǫ,j ∈ R such that

Qk,ǫ =
∞
∑

j=1

θk,ǫ,juk,ǫ,j〈u⋆k+1,ǫ,j, ·〉.

This implies the singular value decompositions

Pk,ǫ =
∞
∑

j=1

θk,ǫ,jJǫuk,ǫ,j〈Jǫu
⋆
k+1,ǫ,j, ·〉.

It remains to show that θk,ǫ,j = CPF,k,ǫ converges to θk,0,j = CPF,k,0.
We first study the difference between the potentials when the source term has higher

regularity. Let q ∈ [1,∞) with 1
2
− 1

n
≤ 1

q
. Recall that for all bounded open subsets U ⊆ R

n

we have LqΛk(U) ⊆ L2Λk(U) with

∀u ∈ LqΛk(U) : ‖u‖L2(Rn) ≤ vol(U)
1

2
− 1

q ‖u‖Lq(Rn).

Let f ∈ LqΛk+1(Ω) for some q > 2. We define fǫ ∈ LqΛk+1(Ωǫ) via the pullback fǫ := J−1
ǫ f .

As the pullback commutes with the exterior derivative, fǫ ∈ HΛk+1(Ωǫ) with dk+1fǫ = 0.
We define

wǫ := Qk,ǫfǫ, uǫ := Jǫwǫ = Pk,ǫf.

This implies wǫ ∈ H∗
0Λk(Ωǫ) with δkwǫ = 0. We estimate its Lebesgue norms with higher

exponent as in Section 3.3, which yields

‖wǫ‖Lq(Ωǫ) ≤ Cn,k,q vol(Ωǫ)
1

q
− 1

2 diam(Ωǫ)‖∇wǫ‖L2(Ωǫ),

where Avgwǫ :=
∫

Ωǫ
wǫ dx ∈ Λk(Rn) denotes the average of u over the domain Ωǫ. Now,

‖∇wǫ‖L2(Ωǫ) ≤ ‖dkwǫ‖L2(Ωǫ).

Additionally,

‖Avgwǫ‖Lq(Ωǫ) ≤ vol(Ω)
1

q
− 1

2‖Avgwǫ‖L2(Ωǫ)

≤ vol(Ω)
1

q
− 1

2CPF,k,ǫ‖fǫ‖L2(Ωǫ) + vol(Ωǫ)
1

q
− 1

2CPF,Ωǫ,k‖fǫ‖L2(Ωǫ)

≤ Cn,k,qdiam(Ωǫ)‖fǫ‖Lq(Ωǫ) + CPF,Ωǫ,k‖fǫ‖Lq(Ωǫ).

Note that each wǫ is characterized equivalently as
∫

Ωǫ

wǫ dx = 0 if k = 0,

∫

Ωǫ

〈wǫ, d
k−1ξǫ〉 dx = 0, ξǫ ∈ HΛk−1(Ωǫ) if k ≥ 1,

∫

Ωǫ

〈dkwǫ, d
kvǫ〉 dx =

∫

Ωǫ

〈fǫ, dkvǫ〉 dx, vǫ ∈ HΛk(Ωǫ).
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Applying the pullback along Φǫ : Ω → Ωǫ, we write uǫ := Φǫwǫ and rewrite these equations
as:

∫

Ω

uǫ det (JΦǫ) dx = 0 if k = 0,

∫

Ω

〈Φ−∗
ǫ uǫ,Φ

−∗
ǫ dk−1ξ〉 det (JΦǫ) dx = 0, ξ ∈ HΛk−2(Ω) if k ≥ 1,

∫

Ω

〈Φ−∗
ǫ dkuǫ,Φ

−∗
ǫ dkv〉 det (JΦǫ) dx =

∫

Ω

〈f,Φ−∗
ǫ dkv〉 det (JΦǫ) dx, v ∈ HΛk−1(Ω).

In what follows, we abbreviate

〈u1, u2〉ǫ = 〈Φ−∗
ǫ u1,Φ

−∗
ǫ u2〉 det (JΦǫ)

whenever u1 and u2 are differential forms of the same degree. We now estimate the difference
u− uǫ. If k = 0, then

∫

Ω

uǫ dx =

∫

Ω

uǫ − uǫ det (JΦǫ) dx

=

∫

Bǫ(∂Ω)∩Ω

uǫ − uǫ det (JΦǫ) dx

=

∫

Bǫ(∂Ω)∩Ω

u− uǫ dx ≤ vol (Ω ∩BC1ǫ(∂Ω))
1

2 (1 + Cn
0 ) ‖uǫ‖L2(Ω).

If instead k ≥ 1, then for all ξ ∈ HΛk−1(Ω) we verify
∫

Ω

〈uǫ, dk−1ξ〉 dx =

∫

Ω

〈uǫ, dk−1ξ〉ǫ − 〈uǫ, dk−1ξ〉 dx

=

∫

Bǫ(Ω)∩Ω

〈uǫ, dk−1ξ〉ǫ − 〈uǫ, dk−1ξ〉 dx

= vol (Ω ∩BC1ǫ(∂Ω))
1

2
− 1

q

(

1 + Cn+2k
0

)

‖uǫ‖Lq(Ω)‖dk−1ξ‖L2(Ω).

Lastly, for all v ∈ HΛk−1(Ω) we have
∫

Ω

〈dku0 − dkuǫ, dkv〉0 dx

=

∫

Ω

〈dkuǫ, dkv〉ǫ − 〈dkuǫ, dkv〉0 dx+

∫

Ω

〈f, dkv − det (JΦǫ) Φ−∗
ǫ dkv〉 dx.

We estimate
∣

∣

∣

∣

∫

Ω

〈dkuǫ, dkv〉ǫ − 〈dkuǫ, dkv〉0 dx
∣

∣

∣

∣

≤ vol (Ω ∩ BC1ǫ(∂Ω))
1

2
− 1

q

(

1 + C
n+2(k+1)
0

)

‖uǫ‖Lq(Ω)‖dkv‖L2(Ω),
∣

∣

∣

∣

∫

Ω

〈f, dkv − det (JΦǫ) Φ−∗
ǫ dkv〉 dx

∣

∣

∣

∣

≤ vol (Ω ∩ BC1ǫ(∂Ω))
1

2
− 1

q

(

1 + Cn+k
0

)

‖f‖Lq(Ω)‖dkv‖L2(Ω).

We know from the Lipschitz estimate of the expansion function S that

S
(

B1−C1ǫ/ρ(0)
)

∩BC1ǫ(∂Ω) = ∅.
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One thus estimates

vol (BC1ǫ(∂Ω)) ≤ vol(Ω)− (1− C1ǫ/ρ) vol(Ω) = C1ǫ/ρ vol(Ω).

That means

lim
ǫ→0

sup
f∈LqΛk(Ω)

f 6=0

‖Pk,ǫf − Pk,0f‖L2(Ω)

‖f‖Lq(Ω)

= 0.

We thus conclude that the potentials Pk,ǫ converge to Pk,0 as bounded operators from
LqΛk(Ω) into L2Λk+1(Ω) when ǫ goes to zero.

It remains to show that the operator norms of Pk,ǫ converge to the operator norm of Pk,0

as operators from L2Λk(Ω) into L2Λk−1(Ω). For every ǫ > 0 there exists gǫ ∈ L2Λk(Ω) with
unit L2 norm such that

sup
g∈L2Λk(Ω)

g 6=0

‖Pk,ǫg‖L2Λk+1(Ω)

‖g‖L2Λk(Ω)

= ‖Pk,ǫgǫ‖L2Λk+1(Ω) = θk,ǫ,1.

We want to show that the θk,ǫ,1 converge to θk,0,1 as ǫ goes to zero. We prove this by
contradiction. To this end, we consider any strictly descending null sequence ǫm > 0.

First, we bound the limes inferior of the sequence from below. Since Pk,0 is compact, there
exists g0 ∈ L2Λk+1(Ω) with ‖g0‖L2(Ω) = 1 such that

‖Pk,0g0‖L2(Ω) = θk,0,1.

As discussed in Section 3.3, we know g0 ∈ LqΛk+1(Ω). Hence,

lim
m→∞

‖Pk,ǫmg0 −Pk,0g0‖L2(Ω) = 0.

This implies that for any µ > 0 we have for m large enough we can ensure

θk,0,1 = ‖Pk,0g0‖L2(Ω) ≤ ‖Pk,ǫmg0‖L2(Ω) + ‖Pk,ǫmg0 − Pk,0g0‖L2(Ω)

< ‖Pk,ǫmg0‖L2(Ω) + µ

= θk,ǫm,1 + µ.

This shows that

lim inf
m→∞

θk,ǫm,1 ≥ θk,0,1.

Second, we bound the limes superior of the sequence from above. As a consequence of the
Banach–Alaoglu theorem, the unit ball in L2Λk+1(Ω) is weakly compact. We hence assume
without loss of generality, by switching to a subsequence, that gǫm converges weakly to some
g ∈ L2Λk+1(Ω). Because Pk,0 is compact, it maps weakly convergent sequences to strongly
convergent sequences, and hence Pk,0gǫm converges to Pk,0g in L2Λk(Ω). We now observe

θk,ǫm,1 = ‖Pk,ǫmgǫm‖L2(Ω) ≤ ‖Pk,0gǫm‖L2(Ω) + ‖Pk,ǫmgǫm − Pk,0gǫm‖L2(Ω)

≤ θk,0,1 + ‖Pk,ǫmgǫm − Pk,0gǫm‖L2(Ω).

The operators Pk,ǫm converge to Pk,0 as operators from LqΛk+1(Ω) into L2Λk(Ω).
Moreover, each J−1

ǫm gǫm is an eigenvector of the k-th Hodge–Laplace operator over Ωǫm

to the smallest eigenvalue of that operator. An upper bound for that eigenvalue follows
from any lower bound for θk,ǫm,1. By the previous discussion, we already know that, say,
θk,ǫm,1 ≥ θk,0,1/2 for ǫm small enough.



STAR DOMAINS POINCARÉ–FRIEDRICHS INEQUALITIES 27

This shows that gǫm is bounded in LqΛk(Ω), as that norm depends on θ−1
k,ǫm,1. We conclude

that θk,ǫm,1 is a bounded sequence such that

lim sup
n→∞

θk,ǫm,1 ≤ θk,0,1.

The combination of the estimates for the limes inferior and the limes superior proves that
θk,ǫm,1 converges to θk,0,1. The argument is complete. �

The convergence of the lowest eigenvalues under approximation of the domain will be
generalized to the higher eigenvalues as well. Let us first examine some consequences of this
special case. Over strictly convex domains with smooth boundary, the Poincaré–Friedrichs
inequalities agree with the smallest eigenvalues of the Hodge–Laplace operators. Here, they
form a sequence strictly decreasing in the degree of the forms.

Lemma 4.2. Let Ω ⊆ R
n be a bounded strictly convex domain with smooth boundary. Then

the Poincaré–Friedrichs constants CPF,k of the k-th Hodge–Laplace operators satisfy

CPF,k < CPF,1 < · · · < CPF,n.

Proof. We use [22, Theorem 2.6]: The smallest eigenvalues of the Hodge–Laplace eigenvalues
satisfy

λ0 = λ1 < · · · < λn−1 < λn.

The eigenvalues are related to the Poincaré–Friedrichs inequalities via

λk = min
(

C−2
PF,k, C

−2
PF,k−1

)

.

We already know that C−2
PF,n−1 = λn. If C−2

PF,k−1 = λk for some 2 ≤ k ≤ n, then

C−2
PF,k−1 = λk > λk−1 = min

(

C−2
PF,k−1, C

−2
PF,k−2

)

.

Repeated application of this observation gives the desired result. �

We extend that observation to general convex domains.

Theorem 4.3. Let Ω ⊆ R
n be a bounded convex domain. Then the Poincaré–Friedrichs

constants CPF,k of the k-th Hodge–Laplace operators satisfy

CPF,k ≤ CPF,1 ≤ · · · ≤ CPF,n.

Proof. According to Theorem 2.17, there exists a sequence Ωǫ ⊆ R
n of strictly convex do-

mains with smooth boundary and a family of bi-Lipschitz homeomorphisms Φǫ : Ω → Ωǫ

that satisfy the conditions of Theorem 4.1. Writing CPF,k,ǫ for the k-th Poincaré–Friedrichs
constant of Ωǫ,

lim
ǫ→0

CPF,k,ǫ = CPF,k

holds. The desired now follows in combination with Lemma 4.2 �

Remark 4.4. The results by Guerini and Savo [22] generalize numerous inequalities of
Hodge–Laplace eigenvalues when the domain is smooth. It is well-known that the smallest
Neumann eigenvalue over a Lipschitz domain is at least the smallest Dirichlet eigenvalue.
That the smallest non-zero Neumann eigenvalue over a convex set is, more generally, a lower
bound for the spectra of the Hodge–Laplace operators was previously shown by Mitrea [30,
Corollary 5.10], who also uses an approximation argument and refers to Bao and Zhou [5]
for the case for three-dimensional convex domains. However, that the Poincaré–Friedrichs
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constants of smooth domains constitute a non-increasing sequence is used within the proofs
in [22]. We recover this fact from the results stated in that reference when the smallest
eigenvalues of the Hodge–Laplace operators are a strictly increasing sequence. These results
are only provided for smoothly bounded domains: the convexity of the domain enters the
argument via curvature terms along the (smooth) domain boundary. An alternative route
towards the result for convex Lipschitz domains might use an intrinsic notion of principal
curvatures in a non-smooth setting. Going beyond the Hilbert space setting, it is an open
question how these inequalities can be extended to the Poincaré–Friedrichs constants of Lp

de Rham complexes.

For completeness of the exposition, we collect a few explicit upper and lower bound for
the Poincaré–Friedrichs inequalities of bounded convex domains in Euclidean space. In the
original sources, these are stated in terms of eigenvalues of the Hodge–Laplace operators,
whereas we can now restate them in terms of Poincaré–Friedrichs constants.

Proposition 4.5. Let Ω ⊆ R
n be a bounded convex domain. Suppose that Ω contains the

ball Bρ(0) and is contained in the ball BR(0). Then

vol(Ω)
1

nCPF,0(B1(0)) ≤ CPF,0 ≤ diam(Ω)/π(38)

ρCPF,n−1(B1(0)) ≤ CPF,n−1 ≤ RCPF,n−1(B1(0))(39)

If 0 < k < n− 1, then

C0 ≤
√
ne3/2

√

k(n− k)
· diam(Ω)(40)

If 0 < k < n− 1, γ > 0 and M ∈ R
n×n is a matrix with singular values σ1 ≥ σ2 ≥ · · · ≥ σn

such that MB1(0) ⊆ Ω ⊆ γMB1(0) and vol(MB1(0)) has the maximal possible volume, then

((k + 1)(n+ 2)γn)−
1

2 σk+1 ≤ Ck ≤ γ
√

(

n
k

)

σk+1.(41)

Proof. The upper bound CPF,0 ≤ diam(Ω)2/π for the Poincaré constant is well-known. Wein-
berger showed that among all n-dimensional domains of a given volume, the ball with that
volume maximizes the smallest non-zero Neumann eigenvalue [39], which implies the lower
bound for CPF,0.

The operator δn : H∗
0Λn(Bρ(0)) → L2Λn−1(Bρ(0)) is a restriction of δn : H∗

0Λn(Ω) →
L2Λn−1(Ω), which in turn is a restriction of δn : H∗

0Λn(BR(0)) → L2Λn−1(BR(0)). That
implies the lower and upper bound for CPF,n−1.

As per Theorem 4.3, the smallest eigenvalue of the Hodge–Laplace operator ∆k equals
CPF,k−1,0. Now the first upper bounds for CPF,k are a consequence of Théorème 1.3 in [21].
Finally, the last set of lower and upper bounds is a consequence of Theorem 1.1 and subse-
quent comments in [35]. �

Remark 4.6. The last set of inequalities, based on Savo’s work, relate the Poincaré–Friedrichs
constants to the principal radii of a pair of homothetic ellipsoids, one contained in the convex
domain and the other containing the convex domain, under the condition that the inner ellip-
soid has the maximal possible volume. The last ellipsoid is unique, known as John ellipsoid,
and allows the choice of γ ≤ n.
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We continue the perturbation theory of Hodge–Laplace spectra that was initiated with
Theorem 4.1. While our main interest is in the Poincaré–Friedrichs constants of the Hilbert–
de Rham complex, we address the convergence of the Hodge–Laplace spectra over convex
domains under small domain perturbations. We prove a slightly stronger result: the optimal
potential operators over the approximate domains converge, in a certain sense, to the optimal
potential operators of the original domain. Since these operators are compact, this implies
the convergence of their singular values. The convergence of the eigenvalues of the respective
Hodge–Laplace operators is a consequence.

Theorem 4.7. Let Ω ⊆ R
n be a bounded convex domain. Assume that C0, C1 > 0 are

constants and that Ωǫ ⊆ R
n be a family of convex domains together with a family of mappings

Φǫ : Ω→ Ωǫ(42)

that are Lipschitz with

Lip (Φǫ) ≤ C0, Lip
(

Φ−1
ǫ

)

≤ C0(43)

and satisfy

∀x ∈ Ω \BC1ǫ(∂Ω) : Φǫ(x) = x.(44)

Then the optimal potential operators over the domain Ω,

d†k : L2Λk+1(Ω)→ L2Λk(Ω),(45)

and the optimal potential operators over the domains Ωǫ,

d†k,ǫ : L2Λk+1(Ωǫ)→ L2Λk(Ωǫ),(46)

satisfy the convergence in operator norm

lim
ǫ→0

Φ∗
ǫd

†
k,ǫΦ

−∗
ǫ = d†k.(47)

Proof. This proof is to be read as a continuation of the proof of Theorem 4.1.
We use the singular value decomposition of the compact potential operators. In what

follows, we simplify the notation and write these as

Pk,ǫ =

∞
∑

j=1

θk,ǫ,jhk,ǫ,j〈gk,ǫ,j, ·〉,

where we abbreviate hk,ǫ,j := Jǫuk,ǫ,j and gk,ǫ,j := Jǫu
⋆
k+1,ǫ,j.

Let {ǫm}m be a null sequence. We have seen previously that we can assume without loss
of generality, after switching a subsequence, that the unit vectors gk,ǫm,1 converges weakly to
some g ∈ L2Λk(Ω) of norm at most one, and that θk,ǫm,1 converges to θk,0,1. Obviously,

〈Pk,0gk,ǫm,1,Pk,0gk,ǫm,1〉 = 〈(Pk,0 −Pk,ǫm)gk,ǫm,1,Pk,0gk,ǫm,1〉
+ 〈Pk,ǫmgk,ǫm,1, (Pk,0 − Pk,ǫm)gk,ǫm,1〉
+ 〈Pk,ǫmgk,ǫm,1,Pk,ǫmgk,ǫm,1〉.
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Once more using the compactness of Pk,0 and the uniform bounds on the Lq norms of the
gk,ǫm,1, one finds the limit behavior

〈Pk,0g,Pk,0g〉 = lim
m→∞

〈Pk,0gk,ǫm,1,Pk,0gk,ǫm,1〉
= lim

m→∞
〈Pk,ǫmgk,ǫm,1,Pk,ǫgk,ǫm,1〉

= lim
m→∞

θ2k,ǫm,1‖gk,ǫm,1‖ = lim
m→∞

θ2k,ǫm,1 = θ2k,0,1.

Since g has a norm of at most one, we conclude that it must be a unit vector. If a sequence
of unit vectors in a Hilbert space converges weakly to some unit vector, then that weak limit
must be a strong limit. Hence, g is the limit of gk,ǫm,1 as m goes to infinity. From

hk,ǫm,1 − hk,0,1 = Pk,ǫmgk,ǫm,1 − Pk,0gk,0,1

= Pk,ǫmgk,ǫm,1 − Pk,ǫmgk,0,1 + Pk,ǫmgk,0,1 −Pk,0gk,0,1,

we now easily conclude that also gk,0,1 is the limit of hk,ǫm,1 as m goes to infinity.
We know use an induction argument. Let us assume that there exists b ≥ 2 such that for

every null sequence {ǫm}m we can switch to a subsequence such that for all 1 ≤ j ≤ b − 1
we have the limits,

lim
m→∞

θk,ǫm,j = θk,0,j, lim
m→∞

gk,ǫm,j = gk,0,j, lim
m→∞

hk,ǫm,j = hk,0,j.

Here, the last two limit is in the strong sense.
We study the sequence of singular values θk,ǫm,b and the corresponding vectors gk,ǫm,b.

First, for any 1 ≤ j ≤ b− 1 we verify the asymptotic orthogonality

lim
m→∞

〈gk,0,b, gk,ǫm,j〉 = 〈gk,0,b, gk,0,j〉 = 0,(48a)

lim
m→∞

〈gk,ǫm,b, gk,0,j〉 = lim
m→∞

〈gk,ǫm,b, gk,0,j − gk,ǫm,j〉 = 0.(48b)

First, we once again bound the limes inferior of the sequence θk,ǫm,b from below. By assump-
tion,

‖Pk,0gk,0,b‖L2(Ω) = θk,0,b.

We know that gk,0,b ∈ LqΛk+1(Ω). Hence,

lim
m→∞

‖Pk,ǫmgk,0,b −Pk,0gk,0,b‖L2(Ω) = 0.

In conjunction with the asymptotic orthogonality (48), we conclude that for any µ > 0 we
have for m large enough:

‖Pk,0gk,0,b‖L2(Ω) ≤ ‖Pk,ǫmgk,0,b‖L2(Ω) + ‖Pk,ǫmgk,0,b −Pk,0gk,0,b‖L2(Ω)

< θk,ǫm,b + µ.

This means that

θk,ǫm,b ≥ θk,0,b − µ.
Because µ > 0 was arbitrary, it follows that

lim inf
m→∞

θk,ǫm,1 ≥ θk,0,1.

We now bound the limes superior of the sequence θk,ǫm,b from above. As a consequence
of the Banach–Alaoglu theorem, the unit ball in L2Λk+1(Ω) is weakly compact. We hence
assume without loss of generality, by switching to a subsequence, that gk,ǫm,b converges weakly
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to some g ∈ L2Λk+1(Ω). Since Pk,0 is compact, Pk,0gǫm converges to Pk,0g in L2Λk(Ω).
Therefore,

θk,ǫm,b = ‖Pk,ǫmgk,ǫm,b‖L2(Ω)

≤ ‖Pk,0gk,ǫm,b‖L2(Ω) + ‖Pk,ǫmgk,ǫm,b − Pk,0gk,ǫm,b‖L2(Ω).

Due to the asymptotic orthogonality (48), we find

lim
m→∞

‖Pk,0gk,ǫm,b‖L2(Ω) ≤ θk,ǫm,b.(49)

By assumption, each J−1
ǫm gk,ǫm,b is an eigenvector of the k-th Hodge–Laplace operator over

Ωǫm to the eigenvalue θ−2
k,ǫm,b, which is bounded by 4θ−2

k,0,b for ǫm small enough as shown above.
We thus find an upper bound on the Lq norm of gk,ǫm,b, uniform for ǫm small enough, and
use that the operators Pk,ǫm converge to Pk,0 as operators from LqΛk+1(Ω) into L2Λk(Ω).
Hence, the sequence θk,ǫm,b is bounded and satisfies

lim sup
n→∞

θk,ǫm,b ≤ θk,0,b.

Since the limes inferior and superior agree, θk,ǫm,b converges to θk,0,b.
We now study the convergence of the sequence gk,ǫm,b. Similar to above,

〈Pk,0gk,ǫm,b,Pk,0gk,ǫm,b〉 = 〈(Pk,0 −Pk,ǫm)gk,ǫm,b,Pk,0gk,ǫm,b〉
+ 〈Pk,ǫmgk,ǫm,b, (Pk,0 − Pk,ǫm)gk,ǫm,b〉
+ 〈Pk,ǫmgk,ǫm,b,Pk,ǫmgk,ǫm,b〉.

We have uniform bounds on the Lq norms of the gk,ǫm,b for ǫm small enough. Together with
the compactness of Pk,0, it follows that

〈Pk,0g,Pk,0g〉 = lim
m→∞

〈Pk,0gk,ǫm,b,Pk,0gk,ǫm,b〉
= lim

m→∞
〈Pk,ǫmgk,ǫm,b,Pk,ǫgk,ǫm,b〉

= lim
m→∞

θ2k,ǫm,b‖gk,ǫm,b‖ = lim
m→∞

θ2k,ǫm,b = θ2k,0,b.

We know that g has a norm of at most one, being the weak limit of unit vectors. Moreover,
g is orthogonal to gk,0,j for 1 ≤ j ≤ b− 1, as seen from

〈g, gk,0,j〉 = lim
m→∞

〈gk,ǫm,b, gk,0,j〉
= lim

m→∞
〈gk,ǫm,b, gk,ǫm,j〉+ 〈gk,ǫm,b, gk,ǫm,j − gk,0,j〉 = 0.

Since g realizes the operator norm of Pk,0 on the orthogonal complement of gk,ǫm,j, we see
that it must be a unit vector. Arguing as above, since g is a unit vector that is the weak
limit of a sequence of unit vectors, g is the (strong) limit of that sequence. Finally, from

hk,ǫm,b − hk,0,b = Pk,ǫmgk,ǫm,b − Pk,0gk,0,b

= Pk,ǫmgk,ǫm,b − Pk,ǫmgk,0,b + Pk,ǫmgk,0,b − Pk,0gk,0,b,

we now easily conclude that also hk,ǫm,b is the limit of gk,0,b as m goes to infinity.
This allows us to use an induction argument that proves the following: For every b ≥ 1

and any null sequence {ǫm}m, switching to a subsequence ensures the limits

lim
m→∞

θ2k,ǫm,j = θ2k,0,j, lim
m→∞

gk,ǫm,j = gk,0,j, lim
m→∞

hk,ǫm,j = hk,0,j,(50)

for any 1 ≤ j ≤ b.
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With that observation in place, we finish the proof by showing the convergence of Pk,ǫ to
Pk,0 in the operator norm. It suffices to show that every null sequence {ǫm}m contains a
subsequence such that Pk,0 is the limit of Pk,ǫm in the operator norm. To this end, given
any null sequence {ǫm}m and any µ > 0, we choose b ≥ 1 such that θk,0,b < µ. We extract a
subsequence such that (50) holds. For some choice of M , every m ≥M satisfies

b
∑

j=1

|θk,ǫm,j − θk,0,j|+ ‖gk,ǫm,j − gk,0,j‖+ ‖hk,ǫm,j − hk,0,j‖ < µ,

sup
f∈L2Λk+1(Ω)

‖f‖=1

∣

∣

∣

∣

∣

b
∑

j=1

θk,ǫm,jhk,ǫm,j〈gk+1,ǫm,j , f〉 − θk,0,jhk,0,j〈gk+1,0,j, f〉
∣

∣

∣

∣

∣

< µ.

In particular, θk,ǫm,b < 2µ holds then. Therefore, summing up,

‖Pk,ǫ − Pk,0‖ < 4µ.

We conclude that any null sequence {ǫm}m can be restricted to a subsequence such that
Pk,ǫm converges to Pk,0 in operator norm. This shows the desired result. �

Corollary 4.8. Let Ω ⊆ R
n be a bounded convex domain. Assume that C0, C1 > 0 are

constants and that Ωǫ ⊆ R
n be a family of convex domains together with a family of mappings

Φǫ : Ω→ Ωǫ(51)

that are Lipschitz with

Lip (Φǫ) ≤ C0, Lip
(

Φ−1
ǫ

)

≤ C0(52)

and satisfy

∀x ∈ Ω \BC1ǫ(∂Ω) : Φǫ(x) = x.(53)

Then the non-zero eigenvalues of the Hodge–Laplace operators over Ωǫ,

0 < λ1,ǫ < λ2,ǫ < . . .(54)

converge to the non-zero eigenvalues of the Hodge–Laplace operators over Ω,

0 < λ1 < λ2 < . . .(55)

5. Vector calculus

In order to make these results available to a wider audience, we also provide them in
the language of the vector calculus, used prominently in the discussion of mathematical
electromagnetism [32, 17, 38, 41, 23, 24]. Our main focus is on curl and divergence.

Let Ω ⊆ R
3 be an open set. Recall that L2(Ω) is the space of scalar-valued square-

integrable functions defined on Ω and write L2(Ω) := L2(Ω)3 for vector-valued functions with
each component in L2(Ω). We write H1(Ω) for the space of scalar-valued L2(Ω) functions
with weak gradients in L2(Ω). Similarly, H(curl,Ω) denotes the space of vector-valued
L2(Ω) functions with weak curls in L2(Ω), and H(div,Ω) denotes the space of vector-valued
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L2(Ω) functions with weak divergences in L2(Ω). Formally,

H1(Ω) = {u ∈ L2(Ω) | grad u ∈ L2(Ω)},
H(curl,Ω) = {u ∈ L2(Ω) | curlu ∈ L2(Ω)},
H(div,Ω) = {u ∈ L2(Ω) | divu ∈ L2(Ω)}.

Writing ũ ∈ L2(Rn) for the trivial extension of any u ∈ L2(Ω), and ũ ∈ L2(Rn) for the
trivial extension of any u ∈ L2(Ω), the spaces with boundary conditions are defined via

H1
0 (Ω) = {u ∈ L2(Ω) | grad u ∈ L2(Ω)},

H0(curl,Ω) = {u ∈ L2(Ω) | curlu ∈ L2(Ω)},
H0(div,Ω) = {u ∈ L2(Ω) | divu ∈ L2(Ω)}.

These spaces form the de Rham complex of 3D vector calculus

H1(Ω)
grad−−−→ H(curl,Ω)

curl−−−→ H(div,Ω)
div−−−→ L2(Ω)

and its dual differential complex

L2(Ω)
div←−−− H0(div,Ω)

curl←−−− H0(curl,Ω)
grad←−−− H1

0 (Ω).

The fundamental stability properties of this differential complex are characterized by the
Poincaré–Friedrichs inequalities. These characterize the existence of potentials for the re-
spective differential operators.

We say that a Poincaré inequality holds when the following is true: there exists a constant
Cgrad,Ω such that for every u ∈ H1(Ω) there exists w ∈ H1(Ω) satisfying gradw = gradu and

‖w‖L2(Ω) ≤ Cgrad,Ω‖ gradu‖L2(Ω).(56a)

The analogues for the curl operator and the divergence operator are also known as Weber
inequalities. We say that a Poincaré–Friedrichs–Weber inequality holds for the curl operator
when the following is true: there exists a constant Ccurl,Ω such that for every u ∈H(curl,Ω)
there exists w ∈H(curl,Ω) satisfying curlw = curlu and

‖w‖L2(Ω) ≤ Ccurl,Ω‖ curlu‖L2(Ω).(56b)

Likewise, we say that a Poincaré–Friedrichs–Weber inequality holds for the divergence op-
erator when the following is true: there exists a constant Cdiv,Ω such that for every u ∈
H(div,Ω) there exists w ∈H(div,Ω) satisfying divw = divu and

‖w‖L2(Ω) ≤ Cdiv,Ω‖ divu‖L2(Ω).(56c)

We remark that if any of the inequalities (56) hold, then the set of possible constants includes
a minimum, being an intersection of closed intervals.

The main outcome of this manuscript, in the language of vector calculus, reads as follows.

Theorem 5.1. Let Ω ⊆ R
3 be a bounded convex domain. Then (56) holds and the smallest

possible constants satisfy

diam(Ω)

π
≥ Cgrad,Ω ≥ Ccurl,Ω ≥ Cdiv,Ω,
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34 MARTIN WERNER LICHT

References

[1] D. N. Arnold, R. S. Falk, and R. Winther, Finite element exterior calculus, homological tech-

niques, and applications, Acta Numer., 15 (2006), pp. 1–155.
[2] , Finite element exterior calculus: from Hodge theory to numerical stability, Bull. Amer. Math.

Soc. (N.S.), 47 (2010), pp. 281–354.
[3] D. N. Arnold and S. W. Walker, The Hellan-Herrmann-Johnson method with curved elements,

SIAM J. Numer. Anal., 58 (2020), pp. 2829–2855.
[4] G. A. Baker and J. Dodziuk, Stability of spectra of Hodge-de Rham Laplacians, Mathematische

Zeitschrift, 224 (1997), pp. 327–345.
[5] G. Bao and Z. Zhou, An inverse problem for scattering by a doubly periodic structure, Trans. Am.

Math. Soc., 350 (1998), pp. 4089–4103.
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