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ROBUST SELF-TESTING FOR NONLOCAL GAMES WITH ROBUST

GAME ALGEBRAS

YUMING ZHAO

Abstract. We give an operator-algebraic formulation of robust self-testing in terms
of states on C∗-algebras. We show that a quantum correlation p is a robust self-test
only if among all (abstract) states, there is a unique one achieving p. We show that
the “if” direction of this statement also holds, provided that p is optimal/perfect for
a nonlocal game that has a robust game algebra. This last condition applies to many
nonlocal games of interest, including all XOR games, synchronous games, and boolean
constrained system (BCS) games.

For those nonlocal games with robust game algebras, we prove that self-testing is
equivalent to the uniqueness of finite-dimensional tracial states on the associated game
algebra, and robust self-testing is equivalent to the uniqueness of amenable tracial states.
Applying this tracial-state characterization of self-testing to parallel repetition, we show
that a synchronous game is a self-test for perfect quantum strategies if and only if its
parallel repeated version is a self-test for perfect quantum strategies.

As a proof approach, we give the first quantitative Gower-Hatami theorem that is
applicable to C∗-algebras. Here “quantitative” means there is a constructive bound on
the distance between the approximate representations and exact representations. We
also demonstrate how this quantitative Gowers-Hatami theorem can be used to calculate
the explicit robustness function of a self-test.
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1. Introduction

Suppose we have a physical system consisting of two separate labs, each capable of mak-
ing several different measurements. If these two labs are entangled, then the measurement
statistics p (which are referred to as a correlation) can be correlated in surprising ways
that any classical theory cannot explain. In this scenario, the behavior of the system
is described by a quantum state and measurement operators (this collection is called a
model for p). In general, a given correlation can be realized by many different models.
However, some correlations have a unique1 underlying model. A correlation with this
property is called a self-test.

In essence, self-testing allows us to infer the exact quantum state and measurements
solely from the observed correlations. Tsirelson, around the 1980s, already observed such
phenomena when studying Bell-type inequalities [Tsi93], which led to the “nonlocality
birth” of self-testing [Sca17]. The term “self-testing” and its “cryptography birth” was
given by Mayers and Yao in [MY04]. Since then, self-testing has been applied in vari-
ous areas of quantum information. In device-independent quantum cryptography, self-
testing is arguably the most effective way to prove the trustworthiness of quantum de-
vices [Bow+18a; Bow+18b]. In delegated quantum computations, self-testing can be used
to verify the correctness of computation performed by a remote quantum server [BMZ23;
Col+19; Gri19]. Self-testing has also been used to certify entanglement and separate
quantum correlation sets [CS18]. In quantum complexity theory, self-testing is an impor-
tant tool for dealing with malicious quantum provers and proving the soundness of an
interactive proof system. Notably, self-testing is one of the key techniques in the recent
breakthrough MIP∗ = RE [Ji+20]. This complexity-theoretical result has resolved several
long-standing open problems in operator algebras, including Connes’ embedding problem
and Kitchberg’s QWEP conjecture.

1In more rigorous terms, the model is unique up to changing of bases of local systems and tensoring
auxiliary systems.
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Historically, many self-testing results were derived in an ad-hoc manner. Recently, ap-
proximate representation theory has emerged as a powerful tool for establishing self-testing
results. One notable example is the use of the Gowers-Hatami theorem for finite groups
[CS18; GH17; Vid18]. However, this framework is limited to correlations and nonlocal
games exhibiting certain finite-group structures. The first analogue of the Gowers-Hatami
theorem that is applicable to certain C∗-algebras was introduced in [MPS24], but it lacks
a quantitative bound on the “distance” between approximate and exact representations,
so the resulting self-test has no constructive robustness.

In parallel, self-testing has played a crucial role in resolving significant conjectures in
operator algebras. Yet, none of the aforementioned frameworks offers a comprehensive
operator-algebraic interpretation of self-testing. On this front, Paddock, Slofstra, Zhao,
and Zhou have made substantial progress by giving the following operator-algebraic for-
mulation of self-testing in terms of states on C∗-algebras:

Theorem 1.1 (Informal version of Theorem 3.5 in [Pad+23]). An extreme quantum
correlation p is a self-test for quantum models if and only if there is a unique finite-
dimensional state on A

X,A
POVM

⊗min A
Y,B
POVM

for p.

Here a model S is called a quantum model if the quantum state employed in S
is finite-dimensional. Correlations that have quantum models are called quantum

correlations. The set Cq of quantum correlations is a convex set, but not closed [Slo19].
A quantum correlation is said to be extreme if it is an extreme point of Cq. The closure of
Cq is denoted Cqa and is referred to as the set of quantum approximate correlations.

Given a finite set X of measurement settings and a finite set A of measurement out-
comes, the POVM algebra A

X,A
POVM

is the universal C∗-algebra generated by “abstract
POVMs” {exa : a ∈ A}, x ∈ X in the sense that exa’s are positive contractions satisfying
the algebraic relations

∑
a∈A e

x
a = 1 for all x ∈ X . An (abstract) state f on a C∗-algebra

A is a unital positive linear functional, and f is said to be finite-dimensional if its GNS
representation is finite-dimensional. We say that a state f on A

X,A
POVM

⊗minA
Y,B
POVM

achieves
a correlation p if f(exa ⊗ eyb ) = p(a, b|x, y) for all x, y, a, b. It is well-known that (see e.g.,
[Fri12]) Cqa consists of correlations that can be achieved by states (including infinite-

dimensional ones) on A
X,A
POVM

⊗min A
Y,B
POVM

, and Cq consists of correlations that can be

achieved by finite-dimensional states on A
X,A
POVM

⊗min A
Y,B
POVM

.
Theorem 1.1 only deals with exact self-test, meaning that it only studies models that

can achieve the given correlation perfectly. However, due to the presence of noise in the
environment, one may never observe the ideal correlation exactly. For practical applica-
tions, it is crucial to study the robustness of a self-test. A correlation p is said to be a
robust self-test if it has a unique model S̃ and any model that achieves a correlation

close to p must be close to S̃ in some suitable sense. One of the main goals of this paper
is to generalize Theorem 1.1 to robust self-testing. Thus, we ask:

Question 1.2. What is an operator-algebraic formulation of robust self-testing in
terms of (abstract) states on C∗-algebras?

In [Pad+23], if there is a unique state in a set of states S that can achieve a correlation p,
then p is said to be an abstract state self-test for S. Using this language, Theorem 1.1
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asserts that self-testing for quantum models is equivalent to abstract state self-testing for
finite-dimensional states on A

X,A
POVM

⊗min A
Y,B
POVM

. The study of finite-dimensional states

versus infinite-dimensional states on A
X,A
POVM

⊗minA
Y,B
POVM

is closely related to understanding
the structure of quantum correlation sets. One could also ask what is an abstract state
self-test for infinite-dimensional states.

Question 1.3. Suppose a quantum correlation p can be realized by a unique finite-dimensional
state. Are there any infinite-dimensional states that can achieve p?

The first main contribution of this paper is to illustrate that Question 1.2 and Ques-
tion 1.3 are indeed the same question. Suppose a quantum correlation p is a self-test
for quantum models, and let f be the unique finite-dimensional state achieving p. If in
addition, p is a robust self-test, we prove that there is no infinite-dimensional state

that can achieve p, so f is the unique state for p among all states on A
X,A
POVM

⊗min A
Y,B
POVM

(see Theorem 3.8 for details). In other words, robust self-test for quantum models implies

abstract state self-test for all states on A
X,A
POVM

⊗min A
Y,B
POVM

.
Our second main contribution is to show that robust self-testing for quantum models

and abstract state self-testing for all states are indeed equivalent, provided that the cor-
relation is optimal/perfect for a nonlocal game that has a robust game algebra (see
Theorem 7.9). Here the game algebra associated with a nonlocal game G is the quotient

of Bob’s POVM algebra A
Y,B
POVM

by some relations R such that optimal strategies for

G correspond to tracial states on A
Y,B
POVM

/〈R〉. This game algebra is said to be robust

if in addition, near-optimal strategies correspond to states on A
Y,B
POVM

that are approx-
imately tracial and approximately respect the relations in R. As shown in [Pad24], all
XOR games [Slo11; Tsi87], synchronous games [Pau+16], and boolean constrained system
(BCS) games [CM14; Ji13] have robust game algebras. So our abstract-state character-
ization of robust self-testing applies to optimal/perfect quantum correlations of these
games.

Our third main contribution is to show that, for those nonlocal games with robust
game algebras, self-testing for optimal quantum strategies is equivalent to the uniqueness
of finite-dimensional tracial states on the associated game algebra (see Theorem 6.8);
and robust self-testing is equivalent to the uniqueness of amenable tracial states (see
Theorem 7.10).

Notably, the above tracial-state characterization of (robust) self-testing has several
interesting implementations. First, it provides one-line proofs for many robust self-
testing results. For example, the result that CHSH game is a robust self-test follows
immediately from the fact that its associated game algebra Cl2, the Clifford algebra of
rank 2, has a unique tracial state; the Mermin-Peres magic square game is a robust self-
test because the tensor product of two Cl2’s has a unique tracial state; all games that
are based on presentations of Pauli groups Pn — including Pauli braiding test [NV17],
low-weight Pauli braiding test [BMZ23], Pauli basis test [Ji+20], quantum low-degree
test [NV18], and so on — are robust self-tests because the full group C∗-algebra of Pn has
a unique tracial state.

Furthermore, this tracial-state characterization illustrates the necessary and sufficient
conditions for non-robust self-testing: a nonlocal game is a self-test but not a robust
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self-test if and only if its associated game algebra has a unique finite-dimensional tracial
state but has multiple amenable tracial states. The first example of such a game was
constructed by Mančinska and Schmidt in [MS23]. Given two games G1 and G2, they
consider the (G1 ∨G2)-game in a rough sense that the players win if they choose the same
game (G1 or G2) and win it. Taking G1 to be a game that separates Cq and Cqa (e.g.,
[Slo19]) and taking G2 to be the magic square game, the game algebra C∗(G1 ∨ G2) has
a unique finite-dimensional tracial state given by the perfect strategy for G2, so G1 ∨ G2

is a self-test. However, C∗(G1 ∨ G2) also has other infinite-dimensional amenable tracial
states given by perfect strategies for G1, thus this self-test is not robust.

This tracial-state characterization of self-testing applies to parallel repeated games.
Parallel repetition is an important technique for gap amplification in complexity theory.
Parallel repeated synchronous games are key ingredients in the MIP∗ = RE proof [Ji+20].
Parallel repeated CHSH game and parallel repeated magic square game have been shown
to be robust self-tests in [CN16; McK16; McK17]. In this paper, based on an algebraic
formulation of products of synchronous games given in [Man+23], we prove that a syn-
chronous game is a self-test for its perfect strategies if and only if its parallel repeated
version is a self-test for perfect strategies (see Corollary 8.4).

Having a characterization for robust self-testing in terms of tracial states on C∗-algebras
also raises the prospect of constructing new robust self-tests from algebras which are
known to have unique tracial states (e.g., full matrix algebras, Clifford algebras of even
rank, etc.). Efficient (fewer generators and relations) presentations of those algebras could
result in efficient (fewer questions and answers) robust self-tests, which, in turn, can be
used to improve soundness analysis in quantum interactive proofs (see e.g. [CVY23]
for recent progress). One of the potential approaches to tackling the quantum PCP
conjecture (game version) is to construct a family of self-tests that are efficient (O(log(n))-
bit question and O(1)-bit answer) and are highly robust (robustness is independent of n).

In the final part of this paper, we investigate how the stability of a game algebra encodes
the robustness function of a self-test. To this end, we state and prove a quantitative

Gowers-Hatami theorem for game algebras (see Theorem 9.2). To the best of our knowl-
edge, this is the first Gowers-Hatami theorem for C∗-algebras that has a quantitative
bound on the distance between approximate representations and exact representations.
This theorem also identifies all factors that determine how robust a self-test is (see Re-
mark 9.3) and provides a systematic approach to computing the robustness function.
Using this theorem, we give a new and succinct proof for the result that the CHSH game
is a robust self-test with robustness function O(

√
ǫ).

The rest of this paper is organized as follows. In Section 2, we review some background
concepts on algebras and nonlocal correlations. In Section 3, we state and prove our
operator-algebraic formulation of robust self-testing. In Section 4, we discuss robust self-
testing in the context of nonlocal games. In Section 5, we discuss some properties of
tracial states, with a focus on amenable tracial states and the convex structure of finite-
dimensional tracial states. In Sections 6 and 7, we study self-testing and robust self-testing
using tracial states. In Section 8, we apply the tracial-state characterization of self-testing
to parallel repeated synchronous games. In Section 9, we state and prove our quantitative
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Gowers-Hatami theorem for game algebras and show how it can be used to calculate the
robustness function of the CHSH self-test.

1.1. Acknowledgements. Part of this work was completed as the author’s PhD the-
sis [Zha24] at the University of Waterloo. The author thanks his committee members
Michael Brannan, Richard Cleve, Matthew Kennedy, William Slofstra, and Jurij Volčič
for valuable feedback. We thank Laura Mančinska for pointing out the reference [Man+23]
and suggesting the connections to parallel repetition. While preparing this manuscript,
the author became aware of contemporaneous work [KM24] which establishes similar re-
sults.

2. Preliminaries

In this section, we establish an algebraic framework for nonlocal games and correlations.

2.1. Algebras and representations. In this paper, a ∗-algebra refers to a unital asso-
ciative C-algebra A equipped with an antilinear involution A → A : a 7→ a∗ such that
(ab)∗ = b∗a∗ for all a, b ∈ A. We use 1 for the identity in any ∗-algebra. We also study the
presentations of ∗-algebras. Given a set X , we use C∗〈X 〉 to denote the free ∗-algebra with
generating set X . In other words, elements in C∗〈X 〉 are noncommutative ∗-polynomials
over X . For any R ⊆ C

∗〈X 〉, C∗〈X : R〉 denotes the quotient of C∗〈S〉 by the two-sided
∗-ideal generated by R.

If a ∗-algebra A has a submultiplicative Banach norm ‖·‖A such that the C∗-identity
‖a∗a‖ = ‖a‖2 holds for all a ∈ A and A is closed with respect to ‖·‖A, then A is said to be
a C∗-algebra. For any Hilbert space H, we use B(H) to denote the C∗-algebra of bounded
operators on H. All Hilbert spaces in this paper are assumed to be separable. We denote
by 1H the identity operator in B(H) and simply write 1 if H is clear from the context.
The commutant of a subset X ⊆ B(H) is X ′ := {T ∈ B(H) : TS = ST for all S ∈ X}.

The set of d × d matrices Md(C) equipped with the operator norm is a C∗-algebra
called full matrix algebra and denoted Md. If we think of Md(C) as a vector space, then
equipped with the inner product 〈A,B〉 := 1

n
Tr(A∗B), Md(C) is a d

2-dimensional Hilbert
space.

A ∗-homomorphism φ : A → B between ∗-algebras A and B is an algebra homomor-
phism such that φ(a∗) = φ(a)∗. A representation π of a ∗-algebra A is a ∗-homomorphism
from A → B(H) for some Hilbert space H. If H is finite-dimensional then we say π is
finite-dimensional. A subrepresentation of π is a closed subspace K ⊆ H such that

π(A)K := span{π(a)v : a ∈ A, v ∈ K} = K.
A representation is irreducible if it contains no proper non-zero subrepresentations. A
vector |v〉 ∈ H is cyclic for a representation π : A → B(H) if π(A) |v〉 is dense in H. A
cyclic representation of A is a tuple (H, π, |v〉), where π is a representation of A on H,
and |v〉 ∈ H is cyclic for π. Two representations π : A → B(H) and ϕ : A → B(K) of
A are (unitarily) equivalent, denoted π ∼= ϕ, if there is a unitary U : H → K such that
Uπ(a)U∗ = ϕ(a) for all a ∈ A. Two cyclic representations (H, π, |v〉) and (K, ϕ, |w〉) are
(unitarily) equivalent if there is such a unitary with U |v〉 = |w〉.

A state on a ∗-algebra is a linear function f : A → C such that
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(i) f(1) = 1, f(a∗) = f(a), f(a∗a) ≥ 0 for all a ∈ A, and

(ii) f is bounded in the sense that

sup

{
f(b∗a∗ab)

f(b∗b)
: b ∈ A, f(b∗b) 6= 0

}
<∞(2.1)

for all a ∈ A.

Every (bounded) state on a ∗-algebra A has a unique (up to equivalence) cyclic repre-
sentation (H, π, |v〉) where |v〉 is a unit vector in H and f(a) = 〈ψ|π(a) |ψ〉 for all a ∈ A
[Sch20, Theorem 4.38]. Every ∗-algebra A has an operator norm ‖· ‖A : A → R≥0 ∪ {∞}
given by the supremum over all states on A. In other words,

‖a‖A := sup{
√
f(a∗a) : f a state on A}.

For any Hilbert space H, we denote by ‖·‖op the operator norm on B(H). A state f is
said to be tracial if f(ab) = f(ba) for all a, b ∈ A. Every full matrix algebra Md has a
unique tracial state trd given by trd(T ) :=

1
d
Tr(T ).

In this paper, we often work with finite-dimensional systems. A state f on a ∗-algebra
is finite-dimensional if the Hilbert space H in the GNS representation (H, π, |v〉) of f is
finite-dimensional. If π : A → B(H) is a finite-dimensional representation, then by the

structure theory for finite-dimensional C∗-algebras, H is isomorphic to
⊕ℓ

i=1C
ni ⊗ Cmi

for some integers ni, mi, i = 1, . . . , ℓ, and

(2.2) π(A) ∼=
ℓ⊕

i=1

Mni
(C)⊗ 1mi

, and π(A)′ ∼=
ℓ⊕

i=1

1ni
⊗Mmi

(C).

In particular, π(A) and π(A)′ are direct sums of matrix algebras.
LetA be a C∗-algebra. The Gelfand–Naimark theorem states that A can be represented

as a C∗-subalgebra of some B(H). In other words, there is a faithful representation
π : A → B(H) for some Hilbert space H. For every a ∈ A, ‖a‖2 − a∗a is positive
in A, so any linear functional f : A → C satisfying f(1) = 1 and f(a∗a) ≥ 0 for all
a ∈ A is automatically bounded in the sense of Equation (2.1). The set of all states on
A, denoted S (A), is called the state space of A. S (A) is convex and weak*-compact.
The extreme points of S (A) are called pure states. Let f ∈ S (A) and let (H, π, |v〉)
be a GNS representation of f . Then f is a pure state if and only if π is an irreducible
representation.

Given two C∗-algebras A and B, a linear mapping ϕ : A → B is said to be positive if
ϕ(x) is positive in B for any positive element x ∈ A. A linear mapping Φ : A → B is said
to be unital completely positive (ucp) if

(i) Φ(1A) = 1B, and

(ii) for any n ∈ N, the mapping

Φn :Mn(A) →Mn(B)
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

a11 · · · a1n
...

. . .
...

an1 · · · ann


 7→



Φ(a11) · · · Φ(a1n)

...
. . .

...
Φ(an1) · · · Φ(ann)




is positive.

The Stinespring dilation theorem states that for any ucp map Φ : A → B(H), there exists
a Hilbert space K, a representation π : A → B(K), and an isometry V : H → K such
that

Φ(a) = V ∗π(a)V

for all a ∈ A. Moreover, if H is finite-dimensional, then K can be taken as finite-
dimensional.

Given two C∗-algebras A and B, their algebraic tensor product A ⊗ B is a ∗-algebra.
There is more than one way to make A⊗ B into a C∗-algebra. The first is to define the
max-norm ‖·‖max on A⊗ B by

(2.3) ‖a‖max := sup{‖π(a)‖op : π a representation of A⊗ B on a Hilbert space H}

The max tensor product of A and B, denoted A⊗maxB, is the closure of A⊗B with respect
to ‖·‖max. For any representation π : A⊗maxB → B(H) there are pairs of representations
πA : A → B(H) and πB : B → B(H) such that π(a ⊗ b) = πA(a)πB(b) = πB(b)πA(a)
for all a ∈ A, b ∈ B. One can also define the min-norm. Fix faithful representations
A ⊂ B(H) and B ⊂ B(K), then A ⊗ B ⊂ B(H ⊗ K) as a ∗-subalgebra. Restricting
the operator norm on B(H⊗K) to A⊗B defines the min-norm ‖·‖min. The C

∗-algebra
A⊗minB is the closure of A⊗B with respect to ‖·‖min. Note that A⊗minB is independent
of the choice of faithful representations A ⊂ B(H) and B ⊂ B(K).

Given two C∗-algebras A and B, we say a state f : A⊗B → C is max-continuous (resp.
min-continuous) if it is continuous with respective to ‖·‖max (resp. ‖·‖min). Equivalent,
f is max-continuous (resp. min-continuous) if it extends to a state on A ⊗max B (resp.
A⊗min B). By our definition of states, every state on A⊗ B is max-continuous.

2.2. Vectors and measurements. we use the bra-ket notation for vectors in Hilbert
spaces. A vector state is a unit vector in some Hilbert space. Given two vectors |v〉 and
|w〉, we write |v〉 ≈ǫ |w〉 to denote ‖|v〉 − |w〉‖ ≤ ǫ.

Given two vector states |α〉 ∈ H and |β〉 ∈ K, we often write |α, β〉 to denote the
product state |α〉 ⊗ |β〉 ∈ H ⊗ K. We use {|i〉}di=1 to denote the standard basis for the
Euclidean space Cd. Given two Hilbert space HA and HB, every bipartite vector state
|ψ〉 ∈ HA ⊗HB has a Schmidt decomposition

|ψ〉 =
∑

i∈I
λi |αi〉 ⊗ |βi〉 ,

where the index set I is either finite or countable, the Schmidt coefficients λi are strictly
positive, and {|αi〉}i∈I and {|βi〉}i∈I are orthonormal subsets of HA and HB respectively.
The cardinality of I is called the Schmidt rank of |ψ〉.
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Given a Hilbert space space H, we call

C1(H) := {T ∈ B(H) :

∞∑

n=1

sn(T ) <∞}

the trace class operators, where s1(T ) ≥ s2(T ) ≥ · · · ≥ 0 are the singular values of T . For
any T ∈ C1(H) and any orthonormal basis {|αi〉}i∈I for H,

(2.4)
∑

i∈I
〈αi|T |αi〉

converges and the value is independent of the choice of the orthonormal basis. We denote
by Tr(T ) the value of Equation (2.4) and call it the trace of T . An operator ρ ∈ C1(H)
is called a density operator (or a quantum state) on H if ρ is a positive operator with
Tr(ρ) = 1. We say that a density operator ρ onH is a pure quantum state if ρ = |ψ〉 〈ψ| for
some vector state |ψ〉 ∈ H, and we say that ρ is a mixed quantum state if it is not a pure

quantum state. Every density operator ρ onH induces a semi-norm ‖X‖ρ :=
√

Tr
(
X∗Xρ

)

on B(H) which is called the ρ-norm. This norm is left unitarily invariant in the sense
that

‖UX‖ρ = ‖X‖ρ
for any X ∈ B(H) and unitary operator U on H.

A positive operator-valued measure (abbrev. POVM) on a Hilbert space H with finite
index set I is a collection of positive operators {Mi : i ∈ I} on H such that

∑
i∈I Mi = 1.

A POVM {Mi}i∈I is said to be a projection-valued measure (abbrev. PVM) if in addition,
M∗

i =Mi =M2
i for all i ∈ I.

Given a PVM {M1, . . . ,Mm} ⊂ B(H), the corresponding observable is the unitary
operator A ∈ B(H) of order m defined by

A :=

m∑

k=1

exp

(
2π

√
−1

m
k

)
Mk.

If m = 2, then A =M1 −M2 is hermitian and we call it a binary observable.

2.3. Nonlocal games and correlations. Let X , Y , A, and B be finite sets. A correla-
tion p is a collection of conditional probabilities {p(a, b|x, y)} ∈ R

A×B×X×Y
≥0 such that

∑

(a,b)∈A×B

p(a, b|x, y) = 1

for all x ∈ X , y ∈ Y . A quantum model S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
consists of

(1) finite-dimensional Hilbert spaces HA and HB,

(2) POVMs {Mx
a }a ∈ A, x ∈ X on HA and POVMs {Ny

b }b ∈ B, y ∈ Y on HB, and

(3) a unit vector |ψ〉 ∈ HA ⊗HB.

If {Mx
a : a ∈ A}, x ∈ X and {Ny

b , b ∈ B}, y ∈ Y are PVMs then we say S is a projective
quantum model. A quantum model is full-rank if dimHA = dimHB, and the Schmidt
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rank of |ψ〉 is dimHA. We say S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
is a model for a correlation

p or S achieves p if

p(a, b|x, y) = 〈ψ|Mx
a ⊗Ny

b |ψ〉
for all (a, b, x, y) ∈ A×B×X ×Y . We often denote by pS the correlation achieved by S.

We use Cq(X, Y,A,B) to denote the set of correlations in R
A×B×X×Y
≥0 that can be

achieved by quantum models. We use Cq to denote the union of Cq(X, Y,A,B) over all
finite sets X, Y,A,B. The set Cq is not closed [Slo19], and the closure of Cq is denoted
by Cqa.

In addition to the above models that exhibit a tensor product structure, Algebraic
Quantum Field Theory suggests a commuting-operator framework for correlations. A
commuting operator model S =

(
H, {Mx

a }, {Ny
b }
)
for a correlation p consists of

(1) a Hilbert space H,

(2) POVMs {Mx
a : a ∈ A}, x ∈ X and {Ny

b : b ∈ B}, y ∈ Y on H such that

Mx
aN

y
b = Ny

bM
x
a

for all (a, b, x, y) ∈ A× B ×X × Y , and

(3) a unit vector |ψ〉 ∈ H
such that

p(a, b|x, y) = 〈ψ|Mx
a ·Ny

b |ψ〉
for all (a, b, x, y) ∈ A×B×X × Y . We use Cqc to denote the set of correlations that can
be achieved by commuting operator models. The set Cqc is closed and convex.

We refer to the correlations in Cq, Cqa, and Cqc as quantum correlations, quantum
approximate correlations, and quantum commuting correlations respectively.

Operationally, one can think that correlations arise from an interactive game: a referee
samples a question pair (x, y) according to a distribution µ on X × Y , sends x to the
player Alice, and sends y to the player Bob; Alice and Bob then return a ∈ A and b ∈ B
respectively. Their behavior is captured by a correlation p ∈ R

A×B×X×Y
≥0 where p(a, b|x, y)

indicates the probability that Alice and Bob return a and b upon receiving x and y. Based
on a predicate V : A×B×X×Y → {0, 1}, the referee then determines whether the players
win (V (a, b|x, y) = 1) or lose (V (a, b|x, y) = 0). We call the tuple G := (X, Y,A,B, µ, V )
a nonlocal game. Alice and Bob know the rules of G and can strategize together, but they
are not allowed to communicate once the game begins.

Given a nonlocal game G = (X, Y,A,B, µ, V ) and a correlation p ∈ R
A×B×X×Y
≥0 , the

winning probability of p for G is

w(G; p) :=
∑

a,b,x,y

µ(x, y)V (a, b|x, y)p(a, b|x, y).

In the context of nonlocal games, we refer to models as strategies. Given a strategy S, we
denote by w(G;S) (or simply w(S) if G is clear from the context) the winning probability
of S for G. That is, w(G;S) = w(G; p) where p is the correlation achieved by S. The
quantum value wq(G) of G is defined to be the supremum of w(G;S) over all quantum
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strategies S for G. Since Cqa is the closure of Cq,

wq(G) = sup{w(G; p) : p ∈ Cq} = sup{w(G; p) : p ∈ Cqa}.

In this paper, a correlation p (resp. a strategy S) is said to be optimal2 for G if w(G; p) =
wq(G)3 (resp. w(G;S) = wq(G)).

Quantummodels for correlations can also be expressed as states on C∗-algebras [Pad+23].

Given finite sets X and A, the POVM algebra A
X,A
POVM

is the universal C∗-algebra gener-
ated by positive contractions exa, x ∈ X , a ∈ A, subject to the relations

∑
a∈A e

x
a = 1 for

all x ∈ X . By the universal property, a collection of operators {Mx
a , a ∈ A}, x ∈ X on a

Hilbert space H are POVMs if and only if there is a representation π : A
X,A
POVM

→ B(H)

sending exa 7→ Mx
a . When working with bipartite system A

X,A
POVM

⊗ A
Y,B
POVM

, we let

mx
a := exa ∈ A

X,A
POVM

and ny
b := eyb ∈ A

Y,B
POVM

.

Given a quantum model S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
, let πA : A

X,A
POVM

→ B(HA)

be the representation sending mx
a 7→ Mx

a and let πB : A
Y,B
POVM

→ B(HB) be the repre-
sentation sending ny

b 7→ Ny
b , we refer to πA ⊗ πB as the associated representation of S.

The abstract state fS on A
X,A
POVM

⊗min A
Y,B
POVM

defined by fS(x) := 〈ψ|(πA ⊗ πB)(x)|ψ〉 is
finite-dimensional and achieves pS in the sense that

(2.5) fS(m
x
a ⊗ ny

b) = 〈ψ|πA(mx
a)⊗ πB(n

y
b )|ψ〉 = pS(a, b|x, y).

We refer to fS as the abstract state defined by S. Conversely, any finite-dimensional state
on A

X,A
POVM

⊗min A
Y,B
POVM

yields a quantum model S such that f = fS [SW08]. In other
words, Cq(X, Y,A,B) consists of correlations that can be achieved by finite-dimensional

states on A
X,A
POVM

⊗min A
Y,B
POVM

[Fri12; Jun+11].

We also work with PVM algebras A
X,A
PVM

, which is the quotient of A X,A
POVM

by the relations

(exa)
2 = exa for all x ∈ X , a ∈ A. Note that the resulting algebra A

X,A
PVM

is isomorphic to

the group C∗-algebra C∗(Z
∗|X|
|A| ). We often work with unitary generators {ax : x ∈ X} and

{by : y ∈ Y } for A
X,A
PVM

⊗min A
Y,B
PVM

where ax’s and by’s are unitary elements with order
|A| and |B| respectively.

3. An operator-algebraic formulation of robust self-testing

In this section, we state and prove an operator-algebraic characterization of robust
self-testing. To define a robust self-test, we need the following notion of local ǫ-dilation.

Definition 3.1. Given ǫ ≥ 0 and two quantum models

S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
and

S̃ =
(
H̃A, H̃B, {M̃x

a }, {Ñy
b }, |ψ̃〉

)
,

2If wq(G) = 1, we often replace “optimal” with “perfect”.
3One can also define the commuting-operator value wco(G) := sup{w(G; p) : p ∈ Cqc}. In this paper,

being optimal always means achieving the quantum value wq(G), even when working with p ∈ Cqc or
infinite-dimensional commuting-operator strategies.
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we say S̃ is a local ǫ-dilation of S, denoted S �ǫ S̃, if there are isometries IA : HA →
H̃A ⊗Haux

A and IB : HB → H̃B ⊗Haux
B , and vector state |aux〉 ∈ Haux

A ⊗Haux
B such that

IA ⊗ IB
(
Mx

a ⊗ 1 |ψ〉
)
≈ǫ

(
M̃x

a ⊗ 1 |ψ̃〉
)
⊗ |aux〉(3.1)

IA ⊗ IB
(
1⊗Ny

b |ψ〉
)
≈ǫ

(
1⊗ Ñy

b |ψ̃〉
)
⊗ |aux〉 , and(3.2)

IA ⊗ IB |ψ〉 ≈ǫ |ψ̃〉 ⊗ |aux〉 .(3.3)

for all (a, b, x, y) ∈ A×B ×X × Y . We refer to a local 0-dilation as a local dilation and

write S � S̃.

Remark 3.2. Note that, in the above definition, Equations (3.1) to (3.3) imply

IAM
x
a I

∗
A ⊗ 1 |ψ̃, aux〉 ≈2ǫ

(
M̃x

a ⊗ 1 |ψ̃〉
)
⊗ |aux〉 ,(3.4)

1⊗ IBN
y
b I

∗
B |ψ̃, aux〉 ≈2ǫ

(
1⊗ Ñy

b |ψ̃〉
)
⊗ |aux〉 , and(3.5)

IA ⊗ IB
(
Mx

a ⊗Ny
b |ψ〉

)
≈3ǫ

(
M̃x

a ⊗ Ñy
b |ψ̃〉

)
⊗ |aux〉 .(3.6)

We often use Equation (3.6) (with 3ǫ replaced by ǫ) as the definition of S �ǫ S̃.

Definition 3.3. Let C be a class of quantum models. We say a quantum correlation
p ∈ Cq is a robust self-test for C if there is an ideal model S̃ ∈ C such that the following

holds. For any δ ≥ 0, there is an ǫ ≥ 0 such that S �δ S̃ for any model S ∈ C satisfying
‖pS − p‖1 ≤ ǫ.

Here the 1-norm of a vector v ∈ RA×B×X×Y is given by ‖v‖1 :=
∑

a,b,x,y|v(a, b|x, y)|. It
is easy to see that S � S̃ implies pS = p. Taking δ = 0, we can define an (exact) self-test:

p is a self-test for C if there is an ideal model S̃ ∈ C such that S � S̃ for any model S ∈ C
for p. It is clear that every robust self-test is a self-test. The δ-ǫ dependence is called the
robustness of a self-test and is a crucial concept in the applications of self-testing. If δ is a
function of ǫ, then we say δ(ǫ) is the robustness function of this self-test. For correlations,
whether every self-test is robust is still an open problem. We also discuss robust self-
testing for nonlocal games. In this context, we often refer to models as strategies.

Definition 3.4. Let C be a class of quantum models. A nonlocal game G is a self-test for

its optimal quantum strategies in C if there is an optimal quantum strategy S̃ ∈ C for G
such that S � S̃ for any optimal quantum strategy S ∈ C for G.

In Definition 3.4, S̃ is referred to as an ideal optimal quantum strategy for G. When
C is the class of all quantum models, we simply say that G is a self-test for its optimal
quantum strategies; when C is the class of all projective quantum models, we say that
G is a self-test for its projective optimal quantum strategies. We also define robust self-
testing for nonlocal games. We say a strategy S is ǫ-optimal for a nonlocal game G if
w(G;S) ≥ wq(G)− ǫ.

Definition 3.5. Let C be a class of quantum models. A nonlocal game G is a robust

self-test for its optimal strategies in C if there is an ideal optimal quantum strategy S̃ ∈ C
for G such that the following statement holds. For any δ ≥ 0, there is an ǫ ≥ 0 such that

S �δ S̃ for any ǫ-optimal strategy S ∈ C for G.
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As we mentioned in the introduction, for nonlocal games, not every self-test is ro-
bust [MS23]. We discuss robust self-testing for nonlocal games in more detail in Section 4.

One of the main purposes of this paper is to give an operator-algebraic formulation of
robust self-testing in terms of states on C∗-algebras. We recall the following definition
from [Pad+23].

Definition 3.6 (Definition 3.3 in [Pad+23]). Let S be a subset of states on A
X,A
POVM

⊗min

A
Y,B
POVM

. A correlation p is an abstract state self-test for S if there exists a unique
state f ∈ S achieving p.

In [Pad+23], they show that when C is the class of all quantum models (or some other
classes that have certain “nice” properties) and p is an extreme point in Cq, self-test in
the standard sense is equivalent to abstract state self-test for finite-dimensional states.

Theorem 3.7 (Part (a) of Corollary 3.6 in [Pad+23]). Suppose p ∈ Cq(X, Y,A,B) is an
extreme point in Cq. Then p is a self-test for the class of all quantum models if and only

if p is an abstract state self-test for finite-dimensional states on A
X,A
POVM

⊗min A
Y,B
POVM

.

The first main theorem of this paper is to show that robust self-test for quantum models
corresponds to abstract state self-test for all states.

Theorem 3.8. If p ∈ Cq(X, Y,A,B) is a robust self-test for all quantum models, then p

is an abstract state self-test for all states on A
X,A
POVM

⊗min A
Y,B
POVM

.

Compared to the “only if” direction of Theorem 3.7, this theorem replaces “self-test”
and “finite-dimensional states” with “robust self-test” and “all states”. Note that a
quantum correlation p ∈ Cq can always be achieved by some finite-dimensional states.
So if f is the unique state for a quantum correlation, then f must be finite-dimensional.
This gives an alternative way to phrase Theorem 3.8:

Theorem 3.9 (Restated from Theorem 3.8). If p ∈ Cq(X, Y,A,B) is a robust self-test
for all quantum models, then

(i) there is a unique finite-dimensional state on A
X,A
POVM

⊗min A
Y,B
POVM

for p and

(ii) there is no infinite-dimensional state on A
X,A
POVM

⊗min A
Y,B
POVM

that can achieve p.

We prove this theorem at the end of this section. Unlike Theorem 3.7, the above
theorem is not an “if-and-only-if” statement. Hence, we ask:

Question 3.10. Let p ∈ Cq(X, Y,A,B) be an extreme point in Cq. Suppose p is an

abstract state self-test for all states on A
X,A
POVM

⊗min A
Y,B
POVM

. Is p a robust self-test for all
quantum models?

Through Sections 4 to 7, we aim to give an affirmative answer to Question 3.10 for a
large class of quantum correlations.

Theorem 3.11. Suppose p ∈ Cq(X, Y,A,B) is the unique perfect quantum correlation
for a synchronous game, or the unique optimal quantum correlation for an XOR game.
Then p is a robust self-test for all quantum models if and only if p is an abstract state
self-test for all states on A

X,A
POVM

⊗min A
Y,B
POVM

.
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In the context of nonlocal games, the above theorem implies:

Corollary 3.12 (Game version of Theorem 3.11). Suppose G is a synchronous game with
perfect quantum strategies or an XOR game. Then G is a robust self-test for its optimal
quantum strategies if and only if there is a unique state on A

X,A
POVM

⊗min A
Y,B
POVM

that is
optimal for G.

Here a state f on A
X,A
POVM

⊗min A
Y,B
POVM

is said to be optimal for G if the correlation
achieved by f is optimal for G.

Our proof approach for Theorem 3.11 is based on algebraic characterizations of synchro-
nous games and XOR games established in [Hel+19; KPS18; Slo11]. For any synchronous
game (resp. XOR game) G, one can associate a finitely-presented algebra C∗(G) such that
perfect (resp. optimal) strategies for G correspond to tracial states on C∗(G). Further-
more, as shown in [Pad24], any near-perfect (resp. near-optimal) strategy S for G defines
an approximate state φ on C∗(G) which is also approximately tracial. Finally, using a
lifting theorem for C∗(G), we lift φ to a ucp map θ on C∗(G) and construct the desired
local dilation IA ⊗ IB from the Stinespring dilation of θ. This last step is inspired by
[MPS24].

The proof approach outlined above applies to any nonlocal game that exhibits structures
similar to synchronous or XOR games. In particular, Theorem 3.11 also holds if p is the
unique perfect quantum correlation for a boolean constraint system (BCS) game. Indeed,
we’ll prove a general result (Theorem 7.9). Given a nonlocal game G, we say an algebra
C∗(G) is the associated game algebra for G if every optimal strategy for G corresponds to
a tracial state on C∗(G). If in addition, every near-optimal strategy for G corresponds to
an approximate state on C∗(G) which is also approximately tracial, then we say C∗(G) is
robust. In Section 7, we show that if a game G has a robust game algebra C∗(G), then its
self-testing (resp. robust self-testing) property can be characterized by finite-dimensional
(resp. amenable) tracial states on C∗(G). These general results provide convenient ways
to examine whether a nonlocal game is a (robust) self-test by studying the tracial states
on the associated game algebras.

Theorem 3.13 (Restated from part of Theorem 6.8 and Corollary 7.11, informal). Sup-
pose a nonlocal game G has an associated game algebra C∗(G).

(a) G is a self-test for its optimal quantum strategies if and only if C∗(G) has a unique
finite-dimensional tracial state.

(b) Suppose in addition, C∗(G) is robust. If C∗(G) has a unique tracial state τ and τ is
finite-dimensional, then G is a robust self-test for its optimal quantum strategies.

3.1. Proof of Theorem 3.8. We prove Theorem 3.8 in the rest of this section. Recall
that for any residually finite-dimensional (RFD) C∗-algebras A and B, the C∗-algebra
A ⊗min B is also residually finite-dimensional, so the set of finite-dimensional states on
A ⊗min B forms a weak*-dense subset of the state space of A ⊗min B. Since the POVM
algebra A

X,A
POVM

is RFD for any finite sets X and A, we have:

Proposition 3.14. For every state f on A
X,A
POVM

⊗min A
Y,B
POVM

there is a sequence of quan-
tum models Sn, n ∈ N such that limn→∞ fSn

= f in the weak*-topology.
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For the completeness of this manuscript, we present a proof of Proposition 3.14 in
Appendix A. Before we prove Theorem 3.8, the following robust version of Proposition
4.8 in [Pad+23] is needed. We first recall the concept of centrally supported model from
[Pad+23]. Given a quantum model S =

(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
, the support of |ψ〉

in HA (resp. HB) is the image of the reduced density matrix ρA := TrHB
(|ψ〉 〈ψ|) (resp.

ρB = TrHA
(|ψ〉 〈ψ|)). The support projections ΠA and ΠB of |ψ〉 are the self-adjoint

projections onto the support of |ψ〉 in HA and HB respectively. We say that S is centrally
supported if

[ΠA,M
x
a ] = [ΠB, N

y
b ] = 0

for all (a, b, x, y) ∈ A×B ×X × Y . Any full-rank model is centrally supported since the
support projections are the identity operators. Conversely, if S is centrally supported,
then it is full-rank when restricted to its support.

Proposition 3.15. Let

S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
and

S̃ =
(
H̃A, H̃B, {M̃x

a }, {Ñy
b }, |ψ̃〉

)

be two quantum models with associated representations πA⊗πB and π̃A⊗π̃B respectively. If
S̃ is centrally supported and S �ǫ S̃ via local isometry IA⊗IB and vector state |aux〉, then
for every k, ℓ ∈ N and monomials α = mx1

a1
· · ·mak

xk
∈ A

X,A
POVM

, β = ny1
b1
· · ·nyℓ

bℓ
∈ A

Y,B
POVM

we
have

(
π̃A(α)⊗ 1 |ψ̃〉

)
⊗ |aux〉 ≈(2k+1)ǫ IAπA(α)I

∗
A ⊗ 1 |ψ̃, aux〉 ,(3.7)

(
1⊗ π̃B(β) |ψ̃〉

)
⊗ |aux〉 ≈(2ℓ+1)ǫ 1⊗ IBπB(β)I

∗
B |ψ̃, aux〉(3.8)

and |fS(α⊗ β)− fS̃(α⊗ β)| ≤ 2(k + ℓ+ 1)ǫ.

Proof. We first prove Equation (3.7) by induction on the monomial degree k ∈ N. The
base cases k = 0, 1 follow straight Equation (3.4). Suppose Equation (3.7) holds for

all monomials in A
X,A
POVM

of degree k. For any given monomial α = α1 · · ·αkαk+1 in

A
X,A
POVM

of degree k + 1, let α′ := α1 · · ·αk. Since S̃ is centrally supported, by [Pad+23,

Proposition 4.5] there is an operator F̃ ∈ B(H̃B) with ‖F̃‖ ≤ ‖π̃A(αk+1)‖ ≤ 1 such that

π̃A(αk+1)⊗1H̃B
|ψ̃〉 = 1H̃A

⊗ F̃ |ψ̃〉. Note that ‖π̃A(α′)‖ ≤ 1 and ‖IAπA(α′)I∗A‖ ≤ 1. Thus
by the inductive hypothesis,
(
π̃A(α)⊗ 1H̃B

|ψ̃〉
)
⊗ |aux〉 =

(
π̃A(α

′)π̃A(αk+1)⊗ 1H̃B
|ψ̃〉
)
⊗ |aux〉

=
(
π̃A(α

′)⊗ F̃ |ψ̃〉
)
⊗ |aux〉

≈(2k+1)ǫ IAπA(α
′)I∗A ⊗ F̃ ⊗ 1Haux

B
|ψ̃, aux〉

=
(
IAπA(α

′)I∗A
(
π̃A(αk+1)⊗ 1Haux

A

))
⊗ 1H̃B⊗Haux

B
|ψ̃, aux〉

≈2ǫ IAπA(α
′)I∗AIAπA(αk+1)I

∗
A ⊗ 1H̃B⊗Haux

B
|ψ̃, aux〉

= IAπA(α)I
∗
A ⊗ 1 |ψ̃, aux〉 .
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This implies
(
π̃A(α)⊗ 1 |ψ̃〉

)
⊗ |aux〉 ≈(

2(k+1)+1
)
ǫ
IAπA(α)I

∗
A ⊗ 1 |ψ̃, aux〉 .

We conclude that Equation (3.7) holds for all k ∈ N and monomials in A
X,A
POVM

of degree k.
The proof of Equation (3.8) is similar. The rest follows from the following lemma by taking

|α〉 = IAπA(α)I
∗
A ⊗ 1 |ψ̃, aux〉 , |β〉 = IBπB(β)I

∗
B |ψ̃, aux〉 , |α̃〉 =

(
π̃A(α)⊗ 1 |ψ̃〉

)
⊗ |aux〉,

and |β̃〉 =
(
1⊗ π̃B(β) |ψ̃〉

)
⊗ |aux〉. �

Lemma 3.16. If |α〉 , |α̃〉 , |β〉 , |β̃〉 are four vectors with norm ≤ 1 such that |α〉 ≈δ1 |α̃〉
and |β〉 ≈δ2 |β̃〉, then |〈α|β〉 − 〈α̃|β̃〉| ≤ δ1 + δ2.

Proof. Observe that 〈α|β〉−〈α̃|β̃〉 =
(
〈α|−〈α̃|

)
|β〉+ 〈α̃|

(
|β〉−|β̃〉

)
. The lemma follows

from the Cauchy-Schwartz inequality. �

Now we are ready to prove Theorem 3.8.

Proof of Theorem 3.8. Suppose p̃ ∈ Cq(X, Y,A,B) is a robust self-test for all quantum

models, and let S̃ be an ideal model. By Theorem 3.7, there is a unique finite-dimensional

state f̃ on A
X,A
POVM

⊗minA
Y,B
POVM

achieving p̃. Assume for the sake of contradiction that there

is an infinite-dimensional state f on A
X,A
POVM

⊗min A
Y,B
POVM

achieving p̃. By Proposition 3.14
there exists a sequence of quantum models Sn, n ∈ N such that f = lim

n→∞
fSn

in the

weak*-topology. This implies

p̃(a, b|x, y) = f(mx
a ⊗ ny

b ) = lim
n→∞

fSn
(mx

a ⊗ ny
b ) = lim

n→∞
pSn

(a, b|x, y)

for all x, y, a, b. By the definition of robust self-testing, there is a function η : N → R≥0

with lim
n→∞

η(n) = 0 such that Sn �η(n) S̃ for all n ∈ N. Then for all monomials α ∈ A
X,A
POVM

and β ∈ A
Y,B
POVM

, by Proposition 3.15,

|fSn
(α⊗ β)− f̃(α⊗ β)| ≤ 2

(
deg(α) + deg(β) + 1

)
η(n) → 0

as n→ ∞. This means lim
n→∞

fSn
= f̃ in the weak*-topology. Hence f̃ = f , a contradiction.

We conclude that there is no infinite-dimensional state on A
X,A
POVM

⊗min A
Y,B
POVM

for p. �

Although Theorem 3.8 is stated for the class of all quantum models, from the above
proof, it is easy to see that similar results can be established for any class that is closed
(in the sense of [Pad+23]) and contains a full-rank model. In particular, if p ∈ Cq has
a full-rank projective quantum model and p is a robust self-test for projective quantum
models, then p is an abstract state self-test for all projective states on A

X,A
POVM

⊗minA
Y,B
POVM

(or equivalent, all states on A
X,A
PVM

⊗min A
Y,B
PVM

).

4. From correlations to nonlocal games

In this section, we take a closer look at self-testing in the context of nonlocal games.
For any nonlocal game G = (X, Y,A,B, µ, V ), we define its game polynomial to be the
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∗-polynomial

ΦG :=
∑

x,y,a,b

µ(x, y)V (a, b|x, y)mx
a ⊗ ny

b

in C∗〈mx
a : x ∈ X, a ∈ A〉⊗C∗〈ny

b : y ∈ Y, b ∈ B〉. The optimal quantum value wq(G) of the
game G is equal to the supremum value of f(ΦG) over all states f on A

X,A
POVM

⊗min A
Y,B
POVM

.
The same conclusion holds if we replace APOVM with APVM.

We say a state f on A
X,A
POVM

⊗min A
Y,B
POVM

(or A
X,A
PVM

⊗min A
Y,B
PVM

) is optimal for G if
f(ΦG) = wq(G). Equivalently, f is optimal for G if the quantum approximate correlation
achieved by f is optimal for G. Since Cq consists of correlations that can be achieved by
finite-dimensional states, G has an optimal quantum strategy if and only if there exists
a finite-dimensional optimal state on A

X,A
POVM

⊗min A
Y,B
POVM

for G. The following lemma is
straightforward from the GNS construction.

Lemma 4.1. Let G = (X, Y,A,B, µ, V ) be a nonlocal game. For any ∗-representation π
of A

X,A
POVM

⊗min A
Y,B
POVM

, the operator π(ΦG) has spectrum spec
(
π(ΦG)

)
⊆ [0, wq(G)].

From Definition 3.4, we immediately see that:

Lemma 4.2. A nonlocal game G is a self-test for its optimal quantum strategies (resp.
projective optimal quantum strategies) if and only if G has a unique optimal quantum
correlation p and p is a self-test for all quantum models (resp. projective quantum models).

The following lemma implies that if a nonlocal game is a self-test for its optimal quan-
tum strategies (or optimal projective quantum strategies), then its unique optimal quan-
tum correlation must be an extreme point in Cq.

Lemma 4.3. If a nonlocal game G has a unique optimal quantum correlation p, then p
must be an extreme point in Cq.

Proof. Suppose G has a unique optimal quantum correlation p. Assume for the sake of
contradiction that p is not an extreme point in Cq. Then p = λp1 + (1 − λ)p2 for some
0 < λ < 1 and p1 6= p2 in Cq. Note that p is optimal. So

w(G; p) = λw(G; p1) + (1− λ)w(G; p2) ≤ λw(G; p) + (1− λ)w(G; p) = w(G; p).
It follows that w(G; p1) = w(G; p2) = w(G; p). The uniqueness of p implies that p = p1 =
p2, which is a contradiction. Hence p must be an extreme point in Cq. �

On the other hand, if a nonlocal game has a unique optimal state f , then f is an
extreme point in the state space:

Lemma 4.4. Let G = (X, Y,A,B, µ, V ) be a nonlocal game. Suppose that there is a

unique finite-dimensional optimal state f on A
X,A
POVM

⊗min A
Y,B
POVM

(or A
X,A
PVM

⊗min A
Y,B
PVM

)
for G. Then f is a pure state, and the correlation p achieved by f is the unique optimal
quantum correlation for G.
Proof. Let p be the correlation achieved by f . Since w(G; p) = f(ΦG) = wq(G), p is
optimal for G. Assume G has another optimal quantum correlation p′. Then there is
a finite-dimensional state f ′ that can achieve p′. So f ′ is optimal for G, but f ′ 6= f , a
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contradiction. We conclude that p is the unique optimal quantum correlation for p. By
Lemma 4.2, p is an extreme point in Cq. Since any state that can achieve p is optimal for G,
f must be the unique finite-dimensional state for G. By [Pad+23], the GNS representation
of f is irreducible. It follows that f is a pure state. �

Lemmas 4.3 and 4.4 allows us to translate many self-testing results established for
extremal quantum correlations in [Pad+23] to self-testing for nonlocal games.

Theorem 4.5 (Game version of Corollary 3.6 in [Pad+23]). Let G = (X, Y,A,B, µ, V )
be a nonlocal game.

(a) G is a self-test for its optimal quantum strategies if and only if there is a unique

finite-dimensional optimal state on A
X,A
POVM

⊗min A
Y,B
POVM

for G.
(b) If G has a full-rank projective optimal quantum strategy, then G is a self-test for

its projective optimal strategies if and only if there is a unique finite-dimensional
optimal state on A

X,A
PVM

⊗min A
Y,B
PVM

for G.
Theorem 4.6 (Restated from Theorem 4.1 and Theorem 4.3 in [Bap+23]). For any
nonlocal game G, the following statements hold.

(a) If G is a self-test for its optimal quantum strategies, then G has a full-rank projec-
tive ideal optimal strategy and G is a self-test for its projective optimal quantum
strategies.

(b) If G is a self-test for its projective optimal quantum strategies and G has a full-rank
projective optimal strategy, then G is a self-test for its optimal quantum strategies.

Corollary 4.7 (Game version of Theorem 3.7 in [Pad+23]). If G has a full-rank projective
optimal quantum strategy, then the following statements are equivalent.

(1) G is a self-test for its optimal quantum strategies.

(2) G is a self-test for its projective optimal quantum strategies.

(3) There is a unique finite-dimensional optimal state on A
X,A
POVM

⊗ A
Y,B
POVM

for G.
(4) There is a unique finite-dimensional optimal state on A

X,A
PVM

⊗ A
Y,B
PVM

for G.
Recall from [Pad+23] that if there is a unique finite-dimensional state f achieving

an extreme quantum correlation p, then f has a GNS representation (H, π, |ψ〉) where
π = πA ⊗ πB is a tensor product of two irreducible representations. Furthermore, p is a
self-test for quantum models and there is an ideal model with associated representation
πA ⊗ πB. We can sharpen this statement when working with self-testing for nonlocal
games:

Theorem 4.8. Suppose a nonlocal game G = (X, Y,A,B, µ, V ) has a unique finite-

dimensional optimal state f̃ on A
X,A
POVM

⊗min A
Y,B
POVM

. Then the following statements hold.

(a) f̃ has a GNS representation (H̃A ⊗ H̃B, π̃A ⊗ π̃B, |ψ̃〉) where π̃A and π̃B are irre-

ducible ∗-representations of A
X,A
POVM

and A
Y,B
POVM

respectively.
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(b) Let M̃x
a := π̃A(m

x
a) and Ñy

b := π̃B(n
y
b ). Then G is a self-test for its optimal

quantum strategies with an ideal optimal strategy

S̃ =
(
H̃A, H̃B, {M̃x

a }, {Ñy
b }, |ψ̃〉

)
.

(c) π̃ := π̃A ⊗ π̃B is the unique (up to unitary equivalence) finite-dimensional irre-

ducible ∗-representation of A
X,A
POVM

⊗minA
Y,B
POVM

with the property that the maximal
eigenvalue of π̃(ΦG) is wq(G). Here ΦG is the game polynomial of G.

(d) The wq(G)-eigenspace of π̃(ΦG) is the one-dimensional space spanned by |ψ̃〉.

Proof. Let p be the correlation achieved by f̃ . By Lemmas 4.2 and 4.4, p is an extreme

point in Cq, p is the unique optimal quantum correlation for G, and f̃ is the unique

finite-dimensional state on A
X,A
POVM

⊗min A
Y,B
POVM

achieving p. This proves parts (a) and
(b).

Now suppose π : A
X,A
POVM

⊗min A
Y,B
POVM

→ B(H) is a finite-dimensional irreducible ∗-
representation such that the maximal eigenvalue of π(G) is wq(G). Let |ψ〉 be a unit

vector in the wq(G)-eigenspace of π(G). Since π(A X,A
POVM

⊗min A
Y,B
POVM

) = B(H), the vector
|ψ〉 is cyclic for π. Hence (H, π, |ψ〉) is a GNS representation of the state f given by

f(α) := 〈ψ|π(α) |ψ〉 , α ∈ A
X,A
POVM

⊗min A
Y,B
POVM

. This also means f is a finite-dimensional

state on A
X,A
POVM

⊗minA
Y,B
POVM

such that f(ΦG) = 〈ψ|π(ΦG) |ψ〉 = wq(G). By the uniqueness

of f̃ , we have f = f̃ , and hence (H, π, |ψ〉) is unitarily equivalent to (H̃A ⊗ H̃B, π̃, |ψ̃〉).
This proves part (c).

To see part (d), take an arbitrary unit vector |ψ〉 in the wq(G)-eigenspace of π̃(ΦG).

Then the state f defined by f(α) := 〈ψ| π̃(α) |ψ〉 , α ∈ A
X,A
POVM

⊗min A
Y,B
POVM

is optimal for

G. So f = f̃ . It follows that (H̃A⊗H̃B , π̃, |ψ〉) is a GNS representation for f̃ . This means

there is a unitary U on H̃A ⊗ H̃B such that

U |ψ〉 = |ψ̃〉 , and(4.1)

Uπ̃(α)U∗ = π̃(α)(4.2)

for all α ∈ A
X,A
POVM

⊗minA
Y,B
POVM

. Note that π̃ is irreducible. Equation (4.2) implies U = λ1

for some λ ∈ C. Then Equation (4.1) implies |ψ〉 is linearly dependent with |ψ̃〉. Since
|ψ〉 was arbitrary, part (d) follows. �

Recall that the set of quantum approximate correlations Cqa is the closure of Cq. The
following lemma is a robust version of Lemma 4.2, although the proof is less straightfor-
ward.

Lemma 4.9. A nonlocal game G is a robust self-test for its optimal quantum strategies
(resp. projective optimal quantum strategies) if and only if G has a unique quantum ap-
proximate correlation p and p is a robust self-test for all quantum models4 (resp. projective
quantum models).

4This last condition automatically implies that p is in Cq.
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Proof. For the “only if” direction, suppose G = (X, Y,A,B, V ) is a robust self-test for its

optimal quantum strategies, and let S̃ be an ideal optimal strategy. By Lemma 4.2, the

quantum correlation p̃ generated by S̃ is the unique optimal quantum correlation for G.
We claim that p̃ is indeed the unique optimal quantum approximate correlation for G.
Assume for the sake of contradiction that G has an optimal correlation p ∈ Cqa while p is
not in Cq. Then there is an infinite-dimensional state f achieving p. By Proposition 3.14,
there is a sequence of quantum models Sn, n ∈ N such that lim

n→∞
fSn

= f in the weak-∗
topology. This implies w(G;Sn) = fSn

(ΦG) → f(ΦG) = wq(G) as n → ∞. Since G is
a robust self-test for its optimal quantum strategies, there is a function η : N → R≥0

with lim
n→∞

η(n) = 0 such that Sn �η(n) S̃. It follows that p = lim
n→∞

pSn
= pS̃ = p̃,

which contradicts to the assumption that p is not in Cq. We conclude that p̃ is the
unique quantum approximate correlation for G. Note that for any quantum model S,
‖pS − p̃‖1 ≤ ǫ implies w(G;S) ≥ wq(G)− ǫ. So G is a robust self-test as is p.

For the “if” direction, suppose that G has a unique optimal quantum approximate

correlation p̃ and that p̃ is a robust self-test for quantum models, and let S̃ be an ideal
model for p̃. Then p̃ must be in Cq. Assume for the sake of contradiction that G is
not a robust self-test. This means there exists a δ > 0 and a sequence of quantum
models Sn, n ∈ N with ǫn := wq(G) − w(G;Sn) → 0 as n → ∞ such that for all n ∈ N,

Sn �δ S̃ does not hold. Let p be an accumulation point of {pSn
, n ∈ N}. Then p is

in Cqa and p is optimal for G. The uniqueness of p̃ implies that p = p̃. By passing a
subsequence, we may assume without loss of generality that lim

n→∞
pSn

= p̃. Since p̃ is a

robust self-test for quantum models, there is a function η : N → R≥0 with lim
n→∞

η(n) = 0

such that Sn �η(n) S̃ for all n ∈ N. Take a large enough N such that η(N) ≤ δ, we see

that SN �δ S̃, a contradiction. We conclude that G is a robust self-test for its optimal
quantum strategies. �

We can also state a game version of Theorem 3.8 (or equivalently Theorem 3.9).

Theorem 4.10 (Game version of Theorem 3.9). If G = (X, Y,A,B, µ, V ) is a robust
self-test for its optimal quantum strategies, then

(i) there is a unique finite-dimensional optimal state on A
X,A
POVM

⊗min A
Y,B
POVM

for G
and

(ii) there is no infinite-dimensional optimal state for G.
4.1. Spectral gap of a self-test. Suppose G = (X, Y,A,B, V ) is a self-test for its
optimal strategies (or equivalently, G has a unique finite-dimensional optimal state f on

A
X,A
POVM

⊗min A
Y,B
POVM

). Let S̃ =
(
H̃A, H̃B, {M̃x

a }, {Ñy
b }, |ψ̃〉

)
be the ideal optimal strategy

with associated representation π̃ = π̃A ⊗ π̃B, and let ΦG be the game polynomial. Part
(c) of Theorem 4.8 states that wq(G) is the largest eigenvalue of π̃(ΦG) and |ψ〉 is the
unique wq(G)-eigenstate. Let λ be the second largest eigenvalue of π̃(ΦG). We refer to
∆ := wq(G)− λ as the spectral gap of G. Note that the spectral gap is only defined for
games that are self-tests.
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In many cases (for instance, the use of Gowers-Hatami theorem for proving robust self-
testing), given an ǫ-optimal strategy S =

(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
for G, one can first

show that ‖I∗A(M̃x
a ⊗ 1KA

)IA − Mx
a ‖ρA and ‖I∗B(Ñy

b ⊗ 1KB
)IB − Ny

b ‖ρB are bounded by
some δ > 0 for some isometries IA, IB. Here ρA and ρB are reduced density matrix of
|ψ〉 on HA and HB respectively. The following proposition illustrates that the “distance”

between S and S̃ under the local isometry IA ⊗ IB is completely determined by ǫ, δ, and
the spectral gap ∆. Similar results have also been established in [Bap+23; MPS24].

Proposition 4.11. Suppose a nonlocal game G = (X, Y,A,B, µ, V ) is a self-test for its

optimal quantum strategies. Let f̃ be the unique finite-dimensional optimal state f̃ on

A
X,A
POVM

⊗min A
Y,B
POVM

for p, let S̃ =
(
H̃A, H̃B, {M̃x

a }, {Ñy
b }, |ψ̃〉

)
and π̃ = π̃A ⊗ π̃B be as in

Theorem 4.8, and let ∆ be the spectral gap of G. Suppose

S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)

is an ǫ-optimal quantum strategy for G. Let IA : HA → H̃A⊗KA and IB : HB → H̃B⊗KB

be two isometries. For every (x, y, a, b) ∈ X × Y × A×B, let

δAx,a := ‖I∗A(M̃x
a ⊗ 1KA

)IA −Mx
a ‖ρA and δBy,b := ‖I∗B(Ñy

b ⊗ 1KB
)IB −Ny

b ‖ρB
where ρA := TrHB

(
|ψ〉 〈ψ|

)
, ρB := TrHA

(
|ψ〉 〈ψ|

)
, and let

δ :=
∑

x,y,a,b

µ(x, y)V (a, b|x, y)
(
δAx,a + δBy,b

)
.

Then there exists a unit vector |aux〉 ∈ KA ⊗KB such that

‖IA ⊗ IB |ψ〉 − |ψ̃〉 ⊗ |aux〉‖ ≤
√
2
(
δ +

√
ǫ
)

∆
.(4.3)

Moreover, for every (x, y, a, b) ∈ X × Y × A×B,

‖IA ⊗ IB
(
Mx

a ⊗Ny
b |ψ〉

)
−
(
M̃x

a ⊗ Ñy
b |ψ̃〉

)
⊗ |aux〉‖ ≤ δAx,a + δBy,b +

√
2
(
δ +

√
ǫ
)

∆
.(4.4)

Proof. Let π := πA ⊗ πB be the associated representation of S, let I = IA ⊗ IB, and let
K := KA ⊗KB. By Lemma 3.16,

‖
(
I∗
(
π̃(mx

a⊗ny
b)⊗ 1K

)
I − π(mx

a ⊗ ny
b)
)
|ψ〉‖

≤ ‖I∗A
(
π̃A(m

x
a)⊗ 1KA

)
IA − πA(m

x
a)‖ρA + ‖I∗B

(
π̃B(n

y
b )⊗ 1KB

)
IB − πB(n

y
b )‖ρB

= δAx,a + δBy,b.

This implies

‖
(
I∗
(
π̃(ΦG)⊗ 1K

)
I − π(ΦG)

)
|ψ〉‖ ≤

∑

x,y,a,b

µ(x, y)V (a, b|x, y)
(
δAx,a + δBy,b

)
= δ.

Since S is an ǫ-optimal strategy for G, by Lemma 4.1, wq(G)1−π(ΦG) is a positive operator
such that ‖wq(G)1− π(ΦG)‖op ≤ 1 and 〈ψ|

(
wq(G)1− π(ΦG)

)
|ψ〉 ≤ ǫ. So

‖
(
wq(G)1− π(ΦG)

)
|ψ〉‖ ≤ ‖

(
wq(G)1− π(ΦG)

)1/2‖op · ‖
(
wq(G)1− π(ΦG)

)1/2 |ψ〉‖
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≤
√

〈ψ|
(
wq(G)1− π(ΦG)

)
|ψ〉 ≤

√
ǫ.

Let Φ̃ := wq(G)1− π̃(ΦG). It follows that

‖I∗(Φ̃⊗ 1)I |ψ〉‖ ≤ ‖
(
I∗
(
π̃(ΦG)⊗ 1

)
I − π(ΦG)

)
|ψ〉‖+ ‖

(
wq(G)1− π(ΦG)

)
|ψ〉‖ ≤ δ +

√
ǫ.

Now we fix orthonormal bases {|αi〉}i and {|βj〉}j for KA and KB respectively. We can

write I |ψ〉 =
∑

i,j λij |ψij〉⊗|αi, βj〉 for some unit vectors |ψij〉 ∈ H̃A⊗H̃B and some λij ∈
C where

∑
ij |λij|2 = 1. By absorbing phase of |ψij〉 into λij, we may assume without loss

of generality that every δij := 〈ψij |ψ̃〉 ≥ 0. So we can write |ψij〉 = δij |ψ̃〉+
√

1− δ2ij |κij〉
for some unit vector |κij〉 ∈ H̃A ⊗ H̃B that is orthogonal to |ψ̃〉. Theorem 4.8 implies

‖Φ̃ |ψ̃〉‖ = 0 and ‖Φ̃ |κij〉‖ ≥ ∆ for all i, j. Hence

(δ +
√
ǫ)2 ≥ ‖I∗(Φ̃⊗ 1)I |ψ〉‖2 =

∑

i,j

|λij|2‖Φ̃ |ψij〉‖2

=
∑

i,j

|λij|2(1− δ2ij)‖Φ̃ |κij〉‖2 ≥ ∆2
∑

i,j

|λij|2(1− δ2ij)

≥ ∆2
∑

i,j

|λij|2(1− δij) = ∆2

(
1−

∑

i,j

|λij|2δij
)
.

The last inequality uses the fact that δij ≤ 1 for all i, j. Let |κ〉 :=
∑

i,j λ |αi, βj〉. Then

‖I |ψ〉 − |ψ̃〉 ⊗ |κ〉‖2 = 2

(
1−

∑

i,j

|λij|2δij
)

≤ 2(δ +
√
ǫ)2

∆2

So Equation (4.3) follows. For any (x, y, a, b) ∈ X × Y × A× B, observe that

I
(
Mx

a ⊗Ny
b |ψ〉

)
−
(
M̃x

a ⊗ Ñy
b |ψ̃〉

)
⊗ |aux〉 =

(
IAM

x
a − (M̃x

a ⊗ 1KA
)IA
)
⊗ IBN

y
b |ψ〉

+ (M̃x
A ⊗ 1KA

)⊗
(
IBN

y
b − (Ñy

b ⊗ 1KB
)IB
)
|ψ〉

+ M̃x
a ⊗ Ñy

b ⊗ 1

(
I |ψ〉 − |ψ̃〉 ⊗ |aux〉

)
.

Since IBN
y
b , M̃

x
a , and M̃

x
a ⊗ Ñy

b all have operator norms ≤ 1, we conclude that

‖I
(
Mx

a ⊗Ny
b |ψ〉

)
−
(
M̃x

a ⊗ Ñy
b |ψ̃〉

)
⊗ |aux〉‖ ≤ ‖I∗A(M̃x

a ⊗ 1KA
)IA −Mx

a ‖ρA
+ ‖I∗B(Ñy

b ⊗ 1KB
)IB −Ny

b ‖ρB
+ ‖I |ψ〉 − |ψ̃〉 ⊗ |aux〉‖.

So Equation (4.4) follows. �

Remark 4.12. We remark that Theorem 4.8 and Proposition 4.11 also hold if all APOVM

are replaced by APVM and “optimal quantum strategies” is replaced by “projective optimal
strategies”. The proofs follow similarly.
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5. Tracial states

In this section, we establish some properties of tracial states that will be used later.
Recall that, in this paper, all C∗-algebras are assumed to be unital and separable. A
tracial state τ on a C∗-algebra A is a state satisfying τ(ab) = τ(ba) for all a, b ∈ A.
We denote by T (A) the set of tracial states on A. It is a convex set and is compact
and closed in the weak*-topology. We use ∂eT (A) to denote the extreme points in T (A).
We say a tracial state τ on A factors through another C∗-algebra B if there are some
∗-homomorphism ϕ : A → B and some tracial state τ̃ on B such that τ = τ̃ ◦ ϕ. If in
addition, ϕ is surjective, we say τ factors surjectively through B.

For any τ ∈ T (A), the kernel of τ , defined by

Iτ := {a ∈ A : τ(a∗a) = 0},(5.1)

is a two-sided closed ideal. So 〈a+Iτ , b+Iτ 〉 := τ(a∗b), a, b ∈ A defines an inner product
on A/Iτ . Completing A/Iτ with respect to this inner product gives the Hilbert space
L2(A, τ). For any a ∈ A, we use â to denote the canonical image of a in L2(A, τ). Let
πτ : A → B(L2(A, τ)) be the ∗-representation of A given by

πτ (a)̂b := âb for all a, b ∈ A,

and let |τ〉 := 1̂. Then the triple
(
L2(A, τ), πτ , |τ〉

)
is a GNS representation for τ . We

refer to πτ as the left regular representatin of τ , and refer to
(
L2(A, τ), πτ , |τ〉

)
as the

standard GNS for τ . One can also define the right regular representation πop
τ , which is

the ∗-representation from Aop → B(L2(A, τ)) given by

πop
τ (aop)̂b := b̂a for all a, b ∈ A.

Here Aop denotes the opposite algebra of A. That is, Aop = A as a Banach space, but
the multiplication on Aop is reversed: if we use aop to denote any a ∈ A in Aop, then
aop · bop = (ba)op. It is clear that πτ (A)′ ⊂ πop

τ (Aop). So the left and right regular
representations commute.

The following characterization of extreme tracial states is well-known (see e.g., [Dix82,
Theorem 6.7.3])

Lemma 5.1. Suppose τ is a tracial state on a C∗-algebra A. Then τ is an extreme point
in T (A) if and only if the enveloping von Neumann algebra πτ (A)′′ is a factor.

Note that in the “if” direction of the above lemma, the hypothesis that πτ (A)′′ is a factor
does not necessarily mean πτ is irreducible. In fact, if an extreme tracial state τ has an
irreducible GNS representation πτ , then πτ must be a one-dimensional representation. In
other words, for any τ ∈ ∂eT (A), τ is a pure state if and only if τ is a character.

5.1. Finite-dimensional tracial states. When working with quantum correlations (i.e.,
correlations can be realized by finite-dimensional models), we are particularly interested
in finite-dimensional tracial states and their convex structure. A tracial state is said to
be finite-dimensional if its GNS representation is finite-dimensional. The set of finite-
dimensional tracial states on A is denoted by Tfin(A). The following characterization of
finite-dimensional tracial states is well-known (see e.g., [MR19]).
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Lemma 5.2. A tracial state τ on a C∗-algebra A is finite-dimensional if and only if one
of the following equivalent statements holds.

(a) A/Iτ is finite-dimensional.

(b) τ factors through a finite-dimensional C∗-algebras.

(c) πτ (A)′′ is finite-dimensional.

(d) The linear functional φ : Aop ⊗ A → C defined by φ(aop ⊗ b) = τ(ab), a, b ∈ A is
a finite-dimensional state.

Later in Proposition 5.6 we’ll show that Tfin(A) is a convex face of T (A). We first need
to establish the following lemmas.

Lemma 5.3. For any C∗-algebra A, the set Tfin(A) is convex.

Proof. Let τ1 and τ2 be two finite-dimensional tracial states on a C∗-algebra A. Then
there are finite-dimensional C∗-algebras B1 and B2, ∗-homomorphisms ϕ1 : A → B1 and
ϕ2 : A → B2, and tracial states τ̃1 and τ̃2 on B1 and B2 respectively such that τ1 = τ̃1 ◦ϕ1

and τ2 = τ̃1 ◦ ϕ2. For any 0 < λ < 1, let τ̃ be the tracial state on B1 ⊕ B2 defined by

τ̃(β1, β2) = λτ̃1(β1) + (1− λ)τ̃2(β2)

for all (β1, β2) ∈ B1 ⊕ B2. Then λτ1 + (1− λ)τ2 = τ̃ ◦ ϕ where ϕ := λϕ1 ⊕ (1− λ)ϕ2 is a
∗-homomorphism from A → B1 ⊕B2. This means the tracial state λτ1 + (1−λ)τ2 factors
through the finite-dimensional C∗-algebra B1 ⊕ B2, so λτ1 + (1 − λ)τ2 ∈ Tfin(A). Since
τ1, τ2, and λ were arbitrary, we conclude that Tfin(A) is a convex set. �

We use ∂eTfin(A) to denote the extreme points in Tfin(A).

Lemma 5.4. Let τ be a finite-dimensional tracial state on a C∗-algebra A. Suppose
τ = λτ1 + (1 − λ)τ2 for some τ1, τ2 ∈ T (A) and 0 < λ < 1. Then τ1 and τ2 must be
finite-dimensional.

Proof. Since τ ∈ Tfin(A), the algebra A/Iτ is finite-dimensional. Observe that for any
a ∈ A, τ(a∗a) = 0 if and only if τ1(a

∗a) = τ2(a
∗a) = 0. This means Iτ = Iτ1 ∩ Iτ2 .

Hence A/Iτ1 and A/Iτ2 are both C∗-subalgebras of A/Iτ , so they are finite-dimensional.
It follows that τ1, τ2 ∈ Tfin(A). �

Lemma 5.5. Let A be a C∗-algebra. Then Tfin(A) is the convex hull of tracial states on
A that factor surjectively through full matrix algebras.

Proof. Any τ ∈ Tfin(A) drops to a tracial state τ̃ on A/Iτ so that τ = τ̃ ◦ q, where
q : A → A/Iτ is the quotient map. Since A/Iτ is finite-dimensional, we can write

A/Iτ = Md1 ⊕ · · · ⊕ Mdk

for some d1, . . . , dk ≥ 1. For every 1 ≤ i ≤ k, let Πi : A/Iτ → Mdi be the canonical
projection. Then every ϕi := Πi ◦ q is a surjective ∗-homomorphism from A → Mdi ,
and hence every τi := trdi ◦ϕi is a tracial state on A that factors surjectively through the
matrix algebra Mdi . Since each τ̃ |Mdi

is a tracial linear functional on Mdi, we must have

τ̃ |Mdi
= λi trdi where λi = τ̃ (1di). This implies τ = λ1τ1 + · · ·λkτk. We conclude that
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every τ ∈ Tfin(A) is a convex combination of tracial states that factor surjectively through
full matrix algebras. �

The following proposition states that Tfin(A) is a convex face of T (A) and ∂eTfin(A)
consists of tracial states that factor surjectively through full matrix algebras.

Proposition 5.6. Suppose A is a C∗-algebra such that Tfin(A) is non-empty.

(a) ∂eTfin(A) = ∂eT (A) ∩ Tfin(A).

(b) A tracial state τ is in ∂eTfin(A) if and only if it factors surjectively through a full
matrix algebra, and

(c) Tfin(A) = conv
(
∂eTfin(A)

)
.

Proof. For part (a), it is clear that ∂eT (A)∩Tfin(A) ⊆ ∂eTfin(A), so it only left to show the
inverse inclusion. Now assume that there is a τ ∈ ∂eTfin(A) which is not in ∂eT (A). Then
there are distinct τ1, τ2 ∈ T (A) and 0 < λ < 1 such that τ = λτ1+(1−λ)τ2. By Lemma 5.4,
τ1 and τ2 are finite-dimensional. This implies τ is not an extreme point of Tfin(A), a
contradiction. Hence ∂eTfin(A) ⊆ ∂eT (A). We conclude that ∂eTfin(A) = ∂eT (A)∩Tfin(A).

For part (b), let τ ∈ Tfin(A). Then τ has a convex combination λ1τ1 + · · ·λkτk where
every τi factors surjectively through a full matrix algebra, as shown in Lemma 5.5. For
the “only if” direction, suppose τ is in ∂eTfin(A). Then we must have τ1 = · · · = τk, and
hence τ factors surjectively through a full matrix algebra. For the “if” direction, suppose τ
factors surjectively through a full matrix algebra. Let

(
L2(A, τ), πτ , |τ〉

)
be the standard

GNS of τ . Then τ = trd ◦ϕ for some surjective ∗-homomorphism ϕ : A → Md, and hence

Iτ = {a ∈ A : trd
(
ϕ(a∗a)

)
= 0} = {a ∈ A : ϕ(a) = 0} = ker(ϕ).

This implies πτ (A) ∼= A/Iτ = A/ ker(ϕ) ∼= Md is a full matrix algebra. So πτ (A)′′ is
a factor, and hence τ ∈ ∂eT (A). Then by part (a), τ ∈ ∂eTfin(A). We conclude that a
tracial state τ is in ∂eTfin(A) if and only if τ factors surjectively through a full matrix
algebra.

Part (c) follows straightforward from part (b) and Lemma 5.5. �

From the proofs of Proposition 5.6 and Lemma 5.5, we immediately see that:

Corollary 5.7. Let A be a C∗-algebra. A tracial state τ on A is in ∂eTfin(A) if and only
if A/Iτ is a full matrix algebra.

We now study the GNS construction of states in ∂eTfin(A). Given a τ ∈ ∂eTfin(A),
let
(
L2(A, τ), πτ , |τ〉

)
be the standard GNS for τ . Since L2(A, τ) is finite-dimensional,

A/Iτ = L2(A, τ) as a Hilbert space. Let q : A → A/Iτ be the quotient map. Then τ drops
to a tracial state τ̃ on L2(A, τ) so that τ = τ̃ ◦q. By Corollary 5.7, we can identify L2(A, τ)
with5

Md for some d ≥ 1. Under this identification, τ̃ = trd and |τ〉 = 1√
d

∑d
i=1 eii, where

{eij : 1 ≤ i, j ≤ d} is the standard basis for Md. While all GNS representations of τ
are unitarily equivalent to the standard one, some of them have a more “concrete” form.
The following proposition illustrates that any extreme finite-dimensional tracial state has
a GNS representation that employs a maximally entangled state.

5Here we think of Md as a Hilbert space with inner product 〈A,B〉 = trd(A
∗B)
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Proposition 5.8. Let A be a C∗-algebra. A state τ on A is an extreme point in Tfin(A)
if and only if τ has a GNS representation

(
Cd ⊗Cd,1⊗ π(·), |ϕd〉

)
, where d ≥ 1, π is an

irreducible ∗-representation of A on C
d, and |ϕd〉 := 1√

d

∑d
i=1 |i〉 ⊗ |i〉.

Proof. For the “if” direction, observe that π is a surjective ∗-homomorphism from A →
Md(C) such that

τ(a) = 〈ϕd|1⊗ π(a) |ϕd〉 = trd
(
π(a)

)

for all a ∈ A. This means τ is a tracial state that factors surjectively through the full
matrix algebra Md(C) ∼= Md. By part (b) of Proposition 5.6, we have τ ∈ ∂eTfin(A).

Now we prove the “only if” direction. Suppose τ ∈ ∂eTfin(A). Then the standard GNS

of τ has the form (Md, πτ , |τ〉), where |τ〉 = 1√
d

∑d
i=1 eii and {eij : 1 ≤ i, j ≤ d} is the

standard basis for Md. Let U : Md → Cd⊗Cd be the unitary map sending eij 7→ |j〉⊗|i〉.
Then U |τ〉 = 1√

d

∑d
i=1 |i〉⊗|i〉 =: |ϕd〉. Let Φ : Md →Md(C) be the isomorphism sending

eij 7→ |i〉 〈j| for all 1 ≤ i, j ≤ d. Then π := Φ ◦ πτ is a surjective ∗-homomorphism from
A → Mn(C), and hence π is an irreducible ∗-representation. For any a ∈ A, πτ (a) can be

written uniquely as
∑d

i,j=1 aijeij for some aij ∈ C, so

Uπτ (a)U
∗ |k, ℓ〉 = U

d∑

i,j=1

aijeijeℓk = U
d∑

i=1

aiℓeik =
d∑

i=1

aiℓ |k, i〉 = |k〉 ⊗
( d∑

i=1

aiℓ |i〉
)

= |k〉 ⊗
( d∑

i=1

aiℓ |i〉 〈ℓ|ℓ〉
)
= |k〉 ⊗

( d∑

i,j=1

aij |i〉 〈j|ℓ〉
)

= |k〉 ⊗
(
Φ
(
πτ (a)

)
|ℓ〉
)
= |k〉 ⊗

(
π(a) |ℓ〉

)

for all |k, ℓ〉 ∈ Cd ⊗ Cd. This implies Uπτ (a)U
∗ = 1⊗ π(a) for all a ∈ A. It follows that(

Cd⊗Cd,1⊗π(·), |ϕd〉
)
is unitarily equivalent to the standard GNS of τ , and hence itself

is a GNS representation of τ . �

The unitary operator U in the proof of Proposition 5.8 is known as the transformation
of the operator-vector correspondence. From the proof, we see that the left regular rep-
resentation πτ satisfies πτ (a) = U∗(

1 ⊗ π(a)
)
U for all a ∈ A. Consequently, the right

regular representation πop
τ is given by πop

τ (a) = U∗(π(a)T ⊗ 1

)
U .

For every τ ∈ ∂eTfin(A), the irreducible representation π in the statement of Propo-
sition 5.8 is unique up to unitary equivalence. This gives a one-to-one correspondence
between extreme finite-dimensional tracial states on A and finite-dimensional irreducible
representations of A.

Corollary 5.9. For any C∗-algebra A, let Irrfin(A) be the set of inequivalent finite-
dimensional irreducible ∗-representations of A. There is a bijective correspondence be-
tween Irrfin(A) and ∂eTfin(A), sending a representation π ∈ Irrfin(A) to the tracial state τ
given by τ(a) = trd

(
π(a)

)
, a ∈ A, where d is the dimension of π.

In particular, a C∗-algebraA has a unique finite-dimensional irreducible ∗-representation
if and only if Irrfin(A) has a unique extreme point. So Corollary 5.9 further implies that:
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Corollary 5.10. A C∗-algebra A has a unique finite-dimensional tracial state τ if and
only if A has a unique finite-dimensional irreducible ∗-representation π. In this case,
τ(a) = trd

(
π(a)

)
, a ∈ A, where d is the dimension of π.

If a closed two-sided ideal J is contained in Iτ for a tracial state τ on A, then it is
clear that τ drops to a tracial state on A/J . The following lemma asserts that the finite
dimensionality of τ will also be preserved.

Proposition 5.11. Let A be a C∗-algebra. Suppose J is a closed two-sided ideal of A, and
let q : A → A/J be the quotient map. There is a bijective correspondence between tracial
states on A/J and tracial states on A whose kernel contains J , sending a τ ∈ T (A/J )
to the tracial state τ̃ := τ ◦ q. Moreover, τ ∈ T (A/J ) is finite-dimensional if and only if
the corresponding τ̃ is finite-dimensional.

Proof. Observe that L2(A, τ̃) ∼= L2(A/J , τ). So the lemma follows. �

5.2. Amenable tracial states. In the study of robust self-testing, we need to work
with weak*-limit of finite-dimensional tracial states. This leads to the study of amenable
tracial states.

Definition 5.12. Let A be a C∗-algebra, and fix a faithful representation A ⊂ B(H).
We say a state τ on A is an amenable tracial state if there is a state φ on B(H) such
that φ|A = τ and φ(uTu∗) = φ(T ) for any T ∈ B(H) and unitary u ∈ A.

Note that φ|A is indeed a tracial state. This is because φ(uv) = φ
(
u(vu)u∗

)
= φ(vu)

for all unitaries u, v ∈ A and unitaries in A span the entire A. Another subtle point
in this definition is that the amenability of τ is independent of the choice of embedding
A ⊂ B(H) (see [BO08, Proposition 6.2.2] for a proof).

The following characterization of amenable tracial states is from [BO08, Theorem 6.2.7].

Lemma 5.13. A tracial state τ on a C∗-algebra A is amenable if and only if one of the
following equivalent conditions holds.

(a) There exists a sequence of ucp maps ϕn : A → Mdn, n ∈ N such that τ(a) =
lim
n→∞

trdn
(
ϕn(a)

)
and lim

n→∞
‖ϕn(ab)− ϕn(a)ϕn(b)‖hs = 0 for all a, b ∈ A.

(b) The linear functional φ : Aop ⊗A → C defined by φ(aop ⊗ b) := τ(ab), a, b ∈ A is
a min-continuous state.

(c) The ∗-homomorphism π : Aop ⊗ A → B(L2(A, τ)) defined by π(aop ⊗ b) =
πop
τ (aop)πτ (b), a, b ∈ A is min-continuous.

(d) For any faithful representation A ⊂ B(H) there is a ucp map Φ : A(H) → πτ (A)′′

such that Φ(a) = πτ (a) for all a ∈ A.

For any two-sided ideal J of A, in Proposition 5.11, we have seen the correspondence
between tracial states on A/J and tracial states on A whose kernel contains J . The
following proposition asserts that amenability is preserved in one direction of this corre-
spondence.
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Proposition 5.14. Let A be a C∗-algebra. Suppose J is a closed two-sided ideal of A,
and let q : A → A/J be the quotient map. If a tracial state τ on A/J is amenable, then
the tracial state τ̃ := τ ◦ q on A is amenable.

Proof. Suppose τ is an amenable tracial state on A/J , and let τ̃ := τ ◦ q. Then there is
a sequence of ucp maps ϕn : A/J → Mdn , n ∈ N such that τ(a) = lim

n→∞
trdn

(
ϕn(a)

)
and

lim
n→∞

‖ϕn(ab) − ϕn(a)ϕn(b)‖hs = 0 for all a, b ∈ A/J . It follows that ϕ̃n := ϕn ◦ q : A →
Mdn , n ∈ N is a sequence of ucp maps such that lim

n→∞
trdn

(
ϕ̃n(a)

)
= τ(q(a)) = τ̃ (a) and

lim
n→∞

‖ϕ̃n(ab)− ϕ̃n(a)ϕ̃n(b)‖hs = 0 for all a, b ∈ A. So τ̃ is amenable. �

Remark 5.15. Unlike Proposition 5.11, the converse of Proposition 5.14 may not hold
in general: there are examples where an amenable tracial state τ̃ on A drops to a non-
amenable tracial state τ on A/J . However, as shown in [BO08, Proposition 6.3.5], if
0 → J → A → A/J → 0 is a locally split extension, then any amenable tracial state on
A whose kernel contains J always drops to an amenable tracial state on A/J .

6. A tracial-state characterization of self-testing

In this section, we relate self-testing with tracial states on C∗-algebras. We first dis-
cuss the sufficient conditions under which optimal strategies of a nonlocal game can be
characterized by tracial states on Bob’s algebra A

Y,B
PVM

only.

Definition 6.1. Let Γ := {γxa : x ∈ X, a ∈ A} be a set of self-adjoint ∗-polynomials in

A
Y,B
PVM

, and let R be a set of ∗-polynomials in A
Y,B
PVM

. We say (Γ,R) is a determining pair
for a nonlocal game G = (X, Y,A,B, µ, V ) if the following conditions hold.

(i) For every x ∈ X, {q(γxa )}a∈A is a PVM in the quotient C∗(G) := A
Y,B
PVM

/〈R〉,
where 〈R〉 is the closed two-sided ideal generated by R and q : A

Y,B
PVM

→ C∗(G) is
the quotient map.

(ii) A state6 f on A
X,A
PVM

⊗ A
Y,B
PVM

is optimal for G if and only if

(a) f
(
(mx

a ⊗ 1− 1⊗ γxa)
2
)
= 0 for all x ∈ X, a ∈ A, and

(b) the linear functional τ := f |1⊗A
Y,B
PVM

is a tracial state on A
Y,B
PVM

that satisfies

τ(r∗r) = 0 for all r ∈ R.

In Condition (i), {q(γxa ) : a ∈ A} is a PVM in C∗(G) means that

• q
(∑

a∈A γ
x
a

)
= 1,

• q
(
(γxa )

∗) = q(γxa ) = q
(
(γxa )

2
)
, and

• q
(
γxaγ

x
a′

)
= 0

for all x ∈ X and a 6= a′. We usually express γxa as a ∗-polynomial over ny
b ’s. Since the

quotient map sends each generator ny
b for A

Y,B
PVM

to the generator ny
b for C∗(G), we often

6Since we assume all states are bounded in the sense of Equation (2.1), every state f on the algebraic

tensor A
X,A
PVM

⊗ A
Y,B
PVM

is max-continuous.
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just say {γxa : a ∈ A} is a PVM in C∗(G). We refer to the C∗-algebra C∗(G) defined in
Condition (i) of Definition 6.1 as the associated game algebra of G.

In Condition (ii), although we are working with max-continuous states on A
X,A
PVM

⊗A
Y,B
PVM

,
the optimal value of G still refers to the quantum value wq(G). Here τ = f |1⊗A

Y,B
PVM

means

τ(α) = f(1⊗ α) for all α ∈ A
Y,B
PVM

.
It is sometimes convenient to work with unitary observables {ax : x ∈ X}, {by : y ∈ Y }

as generators for A
X,A
PVM

⊗A
Y,B
PVM

. In this case, we write Γ = {γx : x ∈ X} where every γx is a
∗-polynomials over by’s. Condition (i) becomes every q(γx) is unitary of order |B| in C∗(G),
and part (a) of Condition (ii) is replaced with f

(
(ax ⊗ 1− 1⊗ γx)

∗(ax ⊗ 1− 1⊗ γx)
)
= 0

for all x ∈ X .
The above definition may appear technical, but it provides a natural and Hilbert-space-

free framework for many nonlocal games of interest, including synchronous games, XOR
games, BCS games, and mirror games7 [Lup+20]. Here we take a moment to provide more
intuitions. The existence of polynomials Γ and relations R in Definition 6.1 states that in
any optimal strategy, the action of Alice’s measurement mx

a is completely determined by
the measurement γxa on Bob’s side, and Bob’s measurements must satisfy certain algebraic
relations R.

For instance, if S =
(
{Mx

a }, {Ny
b }, |ψ〉) is a perfect commuting-operator strategy for a

synchronous game G = (X,A, V ), then by [Pau+16],

Mx
a |ψ〉 = Nx

a |ψ〉 for all x ∈ X, a ∈ A, and(6.1)

〈ψ|Nx
aN

y
b |ψ〉 = 0 whenever V (a, b|x, y) = 0.(6.2)

Equation (6.1) implies that the state f induced by S satisfies f
(
(mx

a ⊗ 1− 1⊗ nx
a)

2
)
= 0

for all x and a, so we can just take γxa = nx
a. This gives the set of ∗-polynomials Γ.

Equation (6.2) suggests the the set of relations R = {nx
an

y
b : V (a, b|x, y) = 0}. The game

algebra C∗(G) is the quotient A
Y,B
PVM

/〈R〉. Bob’s measurements Ny
b ’s together with the

vector state |ψ〉 define a tracial state on A
Y,B
PVM

that respects all the relations in R. As
we’ll show in Section 6.3, every synchronous game with commuting-operator value 1 has
such a determining pair (Γ,R).

In Section 6.4, we also show that all XOR games have determining pairs. Take the
CHSH game as an example. If a commuting-operator strategy S =

(
{A0, A1}, {B0, B1}, |ψ〉

)

is optimal for CHSH, then

A0 |ψ〉 = B0+B1√
2

|ψ〉 , and A1 |ψ〉 = B0−B1√
2

|ψ〉 .

Here we work with binary observables a0, a1 and b0, b1 as generators for A
Z2,Z2

PVM
⊗minA

Z2,Z2

PVM
.

The above equations imply that the state f induced by S satisfies

f
(
(a0 ⊗ 1− 1⊗ b0+b1√

2
)2
)
= f

(
(a1 ⊗ 1− 1⊗ b0−b1√

2
)2
)
= 0.

So we take Γ = { b0+b1√
2
, b0−b1√

2
}. We also require b0+b1√

2
and b0−b1√

2
are binary observables as

in Condition (i) of Definition 6.1, which is equivalent to require b0 and b1 anticommute.

7We remark that we do not know if the class of imitation games introduced in [Lup+20] fits into this
framework. The reason is that we are not aware of any Hilber-space-free way to encode the relations
between Alice and Bob’s measurements which are employed in perfect strategies of imitation games
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This gives the relations set R = {b0b1 + b1b0}. The game algebra associated with CHSH

is A
Z2,Z2

PVM
/〈R〉 ∼= Cl2, the Clifford algebra of rank 2.

In the following, we present a tracial-state characterization of self-testing for nonlocal
games that have determining pairs. For such a nonlocal game G, we show that its self-
testing property of G can be characterized by tracial states on the associated game algebra
C∗(G). Then we illustrate that every synchronous game or XOR game has a determining
pair. So their self-testing properties can be characterized by tracial states on the respect
game algebras.

6.1. General results for correlations. We first prove the following general statement
for extreme quantum correlations.

Theorem 6.2. Suppose a nonlocal game G has a determining pair (Γ,R). Let C∗(G) be
the associated game algebra, and let q : A

Y,B
PVM

→ C∗(G) be the quotient map. If an extreme
quantum correlation p is optimal for G, then the following statements are equivalent.

(a) p is a self-test for all quantum models.

(b) p is an abstract state self-test for finite-dimensional states on A
X,A
PVM

⊗min A
Y,B
PVM

.

(c) There is a unique finite-dimensional tracial state τ on A
X,A
PVM

satisfying

τ(r∗r) = 0 for all r ∈ R, and(6.3)

τ(γxan
y
b ) = p(a, b|x, y) for all a, b, x, y.(6.4)

(d) There is a unique finite-dimensional irreducible ∗-representation π : A
Y,B
PVM

→
Md(C) such that the linear functional τ := trd ◦π satisfies Equations (6.3) and (6.4).

The proof is established on a sequence of technical lemmas that characterize the non-
local games that have determining pairs. We outline some proof ideas. Suppose p ∈ ∂eCq

is optimal for a nonlocal game G with determining pair (Γ,R). We will show that p
must have a full-rank projective model, so p has a unique finite-dimensional state on the
product of PVM algebras if and only if it has a unique finite-dimensional state on the
product of POVM algebras. The latter condition is equivalent to part (a), as shown in
Theorem 3.7. So (a) ⇔ (b). For (b) ⇔ (c), we demonstrate a one-to-one correspon-

dence between states on A
X,A
PVM

⊗min A
Y,B
PVM

for p and tracial states on A
Y,B
PVM

satisfying
Equations (6.3) and (6.4). For (c) ⇔ (d), we use the one-to-one correspondence between
finite-dimensional irreducible representations and finite-dimensional extreme tracial states
that was established in Corollary 5.9.

For notational convenience, we denote by T (p)(Γ,R) the set of tracial states on A
Y,B
PVM

that satisfy Equations (6.3) and (6.4). We use T
(p)
fin (Γ,R) to denote the set of finite-

dimensional tracial states in T (p)(Γ,R). From Equations (6.3) and (6.4), it is clear

that both T (p)(Γ,R) and T
(p)
fin (Γ,R) are convex sets. We denote by ∂eT

(p)(Γ,R) and

∂eT
(p)
fin (Γ,R) the extreme points in T (p)(Γ,R) and T

(p)
fin (Γ,R) respectively. Later, in

Lemma 6.6, we will see that T
(p)
fin (Γ,R) is a convex face of Tfin(A

Y,B
PVM

) whenever p is
an extreme point in Cq.
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Recall that a state f on the ∗-algebra A
X,A
PVM

⊗A
Y,B
PVM

is said to be optimal for a nonlocal
game G = (X, Y,A,B, µ, V ) if f(ΦG) = wq(G), where ΦG is the game polynomial.

Lemma 6.3. Suppose a nonlocal game G = (X, Y,A,B, µ, V ) has a determining pair

(Γ,R). If a tracial state τ on A
Y,B
PVM

satisfies τ(r∗r) = 0 for all r ∈ R, then τ extends

uniquely to a state f on A
X,A
PVM

⊗ A
Y,B
PVM

which is optimal for G and satisfies

f(mx1

a1
· · ·mxk

ak
⊗ ny1

b1
· · ·nyℓ

bℓ
) = τ(γxk

ak
· · · γx1

a1
ny1
b1
· · ·nyℓ

bℓ
)(6.5)

for all k, ℓ ∈ N and x1, . . . , xk ∈ X, a1, . . . , ak ∈ A, y1, . . . , yℓ ∈ Y , b1, . . . , bℓ ∈ B. If
in addition, τ is finite-dimensional (resp. amenable), then f is finite-dimensional (resp.
min-continuous).

Proof. Suppose τ is a tracial state on A
Y,B
PVM

such that τ(r∗r) = 0 for all r ∈ R. Then τ

drops to a tracial state τ̃ on the quotient C∗(G) such that τ = τ̃ ◦ q, where q : A
Y,B
PVM

→
C∗(G) is the quotient map. Let (Hτ̃ , πτ̃ , |τ̃〉) be the standard GNS for τ̃ . Here πτ̃ is the
left regular representation for τ̃ . Then πτ := πτ̃ ◦ q is the left regular representation for
τ , and (Hτ̃ , πτ , |τ̃〉) is the standard GNS for τ .

Note that for every x ∈ X , {q(γxa) : a ∈ A} is a PVM in the quotient C∗(G). This means
every {πop

τ̃

(
q(γxa )

)
: a ∈ A} is a PVM on Hτ̃ . It follows that every {πop

τ (γxa ) : a ∈ A} is

a PVM on Hτ̃ . Hence there is a ∗-representation π : A
X,A
PVM

⊗ A
Y,B
PVM

→ B(Hτ̃ ) sending

mx
a⊗1 7→ πop

τ (γxa) and 1⊗ny
b 7→ πτ (n

y
b) for all a, b, x, y. Let f be the state on A

X,A
PVM

⊗A
Y,B
PVM

defined by f(α) := 〈τ̃ | π(α) |τ̃〉 , α ∈ A
X,A
PVM

⊗ A
Y,B
PVM

. Then

f(mx1

a1 · · ·mxk
ak

⊗ ny1
b1
· · ·nyℓ

bℓ
) = 〈τ̃ | πop

τ (γxk
ak

· · · γx1

a1 )πτ (n
y1
b1
· · ·nyℓ

bℓ
) |τ̃〉

= 〈τ̃ |πτ (γxk
ak

· · · γx1

a1
ny1
b1
· · ·nyℓ

bℓ
) |τ̃〉

= τ(γxk
ak

· · · γx1

a1
ny1
b1
· · ·nyℓ

bℓ
)

for all k, ℓ ∈ N and x1, . . . , xk ∈ X , a1, . . . , ak ∈ A, y1, . . . , yℓ ∈ Y , b1, . . . , bℓ ∈ B. This
proves Equation (6.5). Meanwhile,

π(mx
a ⊗ 1) |τ̃〉 = πop

τ (γxa ) |τ̃〉 = πτ (γ
x
a ) |τ̃〉 = π(1⊗ γxa ) |τ̃〉 .

This implies f
(
(mx

a ⊗ 1 − 1 ⊗ γxa )
2
)
= 0. So f satisfies part (a) of condition (ii) in

Definition 6.1. Part (b) of condition (ii) follows from Equation (6.5). We conclude that
f is optimal for G. Since monomials of the form mx1

a1 · · ·mxk
ak

⊗ ny1
b1
· · ·nyℓ

bℓ
span a dense

subset of A
X,A
PVM

⊗ A
Y,B
PVM

. Equation (6.5) implies that f is uniquely determined by τ .
If τ is amenable, then πop

τ × πτ is min-continuous, and hence f is min-continuous. If τ
is finite-dimensional, then Hτ̃ is finite-dimensional, and hence f is finite-dimensional. �

Proposition 6.4. Suppose G has a determining pair (Γ,R) and p ∈ Cqc is optimal for

G. There is a bijective correspondence between states on A
X,A
PVM

⊗ A
Y,B
PVM

for p and tracial
states in T (p)(Γ,R), sending an f to the tracial state τ := f |1⊗A

Y,B
PVM

. Moreover,

(a) f is finite-dimensional if and only if the corresponding τ is finite-dimensional, and

(b) f is min-continuous if the corresponding τ is amenable.
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Proof. Let f be a state on A
X,A
PVM

⊗ A
Y,B
PVM

for p. Since p is optimal for G, f is an optimal
state for G. So

f
(
(mx

a ⊗ 1− 1⊗ γxa )
2
)
= 0(6.6)

for all x ∈ X, a ∈ A, and τ := f |1⊗A
Y,B
PVM

is a tracial state on A
Y,B
PVM

satisfying τ(r∗r) = 0

for all r ∈ R. Let (H, π, |ψ〉) be a GNS representation for f . Equation (6.6) implies

π(mx
a ⊗ 1) |ψ〉 = π(1⊗ γxa ) |ψ〉

for all x ∈ X, a ∈ A. It follows that

τ(γxan
y
b ) = 〈ψ|π(1⊗ γxan

y
b ) |ψ〉 = 〈ψ|π(mx

a ⊗ ny
b) |ψ〉 = f(mx

a ⊗ ny
b ) = p(a, b|x, y)

for all a, b, x, y. So τ is a tracial state in T (p)(Γ,R). Moreover, if f is finite-dimensional,

then τ factors through the finite-dimensional C∗-algebra π(1 ⊗ A
Y,B
PVM

), and hence τ is
finite-dimensional. The rest of the proof follows straightforwardly from Lemma 6.3. �

Lemma 6.5. Suppose G = (X, Y,A,B, µ, V ) has a determining pair (Γ,R). If a quantum
correlation p ∈ Cq(X, Y,A,B) is optimal for G, then p has a full-rank projective model.

Proof. Let f be a finite-dimensional state on A
X,A
PVM

⊗min A
Y,B
PVM

for p, and let τ be the

corresponding tracial state in T
(p)
fin (Γ,R) given by Proposition 6.4. Since τ is a finite-

dimensional tracial state on A
Y,B
PVM

, by Proposition 5.6, τ has a convex combination τ =

λ1τ1 + · · ·+ λkτk of tracial states τ1, . . . , τk ∈ ∂eTfin(A
X,A
PVM

). By Proposition 5.8, every τi
has a GNS representation

(
Cdi ⊗ Cdi ,1⊗ πi(·), |ϕdi〉

)
, where di ≥ 1, πi : A → Mdi(C) is

an irreducible ∗-representation, and |ϕdi〉 = 1√
di

∑di
j=1 |j〉 ⊗ |j〉. Note that λ1, . . . , λk > 0,

so τ(r∗r) = 0 for all r ∈ R implies τi(r
∗r) = 0 for all r ∈ R and 1 ≤ i ≤ k. Since

every {γxa : a ∈ A} is a PVM in the quotient A
Y,B
PVM

/〈R〉, every {πi(γxa )T : a ∈ A} is

a PVM on Cdi . Let Mx
a :=

⊕k
i=1 πi(γ

x
a )

T , Ny
b :=

⊕k
i=1 πi(n

y
b) for all a, b, x, y, and let

|ψ〉 =
⊕k

i=1

√
λi |ϕdi〉. Then

S :=

(
k⊕

i=1

C
di ,

k⊕

i=1

C
di , {Mx

a }, {Ny
b }, |ψ〉

)

is a full-rank projective quantum model such that

pS(a, b|x, y) =
k∑

i=1

λi 〈ϕdi| πi(γxa )T ⊗ πi(n
y
b ) |ϕdi〉 =

k∑

i=1

λi 〈ϕdi| 1⊗ πi(γ
x
a )πi(n

y
b ) |ϕdi〉

=
k∑

i=1

λi 〈ϕdi| 1⊗ πi(γ
x
an

y
b ) |ϕdi〉 =

k∑

i=1

λiτi(γ
x
an

y
b ) = τ(γxan

y
b) = p(a, b|x, y)

for all a, b, x, y. This completes the proof. �

In the proof of Lemma 6.5, we see that the model S employs a direct sum of maximally
entangled states. When p is an extreme point in Cq, we can strengthen Lemma 6.5: p has
a projective model which employs a single maximally entangled state. The proof is based

on the observation that T
(p)
fin (Γ,R) is a convex face of Tfin(A

Y,B
PVM

) whenever p is extreme.
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Lemma 6.6. Suppose G has a determine pair (Γ,R) and p ∈ Cq is optimal for G. If p is
an extreme point in Cq, then

(a) T
(p)
fin (Γ,R) ∩ ∂eTfin(A Y,B

PVM
) = ∂eT

(p)
fin (Γ,R),

(b) T
(p)
fin (Γ,R) = conv

(
∂eT

(p)
fin (Γ,R)

)
, and

(c) p has a projective quantum model that employs a maximally entangled state.

Proof. For part (a), it is clear that T
(p)
fin (Γ,R) ∩ ∂eTfin(A Y,B

PVM
) ⊆ ∂eT

(p)
fin (Γ,R). To see the

converse inclusion, we assume for the sake of contradiction that there is a τ ∈ ∂eT
(p)
fin (Γ,R)

which is not in ∂eTfin(A
Y,B
PVM

). Then there are distinct τ1, τ2 ∈ Tfin(A
Y,B
PVM

) and 0 < λ < 1
such that τ = λτ1+(1−λ)τ2. τ is in T (p)(Γ,R), so τ(r∗r) = 0 for all r ∈ R. Since λ > 0,
1− λ > 0, and τ1(r

∗r), τ2(r
∗r) ≥ 0, it follows that

τ1(r
∗r) = τ2(r

∗r) = 0(6.7)

for all r ∈ R. By Lemma 6.3, the vectors p1, p2 ∈ RA×B×X×Y defined by pi(a, b|x, y) =
τi(γ

x
an

y
b ), i ∈ {1, 2} are optimal quantum correlations for G such that p = λp1 + (1− λ)p2.

Because p is an extreme point in Cq, we have p1 = p2 = p. Equation (6.7) implies τ1, τ2 ∈
T

(p)
fin (Γ,R), which contradicts the assumption that τ is an extreme point in T

(p)
fin (Γ,R).

We conclude that T
(p)
fin (Γ,R) ∩ ∂eTfin(A Y,B

PVM
) = ∂eT

(p)
fin (Γ,R).

Now we prove part (b). For any τ ∈ T
(p)
fin (Γ.R), by Proposition 5.6, τ is a convex

combination τ = λ1λ1 + · · · + λkλk of τ1, . . . , τk ∈ Tfin(A
Y,B
PVM

). Since every λ1 > 0,
τ(r∗r) = 0 for all r ∈ R implies τi(r

∗r) = 0 for all 1 ≤ i ≤ k and r ∈ R. Again, by

Lemma 6.3 and the extremality of p, every τi is on T
(p)
fin (Γ,R). Hence by part (a), every

τi is in ∂eT
(p)
fin (Γ,R). This proves part (b).

For (c), we first note that T
(p)
fin (Γ,R) is non-empty, because p is optimal for G. Let

τ ∈ ∂eT
(p)
fin (Γ,R). Then by part (a), τ ∈ ∂eTfin(A

Y,B
PVM

). By Proposition 5.8, τ has a

GNS representation
(
Cd⊗Cd,1⊗π(·), |ϕd〉

)
where π : A

Y,B
PVM

→Md(C
d) is an irreducible

∗-representation and |ϕd〉 is a maximally entangled state. Let Mx
a := π(γxa)

T and Ny
b :=

π(ny
b) for all a, b, x, y. Then following the same reasoning as in the proof of Lemma 6.5,

S :=
(
C

d,Cd, {Mx
a }, {Ny

b }, |ϕd〉
)

is a projective quantum model for p that employs a maximally entangled state. �

Now we are ready to proof Theorem 6.2.

Proof of Theorem 6.2. (a)⇔(b): By Lemma 6.5, p has a full-rank projective quantum
model. Then by [Pad+23, Corollary 3.6], p is a self-test for all quantum models if and
only if p is an abstract state self-test for projective finite-dimensional states. So (a)⇔(b)
follows.

(b)⇔(c) follows directly from the bijective correspondence between finite-dimensional

states on A
X,A
PVM

⊗min A
Y,B
PVM

for p and tracial states in T
(p)
fin (Γ,R), as shown in Proposi-

tion 6.4.
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(c)⇔(d): By Lemma 6.6, T
(p)
fin (Γ,R) contains a unique element if and only if ∂eT

(p)
fin (Γ,R)

contains a unique element. So (c)⇔(d) follows from the correspondence between tracial

states in ∂eT
(p)
fin (Γ,R) and representations in Irrfin

(
A

Y,B
PVM

)
which satisfy part (d) of The-

orem 6.2, as shown in Corollary 5.9. �

Corollary 6.7. Let G be a nonlocal game with a determining pair (Γ,R). Suppose
p ∈ ∂eCq is optimal for G and is a self-test for quantum models. Let f , τ , and π :

A
Y,B
PVM

→Md(C) be unique finite-dimensional state on A
X,A
PVM

⊗minA
Y,B
PVM

for p, then unique
tracial stat in Tfin(Γ,R), and the unique irreducible representation given by part (d) of

Theorem 6.2 respectively. Let M̃x
a := π(γxa )

T and Ñy
b := π(ny

b ) for all a, b, x, y, and let

|ϕd〉 := 1√
d

∑d
i=1 |i〉 ⊗ |i〉. Then

(a) the tuple
(
C

d ⊗ C
d,1⊗ π(·), |ϕd〉

)
is a GNS representation for τ ,

(b) S̃ :=
(
Cd,Cd, {M̃x

a }, {Ñy
b }, |ϕd〉

)
is an ideal model for p, and

(c) the tuple
(
Cd ⊗ Cd, πA ⊗ πB, |ϕd〉

)
is a GNS representation for f , where πA ⊗ πB

is the associated representation of S̃.

6.2. General results for nonlocal games. We also prove the following general state-
ment for nonlocal games.

Theorem 6.8. Let G be a nonlocal game with a determining pair (Γ,R), and let C∗(G)
be the associated game algebra. Then the following statements are equivalent.

(a) G is a self-test for its optimal quantum strategies.

(b) There is a unique finite-dimensional optimal state on A
X,A
PVM

⊗min A
Y,B
PVM

for G.
(c) C∗(G) has a unique finite-dimensional tracial state.

(d) C∗(G) has a unique finite-dimensional irreducible ∗-representation.
For the proof, we need to establish a correspondence between optimal states for G and

tracial states on C∗(G). Given a nonlocal game G with a determining pair (Γ,R), we say

a tracial state τ on A
Y,B
PVM

is optimal for G if τ(r∗r) = 0 for all r ∈ R. By Lemma 6.3, if
τ is an optimal tracial state for G, then the correlation defined by p(a, b|x, y) = τ(γxan

y
b )

is optimal for G. Hence a tracial state τ on A
Y,B
PVM

is optimal for G if and only if τ is in
T (p)(Γ,R) for some optimal p ∈ Cqc for G. The following correspondence between optimal

states on A
X,A
PVM

⊗ A
Y,B
PVM

for G and optimal tracial states on A
X,A
PVM

⊗ A
Y,B
PVM

for G is an
immediate consequence of Proposition 6.4.

Lemma 6.9. Suppose G has a determining pair (Γ,R). There is a bijective correspon-

dence between optimal states on A
X,A
PVM

⊗A
Y,B
PVM

for G and optimal tracial states on A
Y,B
PVM

for G, sending an f to the tracial state τ := f |1⊗A
Y,B
PVM

. Moreover,

(a) f is finite-dimensional if and only if the corresponding τ is finite-dimensional, and

(b) f is min-continuous if the corresponding τ is amenable.
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Any optimal tracial state for a nonlocal game G with determining pair (Γ,R) drops
to a tracial state on the quotient C∗(G) and vice versa. The following correspondence
between optimal tracial states for G and tracial states on the associated game algebra
C∗(G) follows straight from Propositions 5.11 and 5.14.

Lemma 6.10. Suppose G has a determining pair (Γ,R), and let C∗(G) be the associated
game algebra. Then there is a bijective correspondence between optimal tracial states on
A

Y,B
PVM

for G with respect to (Γ,R) and tracial states on C∗(G). Moreover,

(a) an optimal tracial state on A
Y,B
PVM

is finite-dimensional if and only if the corre-
sponding tracial state on C∗(G) is finite-dimensional, and

(b) an optimal tracial state on A
Y,B
PVM

is amenable if the corresponding tracial state on
C∗(G) is amenable.

Put everything together, we conclude that:

Proposition 6.11. Suppose G has a determining pair (Γ,R). Then there is a bijective

correspondence between optimal states on A
X,A
PVM

⊗A
Y,B
PVM

for G and tracial states on C∗(G).
Moreover,

(a) an optimal state is finite-dimensional if and only if the corresponding tracial state
is finite-dimensional, and

(b) an optimal state is min-continuous if the corresponding tracial state is amenable.

Now we are ready to prove Theorem 6.8

Proof of Theorem 6.8. (a)⇔(b): By Lemmas 4.3 and 4.4, both (a) and (b) imply that G
has a unique optimal quantum correlation p and p is an extreme point in Cq. So (a)⇔(b)
follows from (a)⇔(b) in Theorem 6.2.

(b)⇔(c) follows directly from the correspondence between finite-dimensional optimal

states on A
X,A
PVM

⊗min A
Y,B
PVM

for G and finite-dimensional tracial states on C∗(G), as shown
in Proposition 6.11.

(c)⇔(d): By Proposition 5.6, Tfin
(
C∗(G)

)
contains a unique element if and only if

∂eTfin
(
C∗(G)

)
contains a unique element. So (b)⇔(c) follows from Corollary 5.9. �

Corollary 6.12. Let G be a nonlocal game with a determining pair (Γ,R). Let C∗(G) be
the associated game algebra, and let q : A

Y,B
PVM

→ C∗(G) be the quotient map. Suppose G is
a self-test for its optimal quantum strategies. Let p ∈ ∂eCq be the unique optimal quantum
correlation for G given by Lemma 4.2. Then p is a self-test for quantum models. Let π̃
be the unique ∗-representation in Irrfin

(
C∗(G)

)
given by the part (d) of Theorem 6.8, and

let π be the irreducible ∗-representation on A
Y,B
PVM

given by part (d) of Theorem 6.2. Then
π = π̃ ◦ q.
6.3. Self-testing for synchronous games. Recall that a game G = (X, Y,A,B, µ, V )
is said to a synchronous game if A = B,X = Y , and V (a, a′|x, x) = 0 for all x ∈ X and
a 6= a′ in A. We make the convention that the question distribution in a synchronous
game is uniform on X × Y , and we use G = (X,A, V ) to denote a synchronous game.
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Given a synchronous game G = (X,A, V ) and a projective commuting operator strategy
S = (H, {Mx

a }, {Ny
b }, |ψ〉) for G. The strategy S is perfect for G if and only if

〈ψ|Mx
aN

y
b |ψ〉 = 0(6.8)

whenever V (a, b|x, y) = 0. As shown in [Pau+16, Theorem 5.5], if S is perfect for G, then
Mx

a |ψ〉 = Nx
a |ψ〉(6.9)

for all a ∈ A and b ∈ B.

Proposition 6.13. Suppose G = (X,A, V ) is a synchronous game with wqc(G) = 1. Then
G has a determining pair (Γ,R) where

• γxa = nx
a for all a ∈ A and x ∈ X, and

• R = {nx
an

y
b : V (a, b|x, y) = 0}.

Proof. Since every {nx
a : a ∈ A} is a PVM in A

X,A
PVM

, every γxa is self-adjoint in A
X,A
PVM

and

every {γxa : a ∈ A} is a PVM in C∗(G) := A
X,A
PVM

/〈R〉. Condition (i) of Definition 6.1
holds.

Next we examine condition (ii). Let f be a state on A
X,A
PVM

⊗A
Y,B
PVM

, and let (H, π, |ψ〉)
be a GNS representation for f . Let Mx

a := π(mx
a), N

x
a := π(nx

a) for all a ∈ A, x ∈ X , and
let S := (H, {Mx

a }, {Ny
b }, |ψ〉) be a projective commuting operator strategy for G

Suppose f is perfect for G. Then S is perfect for G. Equation (6.9) implies that

f
(
(mx

a ⊗ 1− 1⊗ γxa )
2
)
= ‖(Mx

a −Nx
a ) |ψ〉‖2 = 0

for all a ∈ A and x ∈ X . Hence f satisfies part (b) of condition (ii) in Definition 6.1. Let

w1 = nx1

a1 · · ·nxk
ak

and w2 = ny1
b1
· · ·nyℓ

bℓ
be two monomials in A

X,A
PVM

. Note that every Mx
a is

self-adjoint and commutes with every Ny
b . By Equation (6.9) again,

f(1⊗ w2w1) = 〈ψ|Ny1
b1

· · ·Nyℓ
bℓ
Nx1

a1 · · ·N
xk
ak

|ψ〉 = 〈ψ|Mxk
ak

· · ·Mx1

a1N
y1
b1

· · ·Nyℓ
bℓ
|ψ〉

= 〈ψ|Nx1

a1
· · ·Nxk

ak
Ny1

b1
· · ·Nyℓ

bℓ
Nx1

a1
· · ·Nxk

ak
|ψ〉 = f(1⊗ w1w2).

Since w1 and w2 were arbitrary and monomials over {ny
b : y ∈ X, b ∈ A} form a dense

subset of A
X,A
PVM

, the linearly functional τ := f |1⊗A
X,A
PVM

is a tracial state on A
X,A
PVM

. For any

relation r = nx
an

y
b in R, by Equations (6.8) and (6.9),

τ(r∗r) = τ(ny
bn

x
an

x
an

y
b ) = τ(nx

an
y
b ) = 〈ψ|Nx

aN
y
b |ψ〉 = 〈ψ|Mx

aN
y
b |ψ〉 = 0.

We conclude that f satisfies condition (ii) in Definition 6.1.
Now suppose f satisfies condition (ii) in Definition 6.1. By part (a) of condition (ii),

the strategy S satisfies Equation (6.9) for all a ∈ A and x ∈ X . Part (b) of condition (ii)
implies that τ := f |1⊗A

X,A
PVM

is a tracial state satisfying

0 = τ
(
(nx

an
y
b )

∗(nx
an

y
b )
)
= τ(nx

an
y
b ) = 〈ψ|Ny

aN
y
b |ψ〉 |ψ〉 = 〈ψ|Mx

aN
y
b |ψ〉 .

whenever V (a, b|x, y) = 0. This implies S is perfect for G, and hence f is perfect for
G. �
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We refer to C∗(G) := A
X,A
PVM

/〈R〉, withR defined in Proposition 6.13, as the synchronous
algebra for G.

Note that for any synchronous correlation p ∈ Csyn
qc (X,A), one can define a synchronous

game G = (X,A, V ) such that p is perfect for G. So Theorem 6.2 applies to all synchronous
correlations.

Theorem 6.14. Suppose a synchronous quantum correlation p ∈ Csyn
q (X,A) is an ex-

treme point in Cq. Then p is a self-test for quantum models if and only there is a unique

finite-dimensional tracial state on A
Y,B
PVM

such that τ(nx
an

y
b ) = p(a, b|x, y) for all a, b, x, y.

Proof. Let G = (X,A, V ) be the nonlocal synchronous game defined by V (a, b|x, y) = 0 if
and only if p(a, b|x, y) = 0. Then p is a perfect quantum correlation for G. Let (Γ,R) be
the determining pair of G defined in Proposition 6.13. Then a finite-dimensional tracial
state τ on A

X,A
PVM

is in T p
fin(Γ,R) if and only if

(i) τ(nx
an

y
b ) = p(a, b|x, y) for all a, b, x, y, and

(ii) τ
(
(nx

an
y
b)

∗(nx
an

y
b)
)
= τ(nx

an
y
b) = 0 whenever V (a, b|x, y) = 0.

Note that (ii) is equivalent to τ(nx
an

y
b ) = 0 whenever p(a, b|x, y) = 0, and this is already

implied by (i). So T
(p)
fin (Γ,R) consists of all finite-dimensional tracial states that satisfy

(i). The theorem follows from (a)⇔(c) in Theorem 6.2. �

In terms of self-testing for synchronous games, Theorem 6.8 immediately implies the
following characterization.

Theorem 6.15. Let G = (X,A, V ) be a synchronous game, and let C∗(G) be the associated
synchronous algebra. The following statements are equivalent.

(a) G is a self-test for its perfect quantum strategies.

(b) C∗(G) has a unique finite-dimensional tracial states.

(c) C∗(G) has a unique finite-dimensional irreducible ∗-representation.
6.4. Self-testing for XOR games. Recall that a nonlocal game G = (I, J, A,B, µ, V )
is an XOR game if A = B = {0, 1}, and there is a matrix (tij) ∈ {0, 1}I×J such that

V (a, b|i, j) =
{
1 if a⊕ b = tij
0 otherwise.

We also define the cost matrix (ωij) for G where ωij := (−1)tijµ(i, j). We always assume
µ is non-degenerate, meaning that µ(i, j) 6= 0 for all i ∈ X, j ∈ Y . So the cost matrix
completely determines (tij) and µ. We use G =

(
I, J, (ωij)

)
to denote an XOR game.

When working with XOR games, we usually use binary observable generators xi := mi
0 −

mi
1, i ∈ I for A

I,{0,1}
PVM

and yj := nj
0 − nj

1, j ∈ J for A
J,{0,1}
PVM

.
Every XOR game G =

(
I, J, (ωij)

)
has associated marginal row biases {ri; i ∈ I} and

associated column biases {cj : j ∈ J}, where ri > 0 and cj > 08 for all i, j ∈ I. Let f be

8In general, if µ is degenerate, then the cost matrix (ωij) may have a all-zero row or column and there
could be a zero row or column bias.
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state on A
I,{0,1}
PVM

⊗ A
J,{0,1}
PVM

, let (H, π, |ψ〉) be a GNS representation for f , and let

Xi := π
(
xi ⊗ 1

)
, i ∈ I and Yj := π

(
1⊗ yj

)
, j ∈ J

be the binary observables employed by Alice and Bob. Then {Xi |ψ〉 : i ∈ I}, {Yj |ψ〉 :
j ∈ J} is a vector strategy for G. As shown in [Slo11, Corollary 3.2], f is optimal for G if
and only if

1

ri

∑

j∈J
ωijYj |ψ〉 = Xi |ψ〉(6.10)

for all i ∈ I. Equation (6.10) can also be replaced by

1

cj

∑

i∈I
ωijXi |ψ〉 = Yj |ψ〉(6.11)

for all j ∈ J .

Proposition 6.16. Let G =
(
I, J, (ωij)

)
be an XOR game, and let {ri : i ∈ I} be the

associated row biases. Then G has a determining pair (Γ,R), where Γ = {γia : i ∈ I, a ∈
{0, 1}} is given by

γia =
1

2

(
1− 1

ri

∑

j∈J
ωij(1− 2nj

a)
)
,(6.12)

and the relations R consists of
(∑

j∈J
ωij(n

j
0 − nj

1)
)2 − r2i(6.13)

for all i ∈ I.

Proof. Since every nj
a is self-adjoint in A

J,{0,1}
PVM

, every γia is self-adjoint in A
J,{0,1}
PVM

. Equa-
tion (6.12) implies that

γi0 − γi1 =
1

ri

∑

j∈J
ωij(n

j
0 − nj

1),

so the relations in R can be expressed as (γi0 − γi1)
2 − 1, i ∈ I. Hence every γi0 − γi1 is

a binary observable in C∗(G) := A
J,{0,1}
PVM

/〈R〉. This means every {γi0, γi1} is a PVM in
C∗(G). Condition (i) of Definition 6.1 holds.

Now we examine Condition (ii) of Definition 6.1. Let f be state on A
I,{0,1}
PVM

⊗A
J,{0,1}
PVM

,
let (H, π, |ψ〉) be a GNS representation for f , and let Xi := π

(
xi ⊗ 1

)
, Yj := π

(
1 ⊗ yj

)
,

and Ŷj :=
1
cj

∑
i∈I ωijXi for all i ∈ I, j ∈ J , where {cj : j ∈ J} is the column biases.

Suppose f is optimal. Then Xi, Yj satisfy Equations (6.10) and (6.11). This implies

π
(
1⊗ (γi0 − γi1)

)
|ψ〉 = 1

rj

∑

j∈J
wijYj |ψ〉 = Xi |ψ〉

for all i ∈ I. Replacing the binary observables with the corresponding PVM elements in
the above equation, we have

π(1⊗ γia) |ψ〉 = π(mi
a ⊗ 1) |ψ〉 .
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It follows that

f
((
mi

a ⊗ 1− 1⊗ γia
)2)

= 0

for all i ∈ I and a ∈ {0, 1}. Hence f satisfies part (a) of condition (ii). Note that Ŷj, Yℓ
are self-adjoint and [Ŷj, Yℓ] = 0 for all j, ℓ ∈ J . Then for any monomials W1 := yi1 · · · yik
and W2 := yj1 · · · yjℓ in A

J,{0,1}
PVM

, Equation (6.11) implies that

f(1⊗W1W2) = 〈ψ|Yi1 · · ·YikYj1 · · ·Yjℓ |ψ〉 = 〈ψ| Ŷjℓ · · · Ŷj1Yi1 · · ·Yik |ψ〉
= 〈ψ|Yj1 · · ·YjℓYi1 · · ·Yik |ψ〉 = f(1⊗W2W1).

It follows that τ := f |
1⊗A

J,{0,1}
PVM

is a tracial state. For any relation s =
(∑

j∈J ωijyi
)2−r2i ∈

R, by Equation (6.10),

π(1⊗ s) |ψ〉 = r2i
(
Ŷ 2
j |ψ〉 − |ψ〉

)
= r2i

(
ŶjYj |ψ〉 − |ψ〉

)

= r2i
(
YjŶj |ψ〉 − |ψ〉

)
= r2i

(
Y 2
j |ψ〉 − |ψ〉

)
= 0.

The last equality uses the fact that Y 2
j = 1. Hence τ(s∗s) = 〈ψ|π(1⊗ s∗s) |ψ〉 = 0 for all

s ∈ R. We conclude that f satisfies part (b) condition (ii) in Definition 6.1.
On the other hand, suppose f satisfies parts (a) and (b) in condition (ii). Then in part

(a), by replacing the PVM elements with the corresponding binary observables, we see
that Equation (6.10) holds. This means f is optimal. We conclude that (Γ,R) satisfies
condition (ii) in Definition 6.1. Hence (Γ,R) is a determining pair for G. �

We refer to C∗(G) := A
J,{0,1}
PVM

/〈R〉, with R defined in Proposition 6.16, as the solution
algebra for G. In [Slo11, Proposition 2.8], Slofstra shows that G has a unique optimal
quantum correlation p if and only if the solution algebra for G is Clifford. Furthermore,
the associated XOR correlation c with p has rank r if and only if the corresponding Clifford
algebra is of rank r. Here the Clifford algebra Clr of rank r refers to the universal C∗-
algebra generated by indeterminates x1, · · · , xr and subject to the relations xixj +xjxi =
2δij , 1 ≤ i, j ≤ n. This algebra has either one (when r is even) or two (when r is odd)
irreducible ∗-representations of dimension 2⌊r/2⌋.

Theorem 6.17. An XOR game G is a self-test for its optimal quantum strategies if and
only if G has a unique optimal quantum correlation p and the associated XOR correlation
with p has even rank.

Proof. For the “only if” direction, suppose G is a self-test for its optimal quantum strate-
gies. Then by Lemma 4.2, G has a unique optimal quantum correlation p. Let r be the
rank of the associated XOR correlation with p. By Theorem 6.8, the solution algebra Clr
for G has a unique finite-dimensional irreducible ∗-representation. So r must be even.

For the “if” direction, suppose G has a unique optimal quantum correlation p and the
associated XOR correlation with p has even rank. This implies the solution algebra Clr
for G has a unique finite-dimensional irreducible ∗-representation. By Theorem 6.8 again,
G is a self-test for its optimal quantum strategies. �
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7. Tracial states and robust self-tests

Suppose a nonlocal game G has a determining pair (Γ,R), and let C∗(G) be the associ-
ated game algebra. In this section, we show that if (Γ,R) is robust in a certain way, then
the robust self-testing property of G can be characterized by amenable tracial states on
C∗(G).

7.1. Robustness of determining pairs.

Definition 7.1. A determining pair (Γ,R) for a nonlocal game G is ν-robust (or simply
called robust) if there exists a function ν : R≥0 → R≥0 with ν(ǫ) → 0 as ǫ → 0 such that
for any ǫ ≥ 0 and any projective ǫ-optimal quantum strategy

S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)

for G,
(i) ‖

(
πA(m

x
a)⊗ 1 − 1 ⊗ πB(γ

x
a )
)
|ψ〉‖ ≤ ν(ǫ) for all x ∈ X, a ∈ A, where πA ⊗ πB is

the associated representation of S,

(ii) ‖πB(r)‖ρB ≤ ν(ǫ) for all r ∈ R, where ρB := TrHB
(|ψ〉 〈ψ|), and

(iii) ‖πB(ny
b )
√
ρB −√

ρBπB(n
y
b)‖F ≤ ν(ǫ) for all y ∈ Y, b ∈ B.

Recall that the big Frobenius norm ‖·‖F on Md(C) is defined by ‖T‖F =
√

Tr(T ∗T ),

and the ρ-norm ‖·‖ρ is defined by ‖T‖ρ =
√

Tr(T ∗Tρ). Intuitively, a determining pair
(Γ,R) is robust for a game G if in any near-optimal strategy for G, the action of Alice’s
measurement mx

a is approximately equal to the action of Bob’s measurement γxa , and
Bob’s measurements respect the relations in R approximately.

Lemma 7.2. Suppose G is a nonlocal game with a ν-robust determining pair (Γ,R). Let

S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)

be a projective ǫ-optimal quantum strategy for G, and let φ := fS|1⊗A
Y,B
PVM

where fS is the

state on A
X,A
PVM

⊗min A
Y,B
PVM

induced by S. Then

(a)
√
φ(r∗r) ≤ ν(ǫ) for all r ∈ R,

(b) ‖πB(W )
√
ρB −√

ρBπB(W )‖F ≤ deg(W )ν(ǫ) for any monomial W ∈ C∗〈ny
b : b ∈

B, y ∈ Y 〉,
(c) |φ(W1W2)− φ(W2W1)| ≤

(
deg(W1) + deg(W2)

)
ν(ǫ) for any monomials W1,W2 ∈

C∗〈ny
b : b ∈ B, y ∈ Y 〉, and

(d) |φ(γxany
b)− pS(a, b|x, y)| ≤ ν(ǫ) for all a, b, x, y.

Proof. Let πA ⊗ πB be the associated representation of S, and let ρB := TrHB
(|ψ〉 〈ψ|).

For any r ∈ R,

φ(r∗r) = 〈ψ|1⊗ πB(r
∗r) |ψ〉 = ‖πB(r)‖2ρB ≤ ν(ǫ)2.

So (a) follows.
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We prove (b) by induction on the degree k of W . k = 1 follows from condition (iii)
of Definition 7.1. Now suppose (b) holds for any monomial of degree k for some k ≥ 1.

For any monomial W = α1 · · ·αkαk+1 in A
Y,B
PVM

of degree k + 1, let W ′ := α1 · · ·αk be a
monomial of degree k. Then by the induction hypothesis,

‖πB(W ′)
√
ρB −√

ρBπB(W
′)‖F ≤ kν(ǫ).

Note that ‖πB(W ′)‖op ≤ 1 and ‖πB(αk+1)‖op ≤ 1, it follows that

‖πB(W )
√
ρB −√

ρBπB(W )‖F =‖πB(W ′)πB(αk+1)
√
ρB −√

ρBπB(W
′)πB(αk+1)‖F

≤‖πB(W ′)
(
πB(αk+1)

√
ρB −√

ρBπB(αk+1)
)
‖F

+ ‖
(√

ρBπB(W
′)− πB(W

′)
√
ρB
)
πB(αk+1)‖F

≤‖πB(W ′)‖op‖πB(αk+1)
√
ρB −√

ρBπB(αk+1)‖F
+ ‖πB(αk+1)‖op‖

√
ρBπB(W

′)− πB(W
′)
√
ρB‖F

≤ν(ǫ) + kν(ǫ) = (k + 1)ν(ǫ).

So (b) holds for monomials of degree k + 1. We conclude that (b) holds.
To prove (c), we first recall that for any matrices S and T ,

|Tr(ST )| ≤ ‖S‖op · ‖T‖F .
Note that ‖√ρB‖op ≤ 1, ‖πB(W1)‖op ≤ 1, and ‖πB(W2)‖op ≤ 1. By part (b) we have

|φ(W1W2)− φ(W2W1)| =|Tr
(√

ρBπB(W1)
(
πB(W2)

√
ρB −√

ρBπB(W2)
))

+ Tr
(√

ρBπB(W2)
(
πB(W1)

√
ρB −√

ρBπB(W1)
))

|
≤‖πB(W1)

√
ρB −√

ρBπB(W1)‖F + ‖πB(W2)
√
ρB −√

ρBπB(W2)‖F
≤ deg(W1)ν(ǫ) + deg(W2)ν(ǫ) =

(
deg(W1) + deg(W2)

)
ν(ǫ).

This proves (c).
Now we prove (d). Since ‖πB(ny

B)‖op ≤ 1 and ‖
(
πA(m

x
a)⊗1−1⊗πB (γ

x
a )
)
|ψ〉‖ ≤ ν(ǫ),

|φ(γxany
b )− pS(a, b|x, y)| = |〈ψ|1⊗ πB(γ

x
an

y
b ) |ψ〉 − 〈ψ|πA(mx

a)⊗ πB(n
y
b) |ψ〉|

= |〈ψ|
(
πA(m

x
a)⊗ 1− 1⊗ πB(γ

x
a )
)
·
(
1⊗ πB(n

y
b )
)
|ψ〉|

≤ ‖
(
πA(m

x
a)⊗ 1− 1⊗ πB(γ

x
a )
)
|ψ〉‖ ≤ ν(ǫ)

for all a, b, x, y. This completes the proof. �

Given a quantum model

S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
,

by picking the Schmidt basis for |ψ〉 as bases for HA and HB, and dilating Alice or Bob’s
system so that they have the same dimension, we can always write

S =
(
C

d,Cd, {Mx
a }, {Ny

b }, |ψ〉 =
d∑

i=1

λi |i〉 ⊗ |i〉
)
,(7.1)
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where d ≥ 1 and λ1, . . . , λd ≥ 0, without changing the state induced by S. We refer to
Equation (7.1) as a balanced form of S. Indeed, if s := dim(HB)−dim(HA) > 0, then we
take HA ⊕ Cs as the new space for Alice and define her new measurement operators to
be Mx

a ⊕ 1 for one fixed a ∈ A and Mx
a′ ⊕ 0 for the rest a′ ∈ A. We can process similarly

when dim(HA) > dim(HB). So we can always assume dim(HA) = dim(HB) = d for

some d ≥ 1. Consider the Schmidt decomposition |ψ〉 =
∑k

i=1 λi |αi〉 ⊗ |βi〉 where k ≤ d,
λ1, . . . , λk > 0, and {|αi〉 : 1 ≤ i ≤ k} and {|βi〉 : 1 ≤ i ≤ k} are orthonormal sets in HA

and HB respectively. We can expand these two orthonormal sets to orthonormal bases
{|αi〉 : 1 ≤ i ≤ d} and {|βi〉 : 1 ≤ i ≤ d} for HA and HB respectively, and write |ψ〉 =∑d

i=1 λi |αi〉 ⊗ |βi〉 where λk+1 = · · · = λd = 0. After fixing the bases {|αi〉 : 1 ≤ i ≤ d}
and {|βi〉 : 1 ≤ i ≤ d}, we can identify both HA and HB with Cd, and identify |ψ〉 with∑d

i=1 λi |i〉 ⊗ |i〉. One of the advantages of the balanced form Equation (7.1) is that the

reduced density matrices of |ψ〉 on Alice and Bob’s sides are both ρ :=
∑d

i=1 λ
2
i |i〉 〈i|. So

we have |ψ〉 = √
ρ⊗ 1 |ϕ̂d〉 = 1⊗√

ρ |ϕ̂d〉, where |ϕ̂d〉 :=
∑d

i=1 |i〉 ⊗ |i〉.

Proposition 7.3. Let G = (X, Y,A,B, µ, V ) be a nonlocal game with a ν-robust determin-
ing pair (Γ,R). Suppose p ∈ Cq is an optimal quantum correlation for G. Let Sn, n ∈ N

be a sequence of projective quantum models such that ‖pSn
− p‖1 → 0 as n → ∞, and let

φn := fSn
|1⊗A

Y,B
PVM

for all n ∈ N, where fSn
is the state on A

X,A
PVM

⊗min A
Y,B
PVM

induced by

Sn. Then any weak*-accumulation point φ of {φn, n ∈ N} is an amenable tracial state on

A
Y,B
PVM

satisfying

(a) φ(γxan
y
b ) = p(a, b|x, y) for all a, b, x, y, and

(b) φ(r∗r) = 0 for all r ∈ R.

We remind the reader that using the notation before, there is another way to phrase
this proposition: any weak*-accumulation point of {φn : n ∈ N} is an amenable tracial
state in T (p)(Γ,R).

Proof. By passing a subsequence, we may assume that lim
n→∞

φn = φ in the weak*-topology.

Note that ‖pSn
− p‖1 → 0 implies ǫn := wq(G)− w(G;Sn) → 0 as n→ ∞. By part (d) of

Lemma 7.2,

|φ(γxany
b )− p(a, b|x, y)|

≤ |φ(γxany
b )− φn(γ

x
an

y
b)|+ |φn(γ

x
an

y
b )− pSn

(a, b|x, y)|+ |pSn
(a, b|x, y)− p(a, b|x, y)|

≤ |φ(γxany
b )− φn(γ

x
an

y
b)|+ |pSn

(a, b|x, y)− p(a, b|x, y)|+ ν(ǫn) → 0

as n → ∞. So (a) follows. By part (a) of Lemma 7.2, φn(r
∗r) ≤ ν(ǫn)

2 → 0 as n → ∞
for all r ∈ R. This proves (b).

It follows from part (c) of Lemma 7.2 that φ is a tracial state. Now we only need to

show φ is amenable. Let f̃ be the state on (A Y,B
PVM

)op ⊗ A
Y,B
PVM

defined by f̃(αop ⊗ β) :=

φ(αβ), α, β ∈ A
Y,B
PVM

. We write every Sn in their balanced form

Sn =
(
C

dn ,Cdn , {Mx
a (n)}, {Ny

b (n)}, |ψn〉
)
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and denote by ρn the reduced density of |ψn〉. For every n ∈ N, let πA
n ⊗ πB

n be the

associated representation of Sn (in the balanced form), let π̃n : (A Y,B
PVM

)op ⊗ A
Y,B
PVM

→
B(Cd ⊗ Cd) be the ∗-representation sending

1⊗ ny
b 7→ 1⊗ πB

n (n
y
b ) and n

y
b ⊗ 1 7→ πB

n (n
y
b)

T ⊗ 1,

and let f̃n be the finite-dimensional state on (A Y,B
PVM

)op ⊗ A
Y,B
PVM

defined by

f̃n(α) = 〈ψn| π̃n(α) |ψn〉 , α ∈ (A Y,B
PVM

)op ⊗ A
Y,B
PVM

.

For any monomials W1 and W2 over {ny
b , y ∈ Y, b ∈ B},

f̃n(W
op
1 ⊗W2) = 〈ψn| π̃n(W op

1 ⊗W2) |ψn〉 = 〈ψn|πB
n (W1)

T ⊗ πB
n (W2) |ψn〉

= 〈ϕ̂dn|πB
n (W1)

T ⊗√
ρnπ

B
n (W2)

√
ρn |ϕ̂dn〉

= 〈ϕ̂dn|1⊗√
ρnπ

B
n (W2)

√
ρnπ

B
n (W1) |ϕ̂dn〉

= Tr
(√

ρnπ
B
n (W2)

√
ρnπ

B
n (W1)

)
,

where |ϕ̂dn〉 :=
∑dn

i=1 |i〉 ⊗ |i〉. So by part (b) of Lemma 7.2,

|f̃n(W op
1 ⊗W2)− φn(W1W2)| = |Tr

(√
ρnπn(W1)

(√
ρnπn(W2)− πn(W2)

√
ρn
))

|
≤ ‖√ρnπn(W2)− πn(W2)

√
ρn‖F ≤ deg(W2)ν(ǫn).

It follows that

|f̃n(W op
1 ⊗W2)− f̃(W op

1 ⊗W2)|
≤ |f̃n(W op

1 ⊗W2)− φn(W1W2)|+ |φn(W1W2)− φ(W1W2)|+ |φ(W1W2)− f̃(W op
1 ⊗W2)|

≤ deg(W2)ν(ǫn) + |φn(W1W2)− φ(W1W2)| → 0

as n → ∞. Since W1 and W2 were arbitrary, lim
n→∞

f̃n = f̃ in the weak*-topology. This

means f̃ is the weak*-limit of a sequence of finite-dimensional states on A
X,A
PVM

⊗ A
Y,B
PVM

.

Hence f̃ is min-continuous, and thus φ is amenable. �

7.2. Stability of game algebras. Let G be a nonlocal game with a robust determining
pair (Γ,R). Suppose that there is a unique amenable tracial state τ on A

Y,B
PVM

respecting
all the relations in R and τ is finite-dimensional. In this section, we show that G must
be a robust self-test for its optimal quantum strategies. The proof relies on the stability
of the game algebra C∗(G) = A

Y,B
PVM

/〈R〉. We outline some key ideas in the following two
paragraphs.

We first demonstrate that there exists a ucp map θ : C∗(G) → A
Y,B
PVM

inverting the

quotient map q : A
Y,B
PVM

→ C∗(G) in the sense that every θ(ny
b) − ny

b ∈ 〈R〉. Now

suppose π : A
Y,B
PVM

→ B(HB) is the representation given by a near-optimal strategy
S =

(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
. Since the determining pair (Γ,R) is robust, the rep-

resentation π respects the relations in R approximately. Let θ̂ be the ucp map from

C∗(G) → B(H) defined by θ̂ := π ◦ θ, and let V ∗π̃(·)V be the Stinespring dilation of θ̂,
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where π̃ : C∗(G) → B(K) is a ∗-representation and V : H → K is an isometry. Then
π(ny

b)− V ∗π̃(ny
b )V is small because

π(ny
b )− V ∗π̃(ny

b )V = π(ny
b)− θ̂(ny

b ) = π(ny
b)− π

(
θ(ny

b)
)
= π

(
ny
b − θ(ny

b )
)
,

ny
b − θ(ny

b ) is in R, and π respects the relations in R approximately. In other words, π is
close to the exact representation π̃ under dilation.

One can even derive a constructive bound on the difference between π(ny
b) and V

∗π̃(ny
b)V

if ny
b − θ(ny

b) can be expressed by relations in R explicitly (see the notion of an R-
decomposition in Definition 9.1). This forms the core of the quantitative Gowers-Hatami
theorem for C∗-algebras that we will introduce in Section 9. In this section, however,
we work with a slightly weaker statement. The following proposition illustrates how to
construct a ucp map θ : C∗(G) → A

Y,B
PVM

such that every θ(ny
b)− ny

b is in the kernel of τ .

Proposition 7.4. Suppose a nonlocal game G has a determining pair (Γ,R). Let C∗(G)
be the associated game algebra. For every finite-dimensional tracial state τ on A

Y,B
PVM

that

satisfies τ(r∗r) = 0 for all r ∈ R, there is a ucp map θ : C∗(G) → A
Y,B
PVM

such that

τ
((
θ(α)− α

)∗(
θ(α)− α

))
= 0

for any ∗-polynomial α ∈ C∗〈ny
b , y ∈ Y, b ∈ B〉.

Note that A
Y,B
PVM

, C∗(G), and A
Y,B
PVM

/Iτ all have generating set {ny
b : y ∈ Y, b ∈ B}. In

the expression θ(α)− α, the first α is viewed as an element of C∗(G), while the second α

is an element of A
Y,B
PVM

. The proof uses a lifting theorem due to Choi and Effros.

Lemma 7.5 ([CE76], see also [Arv77]). Suppose A and B are two unital separable C∗-
algebras. Suppose J is a closed two-sided ideal in B. Let q : B → B/J be the quotient
map, and let ϕ : A → B/J be a ucp map. If ϕ is nuclear, then there is a ucp map
θ : A → B such that ϕ = q ◦ θ.
Proof of Proposition 7.4. Suppose τ is a finite-dimensional tracial state on A

Y,B
PVM

satis-
fying τ(r∗r) = 0 for all r ∈ R. Let 〈R〉 be the closed two-sided ideal generated by

R. Since 〈R〉 ⊂ Iτ , there is a surjective ∗-homomorphism ϕ : C∗(G) → A
Y,B
PVM

/Iτ

sending α 7→ α for any ∗-polynomial α ∈ C∗〈ny
b , y ∈ Y, b ∈ B〉. Since τ is finite-

dimensional, A
X,A
PVM

/Iτ is a finite-dimensional C∗-algebra, and hence nuclear. It follows

that ϕ is nuclear. By Lemma 7.5, there is a ucp map θ : A(G) → A
Y,B
PVM

such that

ϕ = qτ ◦ θ, where qτ : A
Y,B
PVM

→ A
Y,B
PVM

/Iτ is the quotient map. For any ∗-polynomial
α ∈ C∗〈ny

b , y ∈ Y, b ∈ B〉,
qτ
(
θ(α)

)
= ϕ(α) = α = qτ (α)

in A
Y,B
PVM

/Iτ . Hence θ(α)− α ∈ ker qτ = Iτ . �

Proposition 7.4 is used to prove the following stability result.

Proposition 7.6. Let G = (X, Y,A,B, µ, V ) be a nonlocal game with a ν-robust determine
pair (Γ,R). Suppose p ∈ Cq is the unique optimal quantum correlation for G and there is
a unique amenable tracial state τ in T (p)(Γ,R). Then there exists a full-rank projective
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quantum model S̃ for p such that the following holds. For any sequence of projective
quantum models

Sn =
(
HA

n ,HB
n , {Mx

a (n)}, {Ny
b (n)}, |ψn〉

)
, n ∈ N

with lim
n→∞

‖pSn
− p‖1 = 0, there is a function η : N → R≥0 with lim

n→∞
η(n) = 0 such that

Sn �η(n) S̃ for all n ∈ N.

Proof. By Proposition 6.4, τ extends to a state f̃ which is the unique state on A
X,A
PVM

⊗min

A
Y,B
PVM

that can achieve p. Note that p is a quantum correlation. This means f̃ and

τ must be finite-dimensional, and hence f̃ is the unique finite-dimensional state on

A
X,A
PVM

⊗min A
Y,B
PVM

for p, and τ is the unique tracial state in T
(p)
fin (Γ,R). Since p is the

unique optimal quantum correlation for G, by Lemma 4.3, p is an extreme point in Cq.
Hence by Theorem 6.2, p is a self-test for all quantum models, and G is a self-test for
its optimal quantum strategies. Let π : A

Y,B
PVM

→ Md(C) be the finite-dimensional ir-
reducible ∗-representation given by part (d) of Theorem 6.2, and let π̃ be the unique
irreducible ∗-representation of C∗(G) given by part (d) of Theorem 6.8. Then π = π̃ ◦ q
by Corollary 6.12, where q : A

Y,B
PVM

→ C∗(G) is the quotient map. Let M̃x
a := π(γxa )

T and

Ñy
b := π(ny

b ) for all a, b, x, y, and let |ϕd〉 := 1√
d

∑d
i=1 |i〉 ⊗ |i〉. Then by Corollary 6.7,

S̃ :=
(
C

d,Cd, {M̃x
a }, {Ñy

b }, |ϕd〉
)

is a quantum model for G, and the triple (Cd⊗C
d, π̃A⊗ π̃B, |ϕd〉) is a GNS representation

of f̃ , where π̃A ⊗ π̃B is the associated representation of S̃.
Let θ : C∗(G) → A

Y,B
PVM

be the ucp map given by Proposition 7.4 that satisfies

τ
((
θ(α)− α

)∗(
θ(α)− α

))
= 0

for any ∗-polynomial α over {ny
b : y ∈ Y, b ∈ B}. For every n ∈ N, let πA

n ⊗ πB
n be the

associated representation of Sn, and let ρAn := TrHB
n
(|ψn〉 〈ψn|) and ρBn := TrHA

n
(|ψn〉 〈ψn|).

Claim 7.7. There are integers rn, sn ∈ N, and isometries IA,n : HA
n → Cd ⊗ Crn and

IB,n : HB
n → Cd ⊗ Csn such that

δAx,a(n) := ‖I∗A,n(M̃
x
a ⊗ 1Crn )IA,n −Mx

a (n)‖ρAn → 0, and(7.2)

δBy,b(n) := ‖I∗B,n(Ñ
y
b ⊗ 1Csn )IB,n −Ny

b (n)‖ρBn → 0(7.3)

as n→ ∞ for all a, b, x, y.

Proof of Claim 7.7. Without loss of generality, we can write every Sn in its balanced form

Sn =
(
C

dn,Cdn , {Mx
a (n)}, {Ny

b (n)}, |ψn〉
)
.

Let ρn be the reduced density of |ψn〉 on Cdn , and let φn := fSn
|1⊗A

Y,B
PVM

where fSn
is the

state on A
X,A
PVM

⊗A
Y,B
PVM

induced by Sn. By Proposition 7.3, any weak*-accumulation point
φ of {φn : n ∈ N} is an amenable tracial state in T (p)(Γ,R). By the hypothesis, T (p)(Γ,R)
has a unique amenable tracial state τ . So we must have φ = τ . By passing a subsequence,
we conclude that lim

n→∞
φn = τ is the weak*-topology.
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Now consider the ucp maps θBn := πB
n ◦ θ, n ∈ N from C∗(G) → B(Cdn). Since π̃ is the

unique finite-dimensional irreducible ∗-representation of C∗(G), any finite-dimensional ∗-
representation of C∗(G) is a direct sum of π̃’s. By the Stinespring dilation theorem, there
are sn ∈ N and isometries IB,n : Cdn → Cd ⊗ Csn , n ∈ N such that

θBn (α) = I∗B,n

(
π̃(α)⊗ 1Csn

)
IB,n

for all α ∈ C∗(G). It follows that
lim
n→∞

‖I∗B,n

(
π̃(α)⊗ 1Csn

)
IB,n − πB

n (α)‖2ρn = lim
n→∞

‖θBn (α)− πB
n (α)‖2ρn

= lim
n→∞

Trρn ◦ πB
n

((
θ(α)− α

)∗(
θ(α)− α

))

= lim
n→∞

φn

((
θ(α)− α

)∗(
θ(α)− α

))

= τ
((
θ(α)− α

)∗(
θ(α)− α

))
= 0

for any ∗-polynomial α over {ny
b : y ∈ Y, b ∈ B}. Taking α = ny

b , Equation (7.3) follows.
Note that every γxa is a ∗-polynomial over {ny

b : y ∈ Y, b ∈ B} and is self-adjoint in

A
Y,B
PVM

. So π̃
(
γxa
)
and πB

n

(
γxa
)
are self-adjoint, and the above calculation also implies

‖I∗B,n

(
π̃
(
γxa
)T ⊗ 1Csn

)
IB,n − πB

n

(
γxa
)T‖2ρn = ‖I∗B,n

(
π̃
(
γxa
)
⊗ 1Csn

)
IB,n − πB

n

(
γxa
)
‖2ρn

→ τ
((
θ(γxa )− γxa

)∗(
θ(γxa )− γxa

))
= 0

as n→ ∞. Again, since (Γ,R) is ν-robust, by part (b) of Lemma 7.2,

‖πB
n (γ

x
a )
√
ρn −

√
ρnπ

B
n (γ

x
a )‖F ≤ ‖γxa‖1,1ν(ǫn),

where ǫn := wq(G)−w(G;Sn) → 0 as n→ ∞. Here ‖γxa‖1,1 is the first Sobolev 1-seminorm
of the ∗-polynomial γxa (see [MSZ23] for a definition). Hence

‖Mx
a (n)− πB

n

(
γxa
)T‖ρn = ‖πA

n (m
x
a)− πB

n (γ
x
a )

T‖ρn = ‖
(
πA
n (m

x
a)− πB

n (γ
x
a)

T
)
⊗ 1 |ψn〉‖

≤ ‖
(
πA
n (m

x
a)⊗ 1− 1⊗ πB

n (γ
x
a )
)
|ψ〉‖+ ‖

(
πB
n (γ

x
a)

T ⊗ 1− 1⊗ πB
n (γ

x
a)
)
|ψ〉‖

≤ ν(ǫn) + ‖πB
n (γ

x
a)
√
ρn −

√
ρnπ

B
n (γ

x
a )‖F ≤

(
‖γxa‖1,1 + 1

)
ν(ǫn),

→ 0 as n→ ∞. Note that
(
π̃(γxa )

)T
= M̃x

a . Taking rn = sn and IA,n = IB,n for all n ∈ N,
it follows that

‖I∗A,n

(
M̃x

a ⊗ 1Crn

)
IA,n −Mx

a (n)‖ρn
≤ ‖I∗B,n

(
π̃
(
γxa
)T ⊗ 1Csn

)
IB,n − πB

n

(
γxa
)T‖ρn + ‖Mx

a (n)− πB
n

(
γxa
)T‖ρn

→ 0 as n→ ∞. So Equation (7.2) follows. �

Claim 7.8. There are unit vectors |κn〉 ∈ Crn ⊗ Csn , n ∈ N such that

‖IA,n ⊗ IB,n

(
Mx

a (n)⊗Ny
b (n) |ψ〉

)
−
(
M̃x

a ⊗ Ñy
n |ϕd〉

)
⊗ |κn〉‖ → 0 as n→ ∞(7.4)

for all a, b, x, y.
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Proof of Claim 7.8. Since G is a self-test, we let ∆ be its spectral gap, and let

δ(n) :=
∑

a,b,x,y

µ(x, y)V (a, b|x, y)
(
δAx,a(n) + δBy,b(n)

)
, n ∈ N.

Since f̃ is the unique finite-dimensional optimal state on A
X,A
PVM

⊗min A
X,A
PVM

for G, by
Proposition 4.11 and Remark 4.12, there is a unit vector |κn〉 ∈ Crn ⊗Csn for every n ∈ N

such that

‖IA,n ⊗ IB,n

(
Mx

a (n)⊗Ny
b (n) |ψ〉

)
−
(
M̃x

a ⊗ Ñy
n |ϕd〉

)
⊗ |κn〉‖

≤
√
2
(
δ(n) +

√
ǫn
)

∆
+ δAx,a(n) + δBy,b(n)

for all a, b, x, y. By Claim 7.7, lim
n→∞

δAx,a(n) = lim
n→∞

δBy,b(n) = 0, and hence lim
n→∞

δ(n) = 0.

So Equation (7.4) follows. �

For every n ∈ N, let

η(n) := max
x,y,a,b

{
‖IA,n ⊗ IB,n

(
Mx

a (n)⊗Ny
b (n) |ψ〉

)
−
(
M̃x

a ⊗ Ñy
n |ϕd〉

)
⊗ |κn〉‖

}
.

Then Sn �η(n) S̃ for all n ∈ N, and lim
n→∞

η(n) = 0 by Claim 7.8. This completes the

proof. �

7.3. General results.

Theorem 7.9. Let G = (X, Y,A,B, µ, V ) be a nonlocal game with a robust determining
pair (Γ,R). Suppose p ∈ Cq is the unique optimal quantum correlation for G. Then the
following statements are equivalent.

(a) p is a robust self-test for all quantum models.

(b) p is an abstract state self-test for all states on A
X,A
POVM

⊗min A
Y,B
POVM

.

(c) p is an abstract state self-test for all states on A
X,A
PVM

⊗min A
Y,B
PVM

.

(d) There is a unique amenable tracial state τ on A
Y,B
PVM

such that

(i) τ(r∗r) = 0 for all r ∈ R and

(ii) τ(γxan
y
b) = p(a, b|x, y) for all a, b, x, y.

Proof. (a)⇒(b) follows from Theorem 3.8.

(b)⇒(c): Suppose p is an abstract state self-test for all states on A
X,A
POVM

⊗min A
Y,B
POVM

.

That is, there is a unique state f on A
X,A
POVM

⊗minA
Y,B
POVM

for p. By Lemma 6.5, p has a full-
rank projective quantum model, so f must be finite-dimensional and projective. Hence

f drops to a finite-dimensional state f̃ on A
X,A
PVM

⊗min A
Y,B
PVM

and f̃ is a state for p. Now

assume for the sake of contradiction that there is another state f ′ 6= f̃ on A
X,A
PVM

⊗ A
Y,B
PVM

that can achieve p. Then the pull-back of f ′ on A
X,A
POVM

⊗min A
Y,B
POVM

is a state for p but

is distinct to f , a contradiction. Hence f̃ is the unique state on A
X,A
PVM

⊗min A
Y,B
PVM

for p.
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(c)⇒(d): By Proposition 6.4, any amenable tracial state in T (p)(Γ,R) extends uniquely

to a state on A
X,A
PVM

⊗min A
Y,B
PVM

for p. If there is a unique state f on A
X,A
PVM

⊗min A
Y,B
PVM

for
p, then τ := f |1⊗A

Y,B
PVM

must be the unique amenable tracial state in T (p)(Γ,R).

(d)⇒(a): Suppose there is a unique amenable tracial state τ in T (p)(Γ,R). Let S̃ be
the full-rank projective quantum model given in Proposition 7.6. We first claim the p

is a robust self-test for projective quantum models with ideal model S̃. Assume for the
sake of contradiction that there is a δ0 > 0 and a sequence of projective quantum models
Sn, n ∈ N such that ǫn := ‖pSn

− p‖1 → 0 as n → ∞, but for every n ∈ N, the relation

Sn �δ0 S̃ does not hold. By Proposition 7.6, there is a function η : N → R≥0 such

that lim
n→∞

η(n) = 0 and Sn �η(n) S̃ for all n ∈ N. Take a big enough N ∈ N such that

η(N) ≤ δ0. Then SN �δ0 S̃, which contradicts the assumption. We conclude that p is

a robust self-test for projective quantum models. Note that the ideal model S̃ is full-
rank and projective. By [Bap+23, Theorem 4.1], p is a robust self-test for all quantum
models. �

In terms of robust self-testing for nonlocal games, we state the following theorem.

Theorem 7.10. For any nonlocal game G that has a robust determining pair (Γ,R), the
following statements are equivalent.

(a) G is a robust self-test for its optimal quantum strategies.

(b) There is a unique optimal state f on A
X,A
POVM

⊗min A
Y,B
POVM

for G and f is finite-
dimensional.

(c) There is a unique optimal state f on A
X,A
PVM

⊗min A
Y,B
PVM

for G and f is finite-
dimensional.

(d) There is a unique amenable tracial state τ on A
Y,B
PVM

such that τ(r∗r) = 0 for all
r ∈ R and τ is finite-dimensional.

Proof. Any one of the above four statements implies G has a unique optimal quantum
correlation. So the theorem follows directly from Theorem 7.9. �

In Theorem 6.8, we have shown that a nonlocal game G is a self-test if and only if the
associated game algebra C∗(G) has a unique finite-dimensional tracial state. Part (d) of
Theorem 7.10 suggests one may have a similar characterization of robust self-testing: G
is a robust self-test if and only if C∗(G) has a unique amenable tracial state τ . However,

as discussed in Remark 5.15, it is possible that an amenable tracial state on A
Y,B
PVM

whose
kernel contains R drops to a non-amenable tracial state on the quotient C∗(G). So it is
possible that C∗(G) has a unique amenable tracial state but there are multiple amenable

tracial states on A
Y,B
PVM

that are optimal for G. Nonetheless, if C∗(G) has a unique tracial

state τ̃ and τ̃ is finite-dimensional, then the tracial state τ on A
Y,B
PVM

induced by τ̃ must
be the unique tracial state (and hence the unique amenable tracial state) that satisfies
τ(r∗r) = 0 for all r ∈ R. We conclude that:



ROBUST SELF-TESTING FOR NONLOCAL GAMES WITH ROBUST GAME ALGEBRAS 49

Corollary 7.11. Suppose a nonlocal game G has a robust determining pair (Γ,R). Let
C∗(G) be the associated game algebra. If C∗(G) has a unique tracial state τ and τ is
finite-dimensional, then G is a robust self-test for its optimal quantum strategies.

7.4. Robust self-testing for XOR and synchronous games. For XOR games, the
robustness of the (Γ,R) determining pair defined in Proposition 6.16 was first proved in
[Slo11]. For synchronous games, similar results were observed in [MPS24]. Both cases
were also proved in [Pad24]. We summarize these results in the following proposition.

Proposition 7.12 (Proposition 5.14 and Proposition 5.23 in [Pad24]).

(1) Let G = (X,A, V ) be a synchronous game with wq(G) = 1, and let (Γ,R) be as in
Proposition 6.13. Then (Γ,R) is a O(ǫ1/4)-robust determining pair for G.

(2) Let G = (I, J, (ωij)) be an XOR game, and let (Γ,R) be as in Proposition 6.16.
Then (Γ,R) is a O(ǫ1/4)-robust determining pair for G.

Hence for synchronous games and XOR games, we have:

Theorem 7.13. Let G be a synchronous game, and let C∗(G) be the associated synchro-
nous algebra. If C∗(G) has a unique tracial state τ and τ is finite-dimensional, then G is
a robust self-test for its perfect quantum strategies.

Theorem 7.14. If p is an extreme point of Cunbiased
q and the associated XOR correlation

c has even rank, then p is a robust self-test for all quantum models.

8. Self-testing in parallel with synchronous games

In this section, we apply our tracial-state characterization of self-testing to study self-
testing in parallel with synchronous games. We first recall that given two nonlocal games
G1 = (X1, Y1, A1, B1, V1) and G2 = (X2, Y2, A2, B2, V2), their product G1×G2 is the nonlocal
game (X1 ×X2, Y1 × Y2, A1 × A2, B1 ×B2, V1 × V2) where

V1 × V2 ((a1, a2), (b1, b2)|(x1, x2), (y1, y2)) = V1(a1, b1|x1, y1)V2(a2, b2|x2, y2).

When G1 = G2, their product is just a parallel repetition. It is easy to see that if both
G1 and G2 are synchronous games, then G1 × G2 is also a synchronous game. In this case,
the following characterization for C∗(G1 × G2), the synchronous algebra of G1 × G2, was
established in [Man+23].

Theorem 8.1 (Theorem 3.1 in [Man+23]). Let G1 and G2 be synchronous games. The
games G1 and G2 have perfect quantum strategies if and only if G1 × G2 does. In this
case, the associated synchronous algebra C∗(G1 × G2) for the product game G1 × G2 is
∗-isomorphic to C∗(G1)⊗max C

∗(G2).

Lemma 8.2. Let A and B be two C∗-algebras. The C∗-algebra A ⊗max B has a unique
finite-dimensional irreducible representation if and only if both A and B have unique
finite-dimensional irreducible representations.
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Proof. We first prove the contrapositive of the “only if” direction. Suppose A has two
different finite-dimensional irreducible representations πA and φA. Let πB be a finite-
dimensional irreducible representation of B. Then πA ⊗ πB and φA ⊗ πB are different
finite-dimensional irreducible representations for A⊗max B.

Now we prove the “if” direction. Suppose A and B have unique finite-dimensional
irreducible representations π̃A and π̃B on HA and HB respectively. Let π : A⊗max B →
B(H) be a finite-dimensional irreducible representation of A ⊗max B.9 Then there are
finite-dimensional representations πA : A → B(H) and πB : B → B(H) with commuting
ranges such that π(a ⊗ b) = πA(a)πB(b) for all a ∈ A and b ∈ B. Note that πA can be
decomposed into a direct sum of finite-dimensional irreducible representations of A and
π̃A is the unique finite-dimensional irreducible representation of A, so H ∼= HA ⊗HB and
πA ∼= π̃A ⊗ 1HB

for some Hilbert space HB. Since πB and πA have commuting ranges and
π̃A is irreducible, πB(b) acting trivially on HA for all b ∈ B. So πB = 1HA

⊗ π̂B for some
representation π̂B : B → B(HB), and hence π ∼= π̃A ⊗ π̂B. By [Pad+23, Lemma 4.11], π̂B
must be irreducible. It follows that π̂B ∼= π̃B and π ∼= π̃A ⊗ π̃B. �

Recall from Theorem 6.15 that a synchronous game G is a self-test for its perfect
quantum strategies if and only if the associated synchronous algebra C∗(G) has a unique
irreducible ∗-representation. As an immediate consequence of Lemma 8.2, we have:

Theorem 8.3. Let G1 and G2 be two synchronous games. The product game G1 ×G2 is a
self-test for its perfect quantum strategies if and only if both G1 and G2 are self-tests for
their perfect quantum strategies.

This theorem can be easily generalized to more products of copies (aka. parallel repe-
tition) of a synchronous game.

Corollary 8.4. A synchronous game G is a self-test for its perfect quantum strategies if
and only if the parallel repeated game G×n is a self-test for its perfect strategies.

It is natural to ask whether Theorem 8.3 and Corollary 8.4 also hold for robust self-
testing.

Conjecture 8.5. Let G1 and G2 be two synchronous games. The product game G1×G2 is
a robust self-test for its perfect strategies if and only if both G1 and G2 are robust self-tests
for their perfect strategies.

9. A quantitative Gowers-Hatami theorem for game algebras

In [GH17], Gowers and Hatami prove that any finite group G is dilation-stable: if a
function f from G to unitaries respects the multiplication table of G approximately, then
there must be a representation φ of G and an isometry I such that f(g) and I∗φ(g)I
are close in ‖·‖hs. A state-norm version of the Gowers-Hatami theorem was introduced
by Vidick in [Vid18] and has been widely used in proving robust self-testing results.
In [MPS24], Mančinska, Praksh, and Schafhauser introduce an analog of the Gowers-
Hatami theorem that applies to some C∗-algebras. Using this result, they construct a

9Such a representation always exists. For instance, π̃A ⊗ π̃B is one, and the unique one, as the proof
shows.
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family of constant-sized nonlocal games that can robustly self-test for maximally entangled
states of unbounded dimension. However, the Gowers-Hatami theorem in [MPS24] is not
quantitative, in the sense that there is no explicit function to characterize the “distance”
between the approximate representations and exact representations. Consequently, the
robustness of their self-tests is non-constructive. In this section, we state and prove the
first quantitative Gowers-Hatami theorem for C∗-algebres and show how it can be used
to derive the explicit robustness function of a self-test.

We first need to recall some notions from [MSZ23].

Definition 9.1 (Definition 3.2 in [MSZ23]). Let A be a ∗-algebra generated by a set of
unitaries X . Let R ⊆ C∗〈X 〉 be a set of ∗-polynomials over X . For any ∗-polynomial
f ∈ C

∗〈X 〉 that is trivial in A/〈R〉, we say that
∑n

i=1 λiuirivi is an R-decomposition for
f in A if

(1) ui, vi are ∗-monomials in C∗〈X 〉 for all 1 ≤ i ≤ n,

(2) ri ∈ R ∪R∗ for all 1 ≤ i ≤ n,

(3) λi ∈ C for all 1 ≤ i ≤ n, and

(4) f =
∑n

i=1 λiuirivi in A.

The size of an R-decomposition
∑n

i=1 λiuirivi is
∑n

i=1 |λi|(1 + ‖ri‖A deg(vi)), where ‖·‖A
is the operator norm in A.

Here a ∗-monomial in C∗〈X 〉 is a product a1a2 · · ·ak where k ≥ 0 and a1, . . . , ak ∈ X∪X ∗

(the integer k is called the degree). Since all the generators in X are unitary in A, every
ui and vi are unitary in A. We see that the size of an R-decomposition does not depend
on ui’s at all. This is because later we will evaluate uirivi in some state norm ‖·‖ρ. Every
ui is unitary in A and ‖·‖ρ is left unitarily invariant, so ‖uirivi‖ρ = ‖rivi‖ρ. The size of
an R-decomposition does depend on the degree of the monomials vi because we want to
switch ri and vi in ‖·‖ρ and deg(vi) is the price we need to pay.

Given any ∗-algebra A and a set of relations R ⊂ A, we say a ∗-representation π : A →
B(H) is an (ǫ, ρ,R)-representation for some ǫ ≥ 0 and density operator ρ on H, if

‖π(r)‖ρ ≤ ǫ

for all r ∈ R. For example, suppose a nonlocal game G has a ν-robust determining pair
(Γ,R), and let S =

(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
be an ǫ-optimal strategy with associated

representation πA ⊗ πB. Then πB is a (ν(ǫ), ρB,R)-representation for A
Y,B
PVM

, where ρB is
the reduced density of |ψ〉 on HB.

Now we can state our quantitative Gowers-Hatami theorem. In the following, we work
with unitary generators {by : y ∈ Y } for A

Y,B
PVM

.

Theorem 9.2. Let G = (X, Y,A,B, µ, V ) be a nonlocal game with a ν-robust determining

pair (Γ,R), and let C∗(G) = A
Y,B
PVM

/〈R〉 be the associated game algebra. Suppose there is

a ucp map θ : C∗(G) → A
Y,B
PVM

and a positive real number Λ such that every θ(by)− by has

an R-decomposition in A
Y,B
PVM

with size at most Λ. Then for any (ǫ, ρ,R)-representation

π : A
Y,B
PVM

→ B(H), there is a ∗-representation π̃ : C∗(G) → B(H̃) and an isometry
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I : H → H̃ such that

(9.1) ‖π(by)− I∗π̃(by)I‖ρ ≤ Λ · ν(ǫ)
for all y ∈ Y . If in addition, G is a self-test with spectral gap ∆, then G is a robust

self-test with robustness O
(

Λν(ǫ)+
√
ǫ

∆

)
.

Proof. Let π : A
Y,B
PVM

→ B(H) be a ∗-representation such that ‖π(r)‖ρ ≤ ν(ǫ) for all

r ∈ R. Then θ̂ := π◦θ defines a ucp map from C∗(G) → B(H). By the Stinespring dilation

theorem, there is a ∗-representation π̃ : C∗(G) → B(H̃) and an isometry I : H → H̃ such

that θ̂(α) = I∗π̃(α)I for all α ∈ C∗(G).
Fix a y ∈ Y , and let

∑n
i=1 λiuirivi be an R-decomposition in A

Y,B
PVM

for θ(by)− by with
size ≤ Λ. Since (Γ,R) is ν-robust, for every i,

‖π(ri)π(vi)‖ρ = ‖π(ri)π(vi)
√
ρ‖F = ‖π(ri)

(
π(vi)

√
ρ−√

ρπ(vi)
)
+ π(ri)

√
ρπ(vi)‖F

≤ ‖ri‖A
Y,B
PVM

‖π(vi)
√
ρ−√

ρπ(vi)‖F + ‖π(ri)
√
ρ‖F

≤ ‖ri‖A
Y,B
PVM

deg(vi) · ν(ǫ) + ν(ǫ).

Here we use the facts that every π(vi) is unitary and ‖·‖F is right unitarily invariant. It
follows that

‖π(by)− I∗π̃(by)I‖ρ = ‖π(by)− θ̂(by)‖ρ = ‖π(by)− π
(
θ(by)

)
‖ρ = ‖π

(
by − θ(by)

)
‖ρ

= ‖π
( n∑

i=1

λiuirivi
)
‖ρ ≤

n∑

i=1

|λi|‖π(ri)π(vi)‖ρ

≤
(

n∑

i=1

|λi|
(
1 + ‖ri‖A

Y,B
PVM

deg(vi)
)
)
ν(ǫ) ≤ Λν(ǫ).

This proves Equation (9.1). The rest follows from Proposition 4.11. �

Remark 9.3. Suppose a nonlocal game G is a self-test and has a robust determining pair.
From the above theorem, we clearly see that the robustness of this self-test is completely
determined by three factors:

(1) How efficiently can the ucp map from the game algebra to the PVM algebra be
expressed by relations in R.

(2) The robustness of the determining pair.

(3) The spectral gap of this self-test.

Here, the spectral gap (as well as the upper bound of the size of R-decompositions) is
a constant that is independent of ǫ, so it can be absorbed in the big-O in Theorem 9.2.
However, we often work with a family of nonlocal games that self-test for growing systems.
In this case, the spectral gaps of this sequence of self-tests may depend on the dimension of
the systems. For instance, in the family of low-weight Pauli braiding tests {Gn} [BMZ23],
every Gn self-tests n EPR pairs, and the spectral gap of Gn is O(1/poly(n)). For this
reason, we keep ∆ in the expression of the robustness function.
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9.1. Example: CHSH and Clifford algebra. In the CHSH game, the verifier samples
a pair (x, y) ∈ Z2 × Z2 uniformly at random. Upon receiving x and y, Alice and Bob
return a ∈ Z2 and b ∈ Z2 respectively. They win if and only a+ b = x · y. So CHSH game
is an XOR game. The game polynomial of CHSH is given by

ΦCHSH :=
1

2
+

1

4
(a0 ⊗ b0 + a0 ⊗ b1 + a1 ⊗ b0 − a1 ⊗ b1).

Here we use the binary observables ax := mx
0 −mx

1 and by := ny
0 − ny

1 as generators.
In Proposition 6.16, we have shown that CHSH has a determining pair (Γ,R) where

γ0 = b0+b1√
2
, γ1 =

b0−b1√
2
, and R = {b0b1 + b1b0}. The game algebra associated with CHSH

game is C∗(G) = A
Z2,Z2

PVM
/〈R〉 ∼= Cl2, the Clifford algebra of rank 2. The mapping σ :

Cl2 → M2(C) sending b0 7→ σX and b1 7→ σZ defines a ∗-isomorphism, so it is the unique
irreducible representation of Cl2. By Theorem 6.8, CHSH is a self-test. The ideal strategy

S̃ :=
(
H̃A, H̃B, {Ã0, Ã1}.{B̃0, B̃1}, |ψ̃〉

)
is given by H̃A = H̃B = C2, Ã0 = σX+σZ√

2
, Ã1 =

σX−σZ√
2
, B̃0 = σX , B̃1 = σZ , and |ψ̃〉 = |00〉+|11〉√

2
. Let π̃ = π̃A ⊗ π̃B be the associated

representation. Then

π̃(ΦCHSH) =
1

2
+

√
2

4
(σX ⊗ σX + σZ ⊗ σZ)

=
1

2
+

√
2

4

(
|00〉+ |11〉

)(
〈00|+ 〈11|

)
−

√
2

4

(
|01〉 − |10〉

)(
〈01| − 〈10|

)
.

So the spectral gap ∆CHSH of CHSH game is
√
2
2
. It is well-known that the robustness of

the determining pair (Γ,R) is O(
√
ǫ) (see e.g., [Zha24] for a sum-of-squares approach).

By Remark 9.3, now computing the robustness of the CHSH self-test boils down to con-
structing the desired ucp map.

Lemma 9.4. There is a ucp map θ : Cl2 → A
Y,B
PVM

sending

b0 7→ b0 −
1

2
b1(b0b1 + b1b0)(9.2)

b1 7→ b1 −
1

2
b0(b0b1 + b1b0), and(9.3)

b0b1 7→ b0b1 −
1

2
(b0b1 + b1b0).(9.4)

Since {1, b0, b1, b0b1} is a basis for Cl2, Equations (9.2) to (9.4) completely determine θ.
Note that Cl2 is the full group C

∗-algebra of the 1-qubit Pauli group P1. This construction
of θ is given by applying the enhanced Gower-Hatami theorem in [BMZ23] to P1 (see also
[Zha24] for a proof that θ is ucp).

Theorem 9.5. The CHSH game is a robust self-test for its optimal strategies with ro-
bustness O(

√
ǫ).

Proof. Let θ be the ucp map defined in Lemma 9.4. Then 1
2
b1(b0b1 + b1b0) is an R-

decomposition for θ(b0) − b0 with size 1
2
and 1

2
b0(b0b1 + b1b0) is an R-decomposition for

θ(b1)− b1 with size 1
2
. The spectral gap of CHSH is

√
2
2
. The stability of the determining
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pair (Γ,R) isO(
√
ǫ). By Theorem 9.2, the CHSH game is a robust self-test with robustness

O(
√
ǫ). �
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[KM24] Prem Nigam Kar and Laura Mančinska. Robust self-testing for synchronous
games and correlations. In preparation. 2024.

[KPS18] Se-Jin Kim, Vern Paulsen, and Christopher Schafhauser. “A synchronous
game for binary constraint systems”. In: Journal of Mathematical Physics
59.3 (2018), p. 032201.
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Appendix A. The closure of finite-dimensional states

In this appendix, we prove Proposition 3.14:

Proposition 3.14. For every state f on A
X,A
POVM

⊗min A
Y,B
POVM

there is a sequence of quan-
tum models Sn, n ∈ N such that limn→∞ fSn

= f in the weak*-topology.

https://www.youtube.com/watch?v=I6n9sGrFLVk
http://users.cms.caltech.edu/~vidick/notes/pauli_braiding_1.pdf
https://uwspace.uwaterloo.ca/items/46628116-f8f0-4ae2-9b0c-d1a389cb8d43
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Recall that a tensor product model S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
is a model in which

the Hilbert spaces HA and HB are not restricted to be finite-dimensional (but we still

assume they are separable). A state f on A
X,A
POVM

⊗min A
Y,B
POVM

is said to be a tensor
product state if f = fS for some tensor product model S. To prove that any state on
A

X,A
POVM

⊗min A
Y,B
POVM

can be approximated by finite-dimensional states, we first show that
any tensor product state can be approximated by finite-dimensional states.

Lemma A.1. For every tensor product model S =
(
HA,HB, {Mx

a }, {Ny
b }, |ψ〉

)
there is a

sequence of finite-dimensional states {fn}n∈N on A
X,A
POVM

⊗min A
Y,B
POVM

such that lim
n→∞

fn =

fS in the weak*-topology.

Proof. If HA or HB is finite-dimensional, then fS is a finite-dimensional state and the
lemma follows by taking fn = fS for all n ∈ N. Now suppose HA and HB are separable
infinite-dimensional Hilbert spaces. The state |ψ〉 has decomposition

|ψ〉 =
∞∑

i=1

λi |ξi〉 ⊗ |ηi〉

where {λi}i∈N is a non-negative sequence in ℓ2(N) with
∑

i∈N λ
2
i = 1, and {|ξi〉 : i ∈ N}

and {|ηi〉 : i ∈ N} are orthonormal bases for HA and HB respectively. For every n ∈ N

we define projections ΠA
n :=

∑n
i=1 |ξi〉 〈ξi| ∈ B(HA) and ΠB

n :=
∑n

i=1 |ηi〉 〈ηi| ∈ B(HB),
finite-dimensional spaces HA

n := ΠA
nHA and HB

n := ΠB
nHB, and vector state |ψn〉 :=

1
µn

∑n
i=1 λi |ξi〉 ⊗ |ηi〉 ∈ HA

n ⊗HB
n where µn :=

√∑n
i=1 λ

2
i . Then for every n ∈ N,

Sn := (HA
n ,HB

n , {ΠA
nM

x
aΠ

A
n}, {ΠB

nN
y
b Π

B
n }, |ψn〉)

is a quantum model. Let πA ⊗ πB be the associate representation of S, and let πA
n ⊗ πB

n

be the associate representation of Sn for every n ∈ N.

Claim A.2. Given ǫ ≥ 0, for every monomial α in A
X,A
POVM

, there exists a TA ∈ N such
that

πA
n (α)⊗ 1 |ψn〉 ≈ǫ πA(α)⊗ 1 |ψ〉(A.1)

for all n ≥ TA.

Proof of Claim A.2. We prove this claim by induction on the degree k of the monomial
α. Since µn → 1 as n→ ∞, there is a T ∈ N such that 1− µn ≤ ǫ/2 and

√
1− µ2

n ≤ ǫ/2
for all n ≥ T . So

‖|ψn〉 − |ψ〉‖ ≤ ‖(1− µn) |ψn〉‖+ ‖µn |ψn〉 − |ψ〉‖ ≤ 1− µn +
√

1− µ2
n ≤ ǫ

for all n ≥ T . Equation (A.1) holds for k = 0. Now assume it holds for all monomials
of degree k for some k ≥ 0. Let α = α1 · · ·αk+1 be a monomial of degree k + 1, and let
α′ := α2 · · ·αk+1. By the induction hypothesis, there exists a T1 ∈ N such that

πA
n (α

′)⊗ 1 |ψn〉 ≈ǫ/2 πA(α
′)⊗ 1 |ψ〉
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for all n ≥ T1. For every i, j ∈ N, let sij := 〈ξi, ηj|πA(α) ⊗ 1 |ψ〉. Since
∑

i,j≥1|sij|2 =

‖πA(α)⊗ 1 |ψ〉‖2 ≤ 1, there is a T2 ∈ N such that

n∑

i,j=1

|sij|2 ≥
∑

i,j≥1

|sij|2 − (ǫ/2)2

for all n ≥ T2. Note that ‖πA(α1)‖op ≤ 1. It follows that

πA(α)⊗ 1 |ψ〉 ≈ǫ/2 Π
A
n ⊗ ΠB

n

(
πA(α)⊗ 1 |ψ〉

)
= ΠA

nπA(α1)⊗ΠB
n

(
πA(α

′)⊗ 1 |ψ〉
)

≈ǫ/2 Π
A
nπA(α1)⊗ ΠB

n

(
πA
n (α

′)⊗ 1 |ψn〉
)
= ΠA

nπA(α1)Π
A
nπ

A
n (α

′)⊗ 1 |ψn〉
= πA

n (α1)π
A
n (α

′)⊗ 1 |ψn〉 = πA
n (α)⊗ 1 |ψn〉

for all n ≥ T := max{T1, T2}. So Equation (A.1) holds for all monomials of degree k + 1.
This completes the proof. �

Similarly, for any ǫ ≥ 0 and monomial β ∈ A
Y,B
POVM

, there exists a TB ∈ N such that

1⊗ πB
n (β

∗) |ψn〉 ≈ǫ 1⊗ πB(β
∗) |ψ〉 .(A.2)

for all n ≥ TB. Then by Lemma 3.16, lim
n→∞

fSn
(α ⊗ β) = f(α ⊗ β) for all monomials α

and β. So the lemma follows. �

The above lemma illustrates that the weak*-closure of the set of finite-dimensional
states contains all tensor product states. To prove the set of finite-dimensional states is
weak*-dense, we only need to show that the set of tensor product states is weak*-dense.
Recall the following well-known fact (see e.g. [KR97, Corollary 4.3.10]).

Lemma A.3. Suppose A ⊆ B(H) is a concretely represented unital C∗-algebra, and let
f be a state on A. Then for every ǫ > 0 and every finite set of elements α1, · · · , αn ∈ A,
there are coefficients λ1, · · · , λk ≥ 0 with

∑k
i=1 λi = 1 and vectors |ψ1〉 , · · · , |ψk〉 ∈ H

such that

|f(αi)−
k∑

j=1

λj 〈ψj |αi |ψj〉| ≤ ǫ

for all 1 ≤ i ≤ n.

This lemma can be used to prove:

Lemma A.4. For every state f on A
X,A
POVM

⊗min A
Y,B
POVM

there is a sequence of tensor
product models {Sn}n∈N such that lim

n→∞
fSn

= f in the weak*-topology.

Proof. We first fix any faithful representations A
X,A
POVM

⊆ B(HA) and A
Y,B
POVM

⊆ B(HB)

for some Hilbert spaces HA andHB. Then A
X,A
POVM

⊗minA
Y,B
POVM

is the C∗-algebra generated
by the concrete operators mx

a ⊗ ny
b , (a, b, x, y) ∈ A×B×X × Y , where each mx

a ⊗ny
b acts

on HA ⊗HB. For every n ∈ N, let

C(n) := {α⊗ β : α monomial in A
X,A
POVM

, β monomial in A
Y,B
POVM

, deg(α) + deg(β) ≤ n}
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be the set of monomials in A
X,A
POVM

⊗min A
Y,B
POVM

of degree ≤ n. Then C(n) is a finite set
and C(n) ⊂ C(n+1) for all n ∈ N. For every n ∈ N, by Lemma A.3 there are coefficients

λ
(n)
1 , · · · , λ(n)kn

≥ 0 with
∑kn

i=1 λ
(n)
i = 1 and vectors |ψ(n)

1 〉 , · · · , |ψ(n)
kn

〉 ∈ HA ⊗HB such that

|f(α⊗ β)−
kn∑

i=1

λ
(n)
i 〈ψ(n)

i |α⊗ β |ψ(n)
i 〉| ≤ 1

n
for all α⊗ β ∈ C(n).(A.3)

Then Sn :=
(
HA,HB, {mx

a}, {ny
b}, ρn

)
is a tensor product model with a mixed state ρn :=∑kn

i=1 λi |ψi〉 〈ψi|. Equation (A.3) implies

|f(α⊗ β)− fSn
(α⊗ β)| ≤ 1

n
for all α⊗ β ∈ C(n).

Then for every ǫ > 0 and every monomial α⊗ β ∈ A
X,A
POVM

⊗min A
Y,B
POVM

,

|f(α⊗ β)− fSn
(α⊗ β)| ≤ ǫ

for all n ≥ max{⌈1
ǫ
⌉, deg(α) + deg(β)}. So lim

n→∞
fSn

(α⊗ β) = f(α⊗ β) for any monomial

α⊗ β. The lemma follows. �

Proof of Proposition 3.14. Let f be a state on A
X,A
POVM

⊗min A
Y,B
POVM

. By Lemma A.4 there
is a sequence of tensor product models {Sn}n∈N such that f = lim

n→∞
fSn

in the weak*-

topology. Then for every n ∈ N, by Lemma A.1 there is a sequence of finite-dimensional

states {f (n)
m }m∈N such that fSn

= lim
m→∞

f
(n)
m in the weak*-topology. Hence {f (n)

n }n∈N is a

sequence of finite-dimensional states such that f = lim
n→∞

f
(n)
n in the weak*-topology. We

conclude that the set of finite-dimensional states on A
X,A
POVM

⊗min A
Y,B
POVM

is a weak*-dense

subset of the state space of A
X,A
POVM

⊗min A
Y,B
POVM

. �
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