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In recent years, the hardware implementation of neural networks, leveraging physical coupling and analog
neurons has substantially increased in relevance. Such nonlinear and complex physical networks provide
significant advantages in speed and energy efficiency, but are potentially susceptible to internal noise when
compared to digital emulations of such networks. In this work, we consider how additive and multiplicative
Gaussian white noise on the neuronal level can affect the accuracy of the network when applied for specific
tasks and including a softmax function in the readout layer. We adapt several noise reduction techniques to
the essential setting of classification tasks, which represent a large fraction of neural network computing. We
find that these adjusted concepts are highly effective in mitigating the detrimental impact of noise.

I. INTRODUCTION

Artificial neural networks (ANNs) play an important
role in various fields such as pattern recognition, data
analysis, industrial control and complex problem solving.
They can be trained on a large amount of data and take
reasonably balanced decision based on this information.
With these capabilities, they are successfully used in
medicine1–4, finance5,6, technology7–9, biology10–12, and
for predicting the behavior of complex, chaotic systems13.
The use of ANNs makes it possible to accelerate and im-
prove decision-making processes, which significantly in-
creases the efficiency and accuracy of systems.

However, substantial challenges with energy efficiency,
speed and scalability of ANNs are some of the main lim-
itations of their application in various fields14. For ex-
ample, complex tasks such as large-volume or real-time
data processing require significant computing resources
and hence energy. In addition, augmenting ANNs to find
complex patterns can lead to problems with scalability
and computing resource management15.
Motivated by these limitations, there is a growing

amount of research into developing more energy-efficient
ANN architectures, optimizing computation and de-
veloping specialized hardware to perform ANN opera-
tions, called hardware neural networks16–18. These ef-
forts aim at improving the efficiency and performance
of ANNs and open the prospect of their wider applica-
tion in various fields. In hardware ANNs, also called
in memory computing, the artificial neurons and con-
nections between them are based on physical princi-
ples such as optical19,20, memristive21–23, spin-torque24,
Mach–Zehnder interferometer25,26, photoelectronic27 or
coherent silicon photonics28 effects.
A major consequence of such networks in comparison

to digital network emulations is that analogue hardware
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is always prone to a certain level of noise. Noise in hard-
ware ANNs can arise from a variety of sources. Regard-
less of its origin, such noise can have a negative impact
on the accuracy of the ANN, as it can cause errors in the
transmission and transformation of information. There is
a substantial amount of literature on mitigation strate-
gies for noise in the input signal of ANNs29–32, but in
the case of hardware ANNs the general context changes
as here noise arises internally of the network. There are
several papers that describe the properties of various in-
ternal noise sources in hardware ANNs20,33–37.

In our previous papers38,39, we have studied the im-
pact of white Gaussian internal noise on simplified and
trained neural networks with linear38 and nonlinear39 ac-
tivation functions. Moreover, we developed an analytical
description for predicting the noise level in the output
of ANN with internal noise. Further, in Ref.40, we pro-
posed several techniques how to reduce different types
of internal noise on untrained networks. However, this
does not include the essential step of generalizing these
techniques towards application scenarios. This essential
development we report here, and focus on the hardware
ANN’s performance in the context of classifications tasks,
with the commonly applied softmax function in the final
layer. Again, we consider a wide range of different noise
types, yet the impact of thresholding for classification,
as well as the probabilistic transformation through the
softmax demand substantial innovation with regards to
analysis as well as noise mitigation techniques.

This paper starts explaining the considered trained
deep ANN (Sect. II A). We consider the impact of several
cases of white Gaussian noise in the deep hardware ANN
trained for digit recognition, and we evaluate the noise
impact in terms of accuracy degradation (Sect. III). Noise
types are additive and multiplicative, correlated and un-
correlated (they are explained in details in Sect. II B). We
then apply two noise mitigation techniques to different
cases of internal noise and explain how these techniques
can be realized schematically and in terms of connection
matrices for already trained network (Sect. IV, V). In

ar
X

iv
:2

41
1.

04
35

4v
1 

 [
cs

.L
G

] 
 7

 N
ov

 2
02

4

mailto:semenovani@sgu.ru


2

Supplementary materials we suggest how the connection
matrices can be modified according to these techniques
using Python code as an example.

The main difference from our previous work is that
here we consider different noise intensities rather than
one set, which allows us to increase the range of applica-
tion of the results to different types of hardware ANNs.
In addition, we previously considered the effect of noise
from the point of view of only the signal-to-noise ratio
(SNR) of the output signal. In the case of classifying
ANNs, this is not entirely correct, since the last layer of
such networks often uses the softmax function, for which
it is not the output signal itself that is important, but
the sequence number of the neuron with the maximum
output signal. In this article, we consider the impact
of various noises of different intensities on the accuracy
of the classification network. Therefore, the conclusions
proposed in this article are fundamentally new comparing
to all our previous works.

II. SYSTEM UNDER STUDY

A. Trained ANN

We study the impact of internal noise on a trained
hardware ANN and show how our noise mitigation tech-
niques can be applied there. For this purpose, we trained
a deep ANN with feedforward signal propagation. For
training, we took the frequently used handwritten digit
recognition task using the MNIST database as an repre-
sentative example41. This database contains the images
of size 28 × 28 pixels in a gray scale. Thus, the input
layer of our network contains 784 neurons with real input
value in range from 0 to 1, and our ANNs has 10 output
neurons in the final layer to identify the digit’s number.
Finally, the output neurons exhibit the softmax normal-
ization, for which it is not the output signal itself that is
important, but the sequence number of the neuron with
the maximum output signal. As we will show, this non-
linear transformation substantially influences the impact
of noise onto the system’s output and the final hardware
ANN’s computational result.

In this article, we develop and adjust noise mitigation
techniques for hardware ANNs trained for classification,
which is among the most relevant application scenarios.
Therefore, for this proof of concept demonstration, we
consider a simple deep network with a single hidden layer
comprising 20 neurons with a sigmoid activation func-
tion. However, our approaches can be extended to more
complex and deeper systems, or to a layer-wise archi-
tecture where hybrid ANN concepts are employed. This
network is schematically shown in Fig. 1(a). The net-
work was trained using Tensorflow/Keras library employ-
ing an “adam” optimizer and “categorial-crossentropy”
as the loss function. The convergence of training during
20 epoches with a 5% validation split is given in Fig. 1(b).
The final accuracy tends to 97.01% on training dataset

(60,000 images) and 95.17% on testing dataset (10,000
images).
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FIG. 1. Schematic representation of considered ANN (a) and
process of its training (b). Panel (c) shows how the internal
noise is included into one neuron.

B. Internal noise

The method describing a neuron’s internal noise is
identical to our previous works38–40. The types of noise,
their intensities and methods of introduction were ob-
tained from a hardware implementation of an ANN in
an optical experiment, proposed in Ref.42. We consider
different noise intensities in order to make results more
general and applicable to other hardware networks.
Figure 1(c) schematically illustrates the effect of noise

on one neuron and at what stage noise is introduced. A
neuron receives the summed input signal from neurons of
the previous layer to create its internal state x. Then the
activation function is applied, and here we use sigmoid
function of the type f(x) = 1/(1 + e−x). Usually this is
the output signal of the neuron, but in order to include
the effect of noisy, analog neurons, noise operator N̂ is
applied to this signal, leading to a final noisy signal of the
form y = N̂f(x). In matrix form this can be described
as

Yn = N̂f(Xn), Xn = Yn−1 ·Wn−1, (1)

where n is the layer’s number. For example, for hidden
layer n = 2, Xn is the vector of internal states of neurons
on layer n, obtained from the values Yn−1 from the pre-
vious layer (n− 1). The number neurons in hidden layer
is equal to k = 20 for the network suggested in Fig. 1(a)
and the length of vector Xn is therefore equal to k = 20.
The input signal of the ith neuron from the nth layer Xn

i

is determined in accordance with the outer matrix prod-
uct illustrated by · between the output signal vector from
the previous layer Yn−1 and the coupling matrix Wn−1

connecting layers (n− 1) and n. In Eq. (1), we describe

the effect of noise using noise operator N̂ at the stage
where we introduce noise. Next we will look at what this
operator is depending on different types of noise.
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In a photonic experimental implementation of a neu-
ral network, it was discovered that there are two types
of noise in affecting a single neuron: additive noise and
multiplicative noise, mathematically described by

Y n
i = f(Xn

i ) +
√
2DAξA(t, i),

Y n
i = f(Xn

i ) ·
(
1 +

√
2DMξM (t, i)

)
.

(2)

Thus, additive noise (with indices ‘A’) is added to the
noise-free output signal, while the multiplicative noise
(with indices ‘M’) is multiplied on it. The notation ξ
corresponds to white Gaussian noise with zero mean and
variance equal to unity. Its multiplier

√
2D determines

the overall variance equal to 2D, andD is usually refereed
to as the intensity of the noise source. The subscripts
‘A’ and ‘M’ for variables ξ and D correspond to additive
and multiplicative noise, respectively. Since ξ has a zero
mean, simply multiplying it by the desired signal can lead
to losing the entire signal, hence multiplicative noise is
introduced by multiplication with (1 + ξ).
The previous provides a classification of noise depend-

ing on the effect on one isolated neuron. Now let us con-
sider at the types that describe the effect on a group of
neurons. As in our previous works38,39, we focus on the
classification according to uncorrelated and correlated
noise within a population of neurons. For both types,
the noise values will be different over time t. Here, we
are not really referring to time, but to different values
of input information. The separation of noise types oc-
curs depending on how the noise affects the layer with
neurons. If all neurons within one layer receive the same
noise value, then we will call such noise correlated and
denote it using the superscript ‘C’: ξC(t). If all neurons
i within one layer receive different noise values, then this
is uncorrelated noise ξU (t, i). Thus, we consider in total
four types of noise: correlated additive ξCA (t) and multi-
plicative ξCM (t) noise, and uncorrelated additive ξUA(t, i)
and multiplicative ξUM (t, i) noise controlling by the noise
intensities DC

A , D
C
M , DU

A , D
U
M , respectively.

III. NETWORK PERFORMANCE DEPENDING ON THE
IMPACT OF NOISE

Figure 2 contains training and testing accuracies of the
same trained noisy hardware ANN. Here, we consider the
impact of noise isolated either to the hidden layer only
(top panels) or the in output layer only (bottom panels),
while left panels contain the results for additive noise and
right panels show the impact of multiplicative noise. All
four plots show the impact of different noise intensities
on the accuracy of ANN in almost the same scale.

Figure 2 shows that networks trained for multiclass
classification are quite robust against the impact of weak
noise, which was also our finding in39. There is almost
no change in accuracy for any type of noise with noise
intensity

√
2D < 0.2 or D < 0.02. In this context, it

is noteworthy that the largest noise intensity in a non-
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FIG. 2. Changes in accuracy of trained ANN depending on
noise intensities of four separate noise sources additive un-
correlated noise DU

A (green in (a,c)), additive correlated noise
DC

A (orange in (a,c)), multiplicative uncorrelated noise DU
M

(blue in (b,d)) and multiplicative correlated noise DC
M (pink

in (b,d)). The noise is introduced into hidden layer in the top
panels, and into the last layer in the bottom panels. Solid
curves correspond to training dataset, while dashed curves
were prepared for testing dataset.

noise optimized hardware implementation in Ref.42 was
around 10−3.

As for relatively high noise intensities, the results are
as follows. Additive noise (both correlated and uncorre-
lated) in the output layer has almost no impact on the
network performance (see Fig. 2(c)). However, additive
noise in hidden layer leads to quite a pronounced decrease
in accuracy (Fig. 2(a)). In both, Fig. 2 (a) and (c), the
dependencies for correlated noise are shown in orange,
while green color corresponds to uncorrelated noise. The
more pronounced impact in the hidden layer is poten-
tially caused by the particularities of classification tasks
in combination with the widely employed softmax func-
tion in the output layer. This is a new and highly relevant
finding. In the case of noise in the output layer, all out-
puts are shifted by the same noise value, and the neuron
with maximal output remains the same as without noise.
Therefore, noise in hidden layer is the most critical aspect
for hardware ANNs applied to classification tasks.

In this classification context, multiplicative noise, how-
ever, affects the hidden and the output layer similarly, see
Fig. 2(b) and (d), respectively. In both panels, pink data
correspond to correlated multiplicative noise, while blue
data corresponds to uncorrelated multiplicative noise. At
the same time, it should be noted that the accuracy is
changed only when

√
2D > 0.4 hence for rather strong

noise compared to the one usually obtained in hardware
ANNs. Again, the exponential normalization by softmax
serves as a strongly noise-suppressing function.
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IV. NOISE MITIGATION: NEURON POOLING

In our previous work40 we have suggested several ways
how noise can be suppressed in hardware ANNs. The
first technique was pooling populations of neurons, an
efficient approach to suppress uncorrelated noise. This
method consists of combining several neurons into a dis-
tinct subgroups called pools. Each unit inside a pool of
m neurons receives the same input. The impact of such
pooling for trained hardware ANNs is shown in Fig. 3(a)
for pooling with m = 3.
If the number of noisy neurons in hidden layer is k (here

k = 20), then a corresponding pooled layer comprises af-
ter m · k noisy neurons. In order to implement this pool-
ing operations numerically, we repeat the trained con-
nection matrix m and rescale its entries by 1/m. After
this operation and for our here leveraged topology, the
new sizes of matrices W1 and W2 become (784 × 20m)
and (20m× 10), respectively. The description of the way
how this can be realized in terms of Python code is given
in Supplementary materials. It is also important to un-
derline, that the network is not retrained after this tech-
nique. Here we use the connection matrices W1 and W2

obtained after training the network and repeat them m
times in order to realize pooling.

Figure 3 shows the results of application of pooling
technique for four different values of m for uncorrelated
additive (b) and multiplicative (c) noise in the hidden
layer. Here, we show the accuracy only on the training
dataset, but for testing dataset the results are similar.
In Fig. 3(b,c), the solid lines correspond to the original
case without pooling. As can be seen, larger m lead to a
significantly reduced sensitivity of the hardware ANN’s
accuracy for different noise intensities, where pooling 10
neurons makes the system robust even for noise ampli-
tudes reaching

√
2D = 0.5. This conclusion is valid for

multiplicative as well as additive uncorrelated noise in
the context of classification with softmax normalization.

The dependencies of accuracy on noise intensity are
nonlinear, and in order to show the improvement of ac-
curacy using the pooling technique, we plotted the de-
pendencies of minimal accuracy on m in Fig. 3(d). As
follows from Fig. 3(b,c), these minimal accuracies can
be obtained for the largest considered noise intensity√
2DU

A = 1 or
√
2DU

M = 1. It can be clearly seen from

this panel, that for largem even the worst accuracy tends
to the initial accuracy level of the noise-free ANN.

The variants of applying the pooling technique in terms
of Python code are given in Supplementary materials.

V. NOISE MITIGATION. GHOST NEURON

The other noise mitigation technique in Ref.40 was re-
ferred to as ghost neurons, and the concept is schemati-
cally illustrated in Fig. 4. Here, we describe how it can
be adapted in the context of trained network and its ac-
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FIG. 3. Application of pooling technique to ANN with
noisy neurons in hidden layer. Panel (a) shows the scheme
of pooling technique with m = 3. Panels (b) and (c) shows
how the dependency of final accuracy on intensity of uncorre-
lated additive (b) and multiplicative (c) noise. In both panels,
solid dark curves correspond to original case without pooling,
while the remaining curves correspond to the results of us-
ing pooling technique with m = 3, 5, 10 and 20 (larger m –
lighter color). Panel (d) shows how does the minimum accu-
racy change depending on m for uncorrelated additive (green)
and multiplicative (blue) noise.

curacy. The motivation of this technique is to suppress
correlated additive noise by adding one additional neu-
ron into the noisy layer, and to have this neuron not
connected with the previous layer. This means that
this neuron does not receive any input signal, which led
to the nomenclature “ghost neuron”. Importantly, the
ghost neuron is connected with all neurons in the next
layer with some weights Wg, and depending on these val-
ues it can successfully reduce additive correlated noise.
In Ref.40 this technique was applied to a simplified un-
trained ANN without softmax normalization, and final
performance was analysed in terms of SNR and not as a
change in classification accuracy.

We will consider three variants how the ghost neuron
can be introduced into the noisy hidden layer depending
on its weights Wg. The first way is to simply set the
weights to -1, i.e. Wg,i = −1. The results of this ad-hoc
technique corresponds to black dashed lines marked as
“ghost neuron I” in Fig. 4(b,c). It is clear that includ-
ing ghost neurons with such an un-optimized connection
strength does not result in any noise mitigation. This can
be explained by the fact that the impact of noise in layer
n − 1 onto any neuron j in layer n depends on its par-
ticular connections to the previous layer obtained during
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FIG. 4. Application of ghost neuron technique to ANN with
noisy neurons in hidden layer. Panel (a) shows the scheme
of ghost neuron technique. Panels (b) and (c) shows how the
impact of additive correlated noise can be changed using ghost
neurons of all three types. Panel (b) and (c) were prepared
for training and testing datasets, respectively.

training, and therefore subtracting the noise with a con-
stant weighting of −1 does not result in any particular
noise reduction.

Let us now consider the signal coming from layer n to
the next layer. Each jth neuron of layer (n+ 1) receives

the incoming signal
k∑

i=1

Wn
i,j ·Y n

i from layer n. In the case

of a ghost neuron, its signal is added according to

Xn+1
j =

k∑
i=1

Wn
i,j · Y n

i +Wg,j · Yg. (3)

This can be rewritten for additive correlated noise as fol-
lows:

Xn+1
j =

k∑
i=1

Wn
i,j · f(Xn

i ) +
√
2DC

Aξ
C
A (t) ·

k∑
i=1

Wn
i,j+

Wg,jf(0) +Wg,j ·
√
2DC

Aξ
C
A (t).

(4)
Thus, setting

Wg,j = −
k∑

i=1

Wn
i,j (5)

will allow the complete suppression of additive additive
correlated noise. This case corresponds to gray lines
marked as “ghost neuron II” in Fig. 4(b,c). In both,
training and testing data, this method leads to signifi-
cant increase in accuracy for large noise intensity, while
for small or even diminishing noise intensities the network
performance becomes worse. Such an analytical rule pro-
vides an excellent tool for circuit designers of hardware
ANNs. It allows to include the ghost neuron concept ad-
hoc and design internal. It simply requires a circuit that
sets the ghost neuron’s weight in a separate stage, where
all neurons in the preceding layer are clamped to one, as
Eq. (5) is the overall input strength experienced by the
neuron.

Taking a close look at the data for concept ghost neu-
ron II (Fig. 4(b,c)), one can see that now the accuracy
does not depend on the noise intensity, i.e. noise has
been completely suppressed, but there is some constant
offset that affects the accuracy. This is an interesting
feature previously not identified. When we introduced
the ghost neuron, we used a neuron with the same noise
and activation function as the rest of the neurons in the
hidden layer, but deprived it of an input signal. The ac-
tivation function in hidden layer is the sigmoid function
f(x) = 1

1+e−x , which for zero input leads to f(0) = 0.5
as a noise-free output of the ghost neuron. In the case
of considered here sigmoid activation function, any large
negative bias value can lead to f(x) ≈ 0, and the result
of clamping the ghost neuron to a constant and large
negative input is shown by the orange dashed line in
Fig. 4(b,c) and labelled as “ghost neuron III”. It is clear
that for this correction the ghost neuron perfectly fulfils
its intended duty, and the accuracy remains the same as
for a noise-free ANN for any intensity of correlated addi-
tive noise. Of course, if the particular activation function
of neurons in the hardware ANN is such that for f(0) ≈ 0
(i.e. tanh(x) or ReLu), then the application of ghost neu-
ron II will lead to the same effect as the ghost neuron III.
The way how all three ghost neurons can be imple-

mented in Python code is described in details in Supple-
mentary materials.

VI. CONCLUSIONS

In our previous work on noisy hardware ANNs and
concepts of noise mitigation, we focused on the im-
pact of noise onto the hardware ANN’s output signal to
noise ration. However, the thresholded objective of an
ANN when addressing classification tasks substantially
changes what it is relevant. The same can be said for
the here studied softmax normalization in the final ANN
layer. Most importantly, we found that the common per-
turbation of output classifiers by correlated noise is less
relevant than for ANNs addressing analog output func-
tion approximation.
We considered several types of noise in hidden and

the output layer, separately, and found that a hardware
ANN’s accuracy is less susceptible to noise introduced
into the output layer, especially if this noise is additive.
This can be explained by the fact that for classification
tasks usually the softmax function is applied in the last
layer. In this, and in the context of other winner-takes-
all encoding in the output layer, it is not so much the
particular noisy value but which neuron has the largest
activity. Typically, for well-trained networks, the out-
put of the correct neuron is much larger than the output
of the remaining neurons. This generally reduces the
impact of noise perturbations, as noise now first needs
to overcome the separation between the largest and the
other neurons, which introduces a strong thresholding on
noise.
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This is especially evident for additive noise in the out-
put layer, which practically does not change the accu-
racy. Multiplicative noise in the output layer, however,
has a stronger effect, since its effect is larger for the usu-
ally larger activity neurons. The largest impact on ac-
curacy is demonstrated by the noise in the hidden layer,
especially if it is additive noise. This is quite different
from our previous results38,39, where we did not consider
performance accuracy, and the resulting conclusions sub-
stantially different in that noise in the hidden layer can
be suppressed due to connectivity, and does not affect
the noisiness of the output signal as much as noise in the
output layer. Here we consider the influence of noise on
the accuracy of the network, and the conclusion actually
is inverted.

Finally, we propose several noise reduction techniques
and describe how they can be implemented in a hardware
ANN. We propose pooling to reduce uncorrelated noise,
and show that it works very well for, both, additive and
multiplicative noise. To reduce the additive correlated
noise, we propose the ghost neuron technique. Initially,
this technique was proposed by us in the work40, but here
we show that this technique must take into account the
peculiarities of the activation function in the noisy layer.
The importance of the classification context is also rele-
vant for the ghost neuron technique. Here we show that
by adding some ghost neurons we can not only suppress
the level of noise but also degrade the accuracy of the net-
work. We therefore extended our analysis and were able
to derive an analytical design rule allowing ghost neuron
topology adjustment on a circuit design level. This is of
substantial relevance for future hardware ANN design.

In this paper, we were focused on a simple network ar-
chitecture for clarity and apply pooling and ghost neuron
techniques to this simple network with only one hidden
layer. For this network we suggested how to suppress
the noise level in hidden layer 2 changing the connection
matrices W1 and W2 connecting layers 1-2 and 2-3, re-
spectively. At the same time, this can be applied to any
deep neural network with any number of layers. If it is
necessary to apply the noise reduction technique in layer
n, then one need to do all the same operations with the
connection matrix before this layer Wn−1 as described
for W1, and transform the following matrix Wn in the
same way as W2 matrix.

SUPPLEMENTARY MATERIAL

Our supplementary material contains a pdf-file with
additional description of noise reduction methods and
how they can be implemented using Python code. It
starts with pooling technique and then we consider all
three ghost neurons.
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