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Abstract—Low Earth Orbit (LEO) satellite networks are
increasingly essential for space-based artificial intelligence (AI)
applications. However, as commercial use expands, LEO satellite
networks face heightened cyberattack risks, especially through
satellite-to-satellite communication links, which are more vul-
nerable than ground-based connections. As the number of op-
erational satellites continues to grow, addressing these security
challenges becomes increasingly critical. Traditional approaches,
which focus on sending models to ground stations for validation,
often overlook the limited communication windows available
to LEO satellites, leaving critical security risks unaddressed.
To tackle these challenges, we propose a sharded blockchain-
based federated learning framework for LEO networks, called
SBFL-LEO. This framework improves the reliability of inter-
satellite communications using blockchain technology and as-
signs specific roles to each satellite. Miner satellites leverage
cosine similarity (CS) and Density-Based Spatial Clustering of
Applications with Noise (DBSCAN) to identify malicious models
and monitor each other to detect inaccurate aggregated models.
Security analysis and experimental results demonstrate that our
approach outperforms baseline methods in both model accuracy
and energy efficiency, significantly enhancing system robustness
against attacks.

Index Terms—Federated learning, blockchain, poisoning at-
tack, LEO satellite networks

I. INTRODUCTION

The advancement of satellite technology has driven the de-
velopment of large Low Earth Orbit (LEO) satellite networks,
with hundreds to thousands of satellites being launched. This
trend has accelerated the commercialization of satellite-based
Internet of Things (IoT) services and led to continuous up-
grades in satellite technology [1]. As a result, modern satellites
are now equipped with advanced cameras, processors, and
antennas, enabling them to collect and process vast amounts
of Earth imagery and sensor data through artificial intelligence
(AI)-based solutions [2]]. The traditional approach in LEO
satellite networks relies on transmitting data to a central server.
However, as data volumes grow, the centralized model training
approach is becoming impractical due to high bandwidth
costs, transmission delays, and the heightened vulnerability
of satellite links compared to ground links [3].

Implementing blockchain [4] and federated learning
(FL) [3] offers an effective solution to this problem. In FL,
each satellite aggregates locally calculated parameters and
transmits model updates instead of raw data to jointly train
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a global model. Blockchain, as a decentralized, immutable,
and traceable technology, eliminates the necessity of a central
server in FL. Through its decentralized ledger, blockchain
enables FL to transparently track updates and client operations
across the entire network. For large-scale satellite networks,
blockchain sharding technology is applied to enhance entire
system performance [6]], [[7].

Applying FL to LEO satellite networks still faces several
challenges. One challenge is that FL. assumes all distributed
nodes are trustworthy, which is difficult to guarantee [J8].
Another challenge arises from the short, intermittent commu-
nication windows between satellites and ground data centers,
making data transmission to the ground both time-consuming
and often unnecessary [9].

Several studies have been conducted to address the afore-
mentioned challenges. For example, Wang et al. proposed
a method utilizing cosine similarity (CS) to filter malicious
models by measuring the differences in model features [[10].
However, as the FL. model converges, the CS between the local
model in the current round and the global model from the
previous round increases significantly. This makes it essential
to establish a CS threshold for accurate model classification.
Chen et al. divided the model into two categories by extract-
ing model features and selected the model with the highest
accuracy as the global model [[8]. This method can mistakenly
classify some benign models as malicious in the absence of
attacks, causing a reduction in accuracy. Zhu et al. transmitted
the models learned from satellites to the ground for model
verification and aggregation [11]. Although their methods
effectively resist poisoning attacks, they did not consider the
issue of short communication windows between satellites and
the ground. With the increasing number of satellites, there is
an urgent need for efficient and decentralized solutions that
can operate directly within satellite networks [[12].

To address the aforementioned issues, we propose
SBFL-LEO, a fully decentralized FL framework that inte-
grates blockchain technology with sharding, enabling secure
training on satellite networks. SBFL-LEO integrates CS and
Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) to mitigate poisoning attacks. Specifically, model
features are extracted by calculating the CS between each
local model and the previous global model. DBSCAN then
groups the models based on their CS values, automatically
determining the number of clusters based on density thresh-



olds and a minimum data point requirement. By enforcing a
minimum cluster size, each cluster is limited to a maximum
of two groups, enhancing resilience against poisoning attacks.
The aggregated model with the highest accuracy is selected
as the cluster model, effectively resisting poisoning attacks.
In addition, satellites are categorized into three distinct roles,
allowing the model trained by a learning satellite to be
validated by a miner satellite rather than being transmitted
to the ground.

The main contributions of this paper are summarized as
follows:

e We propose SBFL-LEO, a blockchain-based federated
learning framework to address the challenges of limited
communication windows between satellites and ground
stations while ensuring secure satellite communications.
By assigning specific roles to satellites, SBFL-LEO avoids
the need to transmit models to the ground for verification.

o Within this framework, we introduce CS to extract model
characteristics rather than explicitly rejecting models.
DBSCAN is then applied to dynamically cluster models,
preserving all benign models unaffected by compromise
in the current round and reducing the accuracy loss
caused by model rejection.

o We evaluate SBFL-LEO using a real dataset and perform a
thorough security analysis. Experimental results demon-
strate that SBFL-LEO outperforms baseline methods in
both learning accuracy and energy efficiency.

II. SYSTEM MODEL
A. Network Model

We consider a LEO satellite system comprising both LEO
satellites and a ground-based data center (DC). As illustrated
in Fig. [T} this system consists of a set of LEO satellites,
each equipped with computational resources, denoted by S =
{s1, 82, , s} to support the processing of Al-based appli-
cations. Each satellite s € S possesses a local dataset Dy of
size |D;|. Due to their fixed orbits, the data collected by satel-
lites is often highly non-independent and evenly distributed.
To mitigate the effects of data heterogeneity, DC separates
satellites into numerous clusters C" = {C7,C3,---,C5}
based on their position information and data characteristics.

As shown in Fig. [I] we assume three functions for the
satellites within each cluster:

o Head satellite is the primary satellite within each cluster.
It communicates with counterparts in other clusters to
aggregate data and obtain the final global model for the
current communication round.

o Miner satellites are the secondary satellites within the
cluster, excluding the head satellite. Their responsibilities
include evaluating each local model, performing classifi-
cation aggregation, and voting on the aggregated model
to select the representative local model for the cluster in
a given communication round.

o Learner satellites update only their local models.
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Fig. 1: Network model.

Each satellite registers with the DC to obtain a blockchain
account, and the data generated during the FLL communication
process is recorded on the blockchain, which is distributed
across all devices. We used sharding technology to improve
the performance of SBFL-LEO. Blockchain sharding signifi-
cantly improves the scalability and processing efficiency of the
system by dividing the blockchain network into multiple side
chains. Each shard can independently process transactions and
smart contracts, reducing network congestion and increasing
transaction throughput. In addition, sharding can also share the
burden of computation and storage, making blockchain more
operable and efficient when facing large-scale applications.
The satellites of each cluster are in the same side chain, and
two main chains are maintained by the head satellite of each
cluster.

Each head satellite maintains two main chains: the model
chain, which stores the global model for each iteration along
with each cluster’s model, and the reputation chain, which
records the reputation of the satellites. Within each cluster,
miners manage a side chain that holds only the transactions
generated within that cluster. Learning satellites maintain
a single chain dedicated to storing their locally generated
models. As lightweight nodes, learner satellites do not store the
entire blockchain. Instead, they keep only the block headers
and utilize Merkle proofs to verify the inclusion of transactions
in the current blockchain transaction list.

B. Communication Model

We assume that the satellite system comprises two types of
communication links: the Satellite-to-Ground Link (SGL) and
the Inter-Satellite Link (ISL). The SGL is used to transmit
clustering results from DC to the satellites at the beginning
of the FL process, while the ISL facilitates the transfer of
model parameters and lists of suspicious satellites among
the satellites. Specifically, within cluster C], each learner
satellite connects to the nearest miner satellite, which then



communicates with all other miner satellites. The effective
path loss between nodes u and v can be expressed as [[13]]:
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where c is the speed of light, f. is the carrier frequency used
for the link, and d,,, is the physical distance between the two
communicating nodes. The signal-to-noise ratio (SNR) for the
ISL between satellites © and v can defined as:

Yuv = GZ;;G»ZZLuv/NOv (2)

where G!7 is the gain of the transmitting antenna for satellite
u toward satellite v, G is the gain of the receiving antenna
for satellite v from satellite u, Ny is the noise power spectral
density. The SNR of SGL between DC and satellite v can be

defined as:
Ypc—v = Gt;cva;ecfyLDcvaa/NO- 3)

Herein L, represents the additional loss introduced by the
meteorological environment.

The achievable data transmission rate for SGL and ISL can
be obtained by:

Ruv = B10g2 (1 + '7uqu) ) (4)

where B is the link bandwidth and P, is the power transmit-
ted from node u to node v.

C. Energy Consumption Model

The FL process can be divided into three stages: model
distribution, federated learning within the cluster, and model
aggregation between the head satellites across clusters. The
energy consumption model is outlined as follows.

1) Model distribution: At the beginning of each commu-
nication round, the head satellite distributes the aggregated
global model from the previous round to the other satellites
within the cluster. Specifically, the head satellite first transmits
the model to the miner satellites, which then relay it to
the associated learner satellites. In cluster C;, the energy
consumption for distributing the model to the other satellites
can be calculated as follows:
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where |wg| is the size of the global model parameters.

2) Federated learning within the cluster: When learner [
receives the global model transmitted by the miner, it begins
training its local model using its dataset. Let ¢ represent
the number of CPU cycles required to process a single data
sample. The time required for learner [ to complete the training
can be calculated as follows:
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where f; is the computing frequency allocated to learner [
for local training. Then the energy consumption required for
model training can be calculated using the following formula:

Eimp = €0fZSTclmp (7N

where € is the constant coefficient determined by the hard-
ware architecture. Learner [ then transmits its local model w;
to the associated miner, which verifies the signature before
forwarding it to the other miners. The energy consumption
for transmission E; can be calculated using Formula (5).

Subsequently, the miners group the local models with sim-
ilar data distributions using clustering techniques such as CS
and DBSCAN. Next, miner m trains the models for 7/2 epochs
using local dataset D,,, and selects the model with the highest
accuracy to send to the head. The energy consumption for this
process can be calculated as follows:
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The head h; selects the model that receives the highest
number of votes as the aggregated model w’ for the cluster.

The energy consumption E., within cluster ¢; during a
communication round can be calculated using the following
formula:
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3) Model aggregation across clusters: After the aggrega-
tion within the cluster is complete, h; transmits the model w?
to the other head satellites. The energy consumption required
for inter-cluster transmission £}, can be calculated as follows:
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Upon receiving models from other clusters, the head satellite
verifies the accuracy of each model using its local dataset. The
energy consumption for the verification process E;. can be
calculated using Formula (8). If the accuracy error is below a
predefined threshold value o, the head satellite votes in favor
of the model; otherwise, the model is rejected. The energy
consumption for global round r is:

E"= Y (Ej+E.,)+ Ej.+CE},,
c, €CT

ITI. OVERVIEW OF SBFL-LEO
A. Working mechanism

We propose SBFL-LEO, a sharded blockchain-based satel-
lite federated learning framework to mitigate malicious attacks
throughout the FL process. The workflow of SBFL-LEO is
shown in Fig.|2| The DC groups satellites based on geographic
location and data characteristics and then assigns roles ac-
cording to each satellite’s reputation. Learner satellites train
models and transmit them to miner satellites (Step 2 to 3
in Fig. 2). After transmitting the local model to other miner
satellites , each miner satellite classifies the local model and
selects the model with the highest accuracy to transmit to
the head satellite (Step 4 to 5 in Fig. [2). Once the global
model for the communication round is obtained through inter-
cluster consensus among head satellites, it is distributed to
other satellites within the cluster. The process from Step 2 to
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Fig. 2: Working mechanism of SBFL-LEO.

Step 7 in Fig. [J] will repeat until the global model achieves
the desired level of accuracy.

SBFL-LEO consists of two key components: intra-cluster
consensus and inter-cluster consensus. The details are outlined
below:

B. Intra-cluster Consensus

The satellites within the C7 cluster are categorized into a
learner set L; = {l1,l2, -+ {1} and a miner committee M; =
{m1,ma,--- ,mp}, where C7 = L; U M,. The set of head
satellites can then be denoted as H" = {h7,h5, -, h;}. The
objective of each learner satellite | € L; is to minimize the
global loss function by using its local data for 7 epochs to
train the global model w"~! from the previous communication
round. We have added a penalty term based on satellite energy
consumption for model training in the loss function, which
can enable satellites with lower energy consumption to make
greater contributions. The loss function Fj(w) for the satellite
l is given by:
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where f(w;, &) represents the loss function of the learner
satellite’s local model at data point &, and |D;| is the size of
the dataset for learner satellite [. For 7 epochs, each satellite
trains its model locally to reduce communication costs. The
local model is then updated by the learner satellite [ using the
stochastic gradient descent (SGD) method with a learning rate
n as follows:

w) =w] " =V E(w] ). (13)

After 7 epochs, each learner satellite submits its trained
local model to the miner committee for verification and
aggregation to generate the cluster model. When the learning
satellite [ completes its local training, it generates a transaction
t] containing its model wy, the size of its dataset | D;| and signs
it with its private key. This satellite then transmits the signed
transaction to the nearest miner satellite m. Upon receiving the

transaction t;, miner satellite m calculates the CS between the

local model w] and the global model w”~! from the previous
round. The formula for calculating the CS 6 (w]) is as follows:

wy - w1t

0 (wy) = (14)

w1l - flwr =
The miner satellite m then uses DBSCAN to group these
models:

GIL,....d] N,0(wh), ..., 0(wh)).

Since satellites in close proximity often capture similar data,
the model parameters trained on their local datasets tend to
have a high CS with the global model. DBSCAN can group
these models together while filtering out poisoned models.

The miner satellite calculates the weight of each learner
satellite’s local model based on the size of each learner satellite
dataset and the communication rate with the learning satellite.
Each miner satellite then trains the aggregated model for 7/2
epochs using its training dataset to determine the accuracy
score for each group of models. The miner satellite selects
the model wy,, with the highest accuracy. Model aggregation
is achieved using the following formula:

_ > Ruw - |Di] - wp
g ZRuv’|Dl|

Learner satellites that do not belong to the group of the
selected model are added to the suspect list £ . After miner
satellite m selects the model, it generates a transaction ¢ that
includes its voting result, the accuracy score ey, _,,,» , and the
list £7,,, which it then sends to the head satellite ;.

Upon receiving transactions from all miner satellites within
the cluster, the head satellite tallies the votes and selects the
satellite with the highest number of votes as the cluster model
wj . Miner satellites that submit incorrect votes are also added
to the head satellite’s suspect list £}, . At this point, the model
update within the cluster is complete.

= DBSCAN (6(w (15)

we . Vwl € d,, (16)

C. Inter-cluster Consensus

After completing the intra-cluster update, the head satellite
h; generates a transaction ¢} ~containing the cluster model
parameters wz , the accuracy score of the model ezi Swp
and the list of suspicious nodes L} . This transaction is
signed by h; and sent to the head satellltes of other clusters.
Upon receiving transactions from other head satellites, head
satellite h; trains each cluster model on its local dataset for
7/2 epochs to evaluate the accuracy score for each model
€, = {€h,—wp> h € H"}. If the difference between e, _,
and e} S, is' less than o, h approves the model wj, for
participation in the global model aggregation; otherwise, it is
rejected. Next, head satellite /; encapsulates the voting results
and the model’s accuracy score ¢} into transaction t’,’bft and
sends it to other head satellites.

After summing the voting results from all head satellites,
the accepted models are aggregated, based on their accuracy
scores, to get the global model wy for communication around
r. Head satellites that fail to cast their votes correctly, along



with the satellites in their cluster that trained on the corre-
sponding local models, are also added to the suspicious list
L”. Additionally, the suspicious list £” includes the list of
suspicious satellites from the honest head satellites. Finally, the
head satellite uses an aggregation method based on accuracy
weights to aggregate the global model, as described by the
following formula:
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The loss function of the global model is determined by:

w V(h,h; € Hy) A (hyhy & £7). (17)
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After completing a round of FL, each learner satellite that
updates a benign model and each miner satellite that casts
a correct vote receives a reputation reward. Head satellites
that act honestly also receive rewards, allowing them to retain
their roles in the next round. This approach aims to keep
head satellites consistent, reducing the need for large-scale
blockchain data transfers to newly appointed head satellites.
Satellites in the list £" are penalized with a reputation
reduction, diminishing their impacts on FL in subsequent
communication rounds.

SBFL-LEO aims to minimize the loss function to optimize
w. Throughout the entire FL process, satellites identified as
suspicious nodes are penalized through reputation deduction,
which continues until they are eventually removed from the
system. FL proceeds until a global model that minimizes the
loss function is obtained, as follows:

w = arg Hul]lrn Lglobal(wg)- (19)

IV. PERFORMANCE ANALYSIS
A. Experiment Settings

We consider a LEO satellite network with 200 satellites,
evenly distributed across 20 orbits. Moreover, we set the
maximum communication power as 5 W, the maximum com-
puting frequency as 5 GHz, the link bandwidth as 20 MHz,
Yo = 103, €g = 10728, and ¢ = 10° cycles/sample [14].
We first implement FL using the FedAvg [5] by adopting
a convolutional neural network (CNN) with a learning rate
n = 0.1 for local training, leveraging CNN’s effectiveness
in image classification tasks. The model is tested on the
MNIST dataset with a training/testing ratio of 80:20. In this
FL framework, we set the number of local training epochs to
20, the batch size to 64, the proportion of malicious clients in
the network to 20%, and the number of cluster C is 5.

We validate the effectiveness of our proposed SBFL-LEO
against the benchmark Weighted FedAvg. We introduce two
methods based on FedAvg: FedAvg with_M with 20% ma-
licious satellites and FedAvg without any malicious attacks.
In addition, we develop SBFL-LEQO-k_means that uses k-
means algorithm to classify the CS of the model for ablation
study, and eFL that directly filtering malicious models through
CS [10].

B. Experimental Results Analysis

We test the model at different learning rates, and the results
are shown in Fig. [3al When the learning rate (Ir) is set to 0.1,
the model converges faster and achieves superior performance.
In contrast, a learning rate of 0.3 results in the model failing
to update due to the high rate. At a learning rate of 0.01, the
model’s accuracy is 3% lower than when the learning rate is
0.1. Meanwhile, at a learning rate of 0.001, the slow model
converge speed makes it challenging to reach optimal accuracy.

Fig. |3b| illustrates the results of model accuracy across var-
ious methods. We assume malicious clients upload poisoned
local models in rounds 5~15 and 25~-50 to simulate targeted
attacks within the FL process. Due to the inability to iden-
tify malicious models, the accuracy of the FedAvg_with_M
decreases by over 50% in 5~15 rounds and there is no im-
provement in accuracy between rounds 25~50. FedAvg, eFL,
SBFL-LEO-k_means and SBFL-LEQ’s accuracy continue to
increase with the increase of communication rounds. EFL, our
proposed SBFL-LEO and SBFL-LEO-k_means lose some lo-
cal models by designating certain satellites as miner satellites,
resulting in lower accuracy compared to FedAvg. Furthermore,
the lower accuracy of SBFL-LEO-k_means compared to our
method stems from its inability to dynamically adjust the
number of model groups, which leads to the exclusion of
some benign models during rounds without malicious attacks.
During attacks in rounds 5-15, eFL exhibits an accuracy dif-
ference of approximately 4% compared to SBFL-LEO. This is
because eFL does not consider the scenarios where malicious
satellites submit insufficiently trained models or even directly
submitted the previous round’s global model while utilizing
CS to filter out harmful models, ultimately hindering the
convergence speed of the global model. In contrast, DBSCAN
enables dynamic regrouping, which helps prevent the loss of
benign models. In the 20th round, the accuracy difference
between SBFL-LEO and FedAvg is less than 1%. Therefore,
our proposed SBFL-LEO effectively defends against poisoning
attacks and preserves benign models during rounds without
malicious attacks.

As illustrated in Fig. the energy consumption per
communication round grows with the number of satellites.
However, our proposed SBFL-LEO consumes less energy com-
pared to FedAvg. For instance, when the number of satellites
reaches 120, the energy consumption for our proposed strategy
is 266.34 J, while FedAvg consumes 285.48 J. This reduction
in energy usage can be ascribed to our proposal SBFL-LEO,
where 20% of the satellites are designated as miner satellites.
These miner satellites do not undertake local training but
instead validate the models of the learning satellites, hence
decreasing overall energy consumption.

Table|l] analyzes the time consumption for different methods
when achieving 90% model accuracy. When continuously sub-
jected to malicious attacks, FedAvg_with_M fails to converge
due to its inability to resist poisoning attacks. eFL converges
slower than SBFL-LEO because it cannot exclude models
with insufficient training. As a result of losing some effective
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Fig. 3: Model accuracy and energy consumption performance.

TABLE I: Comparisons of time cost for different methods.  gemonstrate that SBFL-LEO effectively mitigates malicious

attacks, reduces system energy consumption, and maintains

Average time to achieve accuracy of 90%, and

Methods the number of communication rounds to achieve satisfactory model accuracy performance.
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