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Abstract. We prove that α-dissipative solutions to the Cauchy problem of
the Hunter–Saxton equation, where α ∈ W 1,∞(R, [0, 1)), can be computed
numerically with order O(∆x1/8 + ∆xβ/4) in L∞(R), provided there exist
constants C > 0 and β ∈ (0, 1] such that the initial spatial derivative ūx

satisfies ∥ūx(·+ h)− ūx(·)∥2 ≤ Chβ for all h ∈ (0, 2]. The derived convergence
rate is exemplified by a number of numerical experiments.

1. Introduction

This paper is concerned with the Cauchy problem for the Hunter–Saxton (HS)
equation, which takes the form

(1.1) ut(t, x) + uux(t, x) =
1

4

∫ x

−∞
u2x(t, z)dz −

1

4

∫ ∞

x

u2x(t, z)dz, u|t=0 = ū.

The above equation was derived in [18] via a first-order asymptotic expansion
around constant equilibrium states of the nonlinear variational wave equation,
ψtt + c(ψ)(c(ψ)ψx)x = 0. One can therefore view solutions of (1.1) as describing
the long-time behavior of these perturbed equilibrium states.

The HS equation has many intriguing properties, but of particular importance and
of main concern from a numerical perspective is the fact that solutions experience
wave breaking – a phenomenon characterized by pointwise blow-ups of the spatial
derivative ux within finite time. Classical solutions therefore cease to exist, and one
has to study weak solutions. Despite ux developing singularities at certain points in
space-time, u(t, ·) remains continuous for all t ≥ 0, in fact Hölder continuous, while
ux(t, ·) ∈ L2(R). In addition, wave breaking also gives rise to energy concentrations
on sets of measure zero, and in order to extend weak solutions beyond wave breaking,
one has to ambiguously choose how to manipulate this concentrated energy.

Two natural choices immediately come to mind: i) one can choose to reinsert all
the concentrated energy at every wave breaking occurrence, leading to conservative
solutions, or ii) all the concentrated energy can be removed from the system,
yielding dissipative solutions. Well-posedness has been established for both kinds
of solutions, see [1, 2, 8, 10]. Yet a more general and flexible concept is that of
α-dissipative solutions, proposed in [11] for the related Camassa–Holm equation
and in [13] for the HS equation. As the name suggests, the idea is to remove an
α-fraction of the concentrated energy, but in addition, one may allow α to belong
to W 1,∞(R, [0, 1)) ∪ {1}, such that the amount of energy removed can depend on
the spatial location at which wave breaking takes place. This is the kind of solution
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we will focus on in this work. Let us emphasize that the existence of such solutions
has been shown in [13], but uniqueness is still an open question.

To keep track of the corresponding energy, which distinguishes the various
continuations, it is common to augment the wave profile u by a nonnegative, finite
Radon measure µ that represents the energy density, see e.g., [2, 13]. This measure
encodes all the information about wave breaking, and its absolutely continuous
part satisfies dµac = u2xdx. Moreover, µsing, its singular part, tells us where energy
has concentrated. However, let us also point out that wave breaking can occur in
the form of infinitesimal energy concentrations, which are described by µac, see for
instance the cusped wave profile in Example 4.3, which is discussed in [5, Ex. 5.2]
and [14, Ex. 3] as well.

All the aforementioned continuations require the energy to be nonincreasing in
time and are therefore governed by the following system

ut + uux =
1

2
F − 1

4
F∞(t),(1.2a)

µt + (uµ)x ≤ 0,(1.2b)

where F (t, x) = µ(t, (−∞, x)) denotes the cumulative energy associated with the
measure µ(t). This system does not provide us with enough information to dis-
tinguish different types of weak solutions, due to the measure-valued transport
inequality. In other words, except from the particular case of equality in (1.2b),
which leads to conservative solutions, the above system contains no information
about the exact rate of energy dissipation. To resolve this issue, one introduces a
coordinate transformation, namely a mapping L, which transforms the Eulerian
initial data (ū, µ̄, ν̄) into a quadruplet X̄ = (ȳ, Ū , V̄ , H̄) in Lagrangian coordinates.
Here ν̄ is a measure added purely for technical reasons in the sense that the same
solution (u, µ)(t) is recovered for any t ≥ 0, irregardless of which ν̄ we pick initially,
see [15, Lem. 2.13] for details. The crux is that, under this transformation, (1.2)
rewrites into a system of ODEs that attains unique and global solutions and it also
gives us control of the exact loss of energy upon wave breaking. More precisely, see
[13, Sec. 2], the time evolution of the α-dissipative solution X = (y, U, V,H) with
initial data X̄ = (ȳ, Ū , V̄ , H̄) is governed by

yt(t, ξ) = U(t, ξ),(1.3a)

Ut(t, ξ) =
1

2
V (t, ξ)− 1

4
V∞(t),(1.3b)

V (t, ξ) =

∫ ξ

−∞

(
1− α(y(τ(η), η))χ{ω|t≥τ(ω)>0}(η)

)
V̄ξ(η)dη,(1.3c)

Ht(t, ξ) = 0,(1.3d)

where V∞(t) = lim
ξ→∞

V (t, ξ) represents the total Lagrangian energy and τ : R →

[0,∞] is the wave breaking function given by

τ(ξ) =


0, ȳξ(ξ) = 0 = Ūξ(ξ),

−2
ȳξ(ξ)

Ūξ(ξ)
, Ūξ(ξ) < 0,

∞, otherwise.

Solving (1.3) amounts to following the sought solution (u, F ) along generalized
characteristics, and to recover (u, F ), one introduces yet another nonlinear mapping



CONVERGENCE RATE FOR NUMERICAL α-DISSIPATIVE SOLUTIONS 3

M . The nonlinear nature of the mappings L and M severely complicates the
upcoming convergence rate analysis.

The pointwise blow-up of ux at wave breaking introduces difficulties with numeri-
cal stability, especially for finite difference schemes, but also for standard continuous
Galerkin methods. By relaxing the continuity hypothesis and allowing for disconti-
nuities across element interfaces, the authors in [24] introduce a local discontinuous
Galerkin (LDG) method for (1.1). This scheme is based on a central flux formulation
and its spatial derivative has a nonincreasing L2(R)-norm, i.e., the method is energy
stable. However, none of the presented numerical results experiences wave breaking,
and as no rigorous convergence analysis is conducted, it is unclear whether this
method is able to handle wave breaking. Moreover, the same authors revisit the
LDG method in [25], and replace the central flux with an upwind flux, which again
leads to an energy stable method. They also propose a new DG method, which
turns out to coincide with the finite difference scheme developed in [16, Sec. 6]
when choosing piecewise constant functions. Since the upwind scheme in [16, Sec.
6] converges towards dissipative solutions, even when wave breaking occurs, so does
the DG method in this case.

There is an intrinsic numerical diffusion in traditional finite difference schemes and
they therefore naturally give rise to dissipative solutions as shown in [16]. Moreover,
such solutions are characterized by the following Oleinik-type condition, see [8, 16],

ux(t, x) ≤
2

t
for all t > 0 and a.e. x ∈ R,

which provides additional stability and makes them more amendable for numerics.
In spite of that, a scheme based on the method of characteristics, which equivalently
can be expressed as a finite difference scheme, was shown to converge to conserva-
tive solutions in [14]. Furthermore, several geometrically oriented finite difference
methods were proposed in [21], albeit without any convergence analysis. In addition,
a convergent numerical algorithm for α-dissipative solutions was recently proposed
in [5] for α ∈ [0, 1] and subsequently extended to α ∈ W 1,∞(R, [0, 1)) in [4]. The
latter method, to which we derive a convergence rate, relies on the observation that
if the initial data ū in (1.1) is piecewise linear, then so is the associated α-dissipative
solution u(t, ·) for all t ≥ 0. One combines this property with a piecewise linear
projection operator P∆x that preserves the relation dµ̄ac = ū2xdx, which is essential
to ensure that the numerical approximation, for each fixed ∆x > 0, dissipates energy
when it is supposed to. The numerical solution is thereafter evolved by an iteration
scheme that is based on computing successive approximations of the solution to
(1.3) with initial data L ◦ P∆x((ū, µ̄, ν̄)). This is explained throughly in Section 2.2
and [4, Sec. 3.2].

Despite the existence of several numerical methods for (1.1), the convergence
rate derived in [3] for α ∈ [0, 1] and here for α ∈W 1,∞(R, [0, 1)) are the first robust
convergence rates, i.e., error rates that persist even if wave breaking takes place.
The few results that exist elsewhere either break down at wave breaking or prevent
it from taking place, see [3, Sec. 1] for a brief discussion. To be more precise, we
prove that the numerical method from [4] satisfies

(1.4) sup
t∈[0,T ]

∥u(t)− u∆x(t)∥∞ ≤ O(∆xγ),

for some γ > 0, where T > 0 is a fixed final simulation time, ∆x denotes the spatial
discretization parameter, and {u∆x}∆x>0 is the family of numerical approximations.
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It suffices to this end, to derive a convergence rate in [L∞(R)]2 for the numerical
Lagrangian pair (y∆x−id, U∆x)(t), since by [5, Lem. 4.11], we have

sup
t∈[0,T ]

∥u(t)− u∆x(t)∥∞≤ sup
t∈[0,T ]

∥U(t)−U∆x(t)∥∞ +
√
µ̄(R) sup

t∈[0,T ]

∥y(t)− y∆x(t)∥
1/2
∞ .

This is however challenging, due to the highly nonlinear relation between the Eulerian
and Lagrangian variables. In particular, the singular part µ̄sing, which is supported
on a set of measure zero in Eulerian coordinates, leads to a set A of positive measure
in Lagrangian coordinates, on which we are unable to connect the differentiated
Eulerian and Lagrangian variables. As a consequence, we only have a convergence
rate for the initial Lagrangian energy density, V̄∆x,ξ, on R \ A. However, as the
norms ∥y(t) − y∆x(t)∥∞ and ∥U(t) − U∆x(t)∥∞ heavily depend on the difference
Vξ(t)− V∆x,ξ(t) on all of R, cf. (1.3), we have to prove that the set A contributes
at most with a certain order. To achieve this, one needs to postulate additional
regularity on the Eulerian initial data. In particular, we require that there exist
constants C > 0 and β ∈ (0, 1] such that

(1.5) ∥ūx(·+ h)− ūx(·)∥2 ≤ Chβ for all h ∈ (0, 2].

The remaining argument then hinges on the fact that, by construction, the afore-
mentioned projection operator, P∆x, preserves the mass of the singular part µ̄sing

locally. This property is combined with a novel pair of transformations, inspired by
[17, Def. 6], that allows us to prove that the contribution from the set A is at most
of order O(∆x

β/2).
The way in which we proceed to prove the convergence rate shares a lot of

similarities with the one proposed in [3] for α ∈ [0, 1] – the main difference is the
transformation used to deal with the problematic set A. The mapping in [3], which
can be constructed explicitly, maps the points where the exact solution breaks
initially to those points where the numerical solution breaks initially, and, when
combined with the local preservation of µ̄sing, this enables one to prove that the
set A contributes at most with order O(∆x

β/2). However, the author of [3] has to
assume that the initial energy measure µ̄ has no singular continuous part. In this
work, on the other hand, we introduce a pair of transformations which rescales both
the projected and the exact initial data. In this way we are able to handle any
finite, positive Radon measure µ̄, but this comes at the cost of only having implicit
expressions for the transformations. In spite of that, we also obtain an improved
convergence rate; instead of the O(∆x

β/8)-rate shown in [3, Thm. 4.11] for α ∈ [0, 1],
we deduce that (1.4) holds with γ = 1

4 min{β, 12} for α-dissipative solutions where
α ∈ W 1,∞(R, [0, 1)) ∪ {1}, which reduces to O(∆x

β/4) when α is a constant. The
transformations used in [3] and herein are compared in Section 3.6.

Note that even if one starts with a purely absolutely continuous energy measure,
a singular continuous part may form at some later time. Thus, in order to be able
to analyze numerical methods where one maps back and forth between Eulerian and
Lagrangian coordinates, like in [14], one has to be able to treat singular continuous
measures. We hope that our approach also turns out valuable in such cases.

This paper is organized in the following way. In Section 2 we outline how to
construct α-dissipative solutions via the generalized method of characteristics from
[2] and [13] and we thereafter recall the numerical method from [4]. Then, in
Section 3, we proceed by proving the aforementioned convergence rate. Our rigorous
analysis of the pair of transformations and the subsequent change of variables play
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a key role. Finally, in Section 4 we conduct several numerical experiments which
support our theoretical result. In particular, the cusped wave profile analyzed in [5,
Ex. 5.2] and [14, Ex. 3] satisfies (1.5) with β = 1/6, and hence converges with order
O(∆x

1/24).

2. Preliminaries

The numerical method for α-dissipative solutions, to which we derive a conver-
gence rate, is based on the generalized method of characteristics from [2] and [13].
We therefore split this section into two parts: in the first part we remind the reader
of this generalized method of characteristics and the definition of α-dissipative
solutions, which is followed by a presentation of the numerical method proposed in
[4].

2.1. The generalized method of characteristics and α-dissipative solutions.
Let α ∈W 1,∞(R, [0, 1)) and denote by M+(R) the space of finite, positive Radon
measures on R. In order to define the set of admissible initial data, we have to recall
some function spaces from [2] and [13].

Let us start by introducing the Banach space

E := {f ∈ L∞(R) | f ′ ∈ L2(R)} endowed with ∥f∥E := ∥f∥∞ + ∥f ′∥2,
and let

H1
d(R) := H1(R)× Rd, d = 1, 2.

Furthermore, introduce a partition of unity on (−∞, 1) ∪ (−1,∞) = R, i.e., a pair
of functions ϕ− and ϕ+ belonging to C∞(R), which satisfies

(i) ϕ+ + ϕ− = 1,
(ii) supp(ϕ+) ⊂ (−1,∞) and supp(ϕ−) ⊂ (−∞, 1),
(iii) 0 ≤ ϕ± ≤ 1.

This pair is used to define the following linear, continuous and injective mappings

R1 : H
1
1 (R) → E, (f̄ , a) 7→ f = f̄ + aϕ+,

R2 : H
1
2 (R) → E, (f̄ , a, b) 7→ f = f̄ + aϕ+ + bϕ−,

which allow us to introduce the Banach spaces E1 and E2 as the images of H1
1 (R)

and H1
2 (R) under the mappings R1 and R2, respectively, that is,

E1 := R1(H
1
1 (R)) and E2 := R2(H

1
2 (R)),

equipped with the norms

∥f∥E1
:= ∥f̄ + aϕ+∥E1

=
(
∥f̄∥2H1(R) + a2

)1/2

,

∥f∥E2
:= ∥f̄ + aϕ+ + bϕ−∥E2

=
(
∥f̄∥2H1(R) + a2 + b2

)1/2

.

It was shown in [12, Sec. 2] that the spaces E1 and E2 are independent of the chosen
partition of unity. In addition, R1 is also well-defined when applied to functions
belonging to L2

1(R) = L2(R)× R and we therefore introduce

E0
1 := R1(L

2
1(R)) endowed with ∥f∥E0

1
:=
(
f̄∥22 + a2

)1/2

.

With this in place, we can finally define the set of Eulerian coordinates Dα, which
contains all the admissible initial data to (1.2).
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Definition 2.1. The space Dα consists of all triplets (u, µ, ν) that satisfy
(i) u ∈ E2,
(ii) µ ≤ ν ∈ M+(R),
(iii) µac ≤ νac,
(iv) dµac = u2xdx,
(v) µ((−∞, ·)) ∈ E0

1 ,
(vi) ν((−∞, ·)) ∈ E0

1 ,
(vii) dµ

dν (x) > 0, and dµac

dνac
(x) = 1 if ux(x) < 0.

Moreover, we define

(2.1) Dα
0 = {(u, µ, ν) ∈ Dα | µ = ν}.

By [9, Thm. 1.16], there is a one-to-one relation between µ and the cumulative
energy F (x) = µ((−∞, x)), and likewise between ν and G(x) = ν((−∞, x)). These
functions are bounded, left-continuous, increasing, and satisfy

lim
x→−∞

F (x) = 0 = lim
x→−∞

G(x),

in addition to

F∞ = lim
x→∞

F (x) = µ(R) and G∞ = lim
x→∞

G(x) = ν(R).

Furthermore, recall that any µ ∈ M+(R) admits a decomposition of the form

(2.2) µ = µac + µsing,

where µac is absolutely continuous and µsing is singular with respect to the Lebesgue
measure, see e.g., [9, Thm. 3.8]. We also take advantage of the fact that µsing can
be decomposed further into two mutually singular measures

(2.3) µsing = µd + µsc,

where µd is purely discrete and µsc is singular continuous, see [20, Thm. 9.7]. A
consequence of (2.2) and (2.3) is that F can be decomposed into three parts,

(2.4) F (x) = Fac(x) + Fd(x) + Fsc(x),

where Fac(x) = µac((−∞, x)) is absolutely continuous, Fd(x) = µd((−∞, x)) is a
piecewise constant function, and Fsc(x) = µsc((−∞, x)) is continuous with F ′

sc = 0
a.e.. Furthermore, Fsing(x) = µsing((−∞, x)) = Fd(x) + Fsc(x). The function
G(x) = ν((−∞, x)) admits a similar decomposition.

Next, let us define the set of Lagrangian coordinates Fα. This requires us to
introduce E4 = E2 × E2 × E1 × E1, which is a Banach space when equipped with

(2.5) ∥(f1, f2, f3, f4)∥E4 := ∥f1∥E2 + ∥f2∥E2 + ∥f3∥E1 + ∥f4∥E1 .

Definition 2.2. The space Fα is composed of all quadruplets X = (y, U, V,H)
satisfying

(i) (y − id, U, V,H) ∈ E4 ∩
[
W 1,∞(R)

]4,
(ii) yξ, Hξ ≥ 0 a.e. and there exists c > 0 such that yξ +Hξ ≥ c a.e.,
(iii) yξVξ = U2

ξ a.e.,
(iv) 0 ≤ Vξ ≤ Hξ a.e.,
(v) there exists κ : R → (0, 1] such that Vξ(ξ) = κ(y(ξ))Hξ(ξ) a.e., with

κ(y(ξ)) = 1 whenever Uξ(ξ) < 0.
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Furthermore, we define

(2.6) Fα
0 := {X ∈ Fα | y +H = id} and Fα,0

0 := {X ∈ Fα
0 | H = V }.

Typically, given some initial data (ū, µ̄, ν̄) belonging to Dα, one wants to solve
(1.2) combined with νt + (uν)x = 0. Moreover, to ensure that the correct amount
of energy is dissipated, which is specified by α, one uses a generalized method
of characteristics. Hence, let us introduce the following mapping, which is well-
defined by [22, Prop. 2.1.5], to define the initial data in Lagrangian coordinates,
X̄ = (ȳ, Ū , V̄ , H̄).

Definition 2.3. Let L : Dα → Fα
0 be defined by L((u, µ, ν)) = (y, U, V,H), where

y(ξ) = sup{x ∈ R | x+ ν((−∞, x)) < ξ},(2.7a)
U(ξ) = u(y(ξ)),(2.7b)
H(ξ) = ξ − y(ξ),(2.7c)

V (ξ) =

∫ ξ

−∞

dµ

dν
(y(η))Hξ(η)dη.(2.7d)

In Lagrangian coordinates, the α-dissipative solution with initial data X̄ =
(ȳ, Ū , V̄ , H̄) ∈ Fα satisfies the following system of differential equations

yt(t, ξ) = U(t, ξ),(2.8a)

Ut(t, ξ) =
1

2
V (t, ξ)− 1

4
V∞(t),(2.8b)

V (t, ξ) =

∫ ξ

−∞

(
1− α(y(τ(η), η))χ{ω|t≥τ(ω)>0}(η)

)
V̄ξ(η)dη,(2.8c)

Ht(t, ξ) = 0.(2.8d)

Here V∞(t) = lim
ξ→∞

V (t, ξ) represents the total Lagrangian energy and τ : R → [0,∞]

is the wave breaking function given by

τ(ξ) =


0, ȳξ(ξ) = Ūξ(ξ) = 0,

− 2ȳξ(ξ)

Ūξ(ξ)
, if Ūξ(ξ) < 0,

∞, otherwise,

(2.9)

which tells us if and when the α-dissipative solution experiences wave breaking along
the characteristic labeled by ξ ∈ R.

It has been established in [22, Lem. 2.2.1] that (2.8)–(2.9) is globally well-posed
for initial data belonging to Fα. Consequently, associated with (2.8)–(2.9), we
define the Lagrangian solution operator St, for which Fα is an invariant set.

Definition 2.4. Define, for any t ≥ 0, St : Fα → Fα by X(t) = St(X̄), where X(t)
is the unique solution of (2.8)–(2.9) with initial data X(0) = X̄ ∈ Fα.

At last, in order to obtain the sought solution of (1.2), we have to transform
the solution of (2.8)–(2.9) back to Eulerian coordinates, and the following mapping,
which is well-defined by [22, Lem. 2.1.7], is needed for this very purpose.

Definition 2.5. Define M : Fα → Dα as M((y, U, V,H)) = (u, µ, ν), where

u(x) = U(ξ) for any ξ ∈ R such that x = y(ξ),(2.10a)
µ = y#(Vξdξ),(2.10b)
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ν = y#(Hξdξ).(2.10c)

Here y#(Vξdξ) is the pushfoward measure given by

µ(A) =

∫
y−1(A)

Vξ(ξ)dξ, for all Borel sets A ⊆ R,

and the measure y#(Hξdξ) is defined similarly.

By composing the mappings L and M with the Lagrangian solution operator St,
one can construct α-dissipative solutions, leading to the following definition.

Definition 2.6. Suppose (ū, µ̄, ν̄)∈ Dα, the α-dissipative solution at time t ≥ 0 is
given by

(u, µ, ν)(t) = Tt((ū, µ̄, ν̄)) =M ◦ St ◦ L((ū, µ̄, ν̄)).

Note that there are three variables in Eulerian coordinates, while there are four
in Lagrangian coordinates, implying that the mapping M :Fα → Dα cannot be
injective. However, one can identify an equivalence relation on Fα, such that all
elements belonging to the same equivalence class are mapped to the same element
in Eulerian coordinates. To this end, let us define a group that acts on Fα through
relabeling.

Definition 2.7. Let G be the group of homeomorphisms f : R → R satisfying
(i) f − id, f−1 − id ∈ E2,
(ii) fξ, (f−1)ξ ∈ L∞(R).

Furthermore, define the group action • : Fα × G → Fα by

(2.11) (X, f) 7→ (y(f), U(f), V (f), H(f)) = X • f.

As mentioned, all elements belonging to the equivalence class

[X] := {X̂ ∈ Fα | there exists f ∈ G s.t. X̂ = X • f},
for some X ∈ Fα, are mapped to the same element in Eulerian coordinates.

Proposition 2.8 ([22, Prop. 2.1.10]). Let f ∈ G and X ∈ Fα, then

M(X • f) =M(X).

The pair (u, µ) contains all the essential information about the solution in Eulerian
coordinates, and (y, U, V ) therefore encodes the important information in Lagrangian
coordinates. Yet, it is apparent from Definition 2.3, that the choice of ν not only
influences H, but also (y, U, V ). Despite this, the pair (u, µ) is independent of ν.

Lemma 2.9 ([15, Lem. 2.13]). Given (ūj , µ̄j , ν̄j) in Dα for j ∈ {1, 2} with ū1 = ū2
and µ̄1 = µ̄2, let (uj , µj , νj)(t) = Tt((ūj , µ̄j , ν̄j)) for j ∈ {1, 2} and any t ≥ 0, then

u1(t, ·) = u2(t, ·) and µ1(t) = µ2(t).

As a consequence, we will restrict our attention to initial data belonging to the
subset Dα

0 ⊂ Dα, defined in (2.1), which in particular implies that µ̄ = ν̄.



CONVERGENCE RATE FOR NUMERICAL α-DISSIPATIVE SOLUTIONS 9

2.2. The numerical method. Let us proceed by describing the numerical method
proposed in [4], which is closely related to Definition 2.6, but differs in two ways:

(i) Before mapping the Eulerian initial data to Lagrangian coordinates, one
applies the piecewise linear projection operator introduced in [5, Def. 3.2].
The α-dissipative solution associated with this projected initial data will
remain piecewise linear for all t ≥ 0. This makes it possible to implement
the solution operator Tt exactly in the case of α being a fixed constant, see
[5]. However, this is no longer possible when α ∈W 1,∞(R, [0, 1)).

(ii) If the α-dissipative solution experiences wave breaking along the charac-
teristic labeled by ξ, then the fraction of energy to be removed equals
α(y(τ(ξ), ξ)). Moreover, since the time evolution of y(t, ξ) depends on
Vξ(t, ·) on all of R, cf. (2.8), the position at which wave breaking takes
place, y(τ(ξ), ξ), is influenced by all the other wave breaking occurrences
happening prior to t = τ(ξ). Thus the time evolutions of y(t, ξ) and Vξ(t, ·)
are closely intertwined and (2.8) cannot be solved explicitly in general. To
resolve this issue, one approximates the solution operator St numerically by
introducing an iteration scheme, which is based on computing successive
approximations of the energy to be removed.

2.2.1. The projection operator. We start by recalling the projection operator intro-
duced in [5, Def. 3.2]. To this end, let {xj}j∈Z represent a uniform mesh on R with
xj = j∆x for j ∈ Z and ∆x > 0 fixed. In addition, let fj = f(xj) denote the values
attained at these gridpoints for any function f :R → R and introduce the difference
operator

Df2j =
f2j+2 − f2j

2∆x
.

The projection operator P∆x, which is tailored to preserve the total energy F∞, the
continuity of u, and Definition 2.1 (iv), is then defined as follows.

Definition 2.10. Define P∆x:Dα
0 →Dα

0 by P∆x((u, F,G))=(u∆x, F∆x, G∆x), where

u∆x(x) =

{
u2j + (Du2j ∓ q2j) (x− x2j), x2j < x ≤ x2j+1,

u2j+2 + (Du2j ± q2j) (x− x2j+2), x2j+1 < x ≤ x2j+2,
(2.12)

with q2j given by

(2.13) q2j :=
√
DFac,2j − (Du2j)2,

and

G∆x(x) = F∆x(x) = F∆x,ac(x) + F∆x,sing(x), for all x ∈ R.(2.14)

Furthermore, the absolutely continuous part of F∆x is defined by

F∆x,ac(x) =


Fac,2j + (Du2j ∓ q2j)

2
(x− x2j), x2j < x ≤ x2j+1,

1
2 (Fac,2j+2 + Fac,2j)∓ 2Du2jq2j∆x

+(Du2j ± q2j)
2
(x− x2j+1), x2j+1 < x ≤ x2j+2,

(2.15)

while the singular part is given by

(2.16) F∆x,sing(x) = F2j+2 − Fac,2j+2 = Fsing,2j+2, x2j < x ≤ x2j+2.
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Note that there is one degree of freedom for each interval [x2j , x2j+2], that is,
we have to determine which sign to use in (2.12) and (2.15). This choice will not
influence our upcoming analysis, but it affects the numerical accuracy in practical
applications. For the numerical experiments in Section 4, we therefore couple
Definition 2.10 with the sign-selection criterion from [5, Sec. 3.1]. This criterion is
based on picking, for each [x2j , x2j+2], the sign that minimizes the distance between
u(x2j+1) and u∆x(x2j+1), which is given by (−1)k2j for [x2j , x2j+1], where

k2j := argmin
m∈{0,1}

{(u2j+1 − u2j
∆x

−Du2j

)
∆x+ (−1)m+1q2j∆x

}
.

2.2.2. Implementation of L and computing τ∆x. After applying L from Definition 2.3
to the projected data, one obtains the numerical Lagrangian initial data

X∆x = (y∆x, U∆x, V∆x, H∆x) = L ◦ P∆x((u, µ, ν)).
Due to Definition 2.3 and Definition 2.10, this is a tuple of continuous and piecewise
linear functions, whose nodes are located at the points {ξj}j∈Z. The value attained
by X∆x(ξ) at any ξ ∈ R can therefore be computed by linear interpolation based on
the sequence {X∆x(ξj)}j∈Z. Here {ξj}j∈Z represents a nonuniform discretization in
Lagrangian coordinates, which is related to the uniform mesh {xj}j∈Z in Eulerian
coordinates via

ξ3j = x2j +G∆x(x2j), ξ3j+1 = x2j +G∆x(x2j+),

ξ3j+2 = x2j+1 +G∆x(x2j+1), ξ3j+3 = x2j+2 +G∆x(x2j+2).(2.17)

Here x+2j denotes the limit from the right at x2j .
Furthermore, by insertingX∆x into (2.9), one obtains the numerical wave breaking

function τ∆x : R → [0,∞], which, for ξ ∈ [ξ3j , ξ3j+3), reads

τ∆x(ξ) =


τ3j+ 1

2
, ξ ∈ [ξ3j , ξ3j+1],

τ3j+ 3
2
, ξ ∈ (ξ3j+1, ξ3j+2],

τ3j+ 5
2
, ξ ∈ (ξ3j+2, ξ3j+3),

(2.18)

where
τj+ 1

2
= τ∆x

(1
2
(ξj+1 + ξj)

)
for any j ∈ Z.

In particular, ξ3j = ξ3j+1 whenever G∆x does not have a jump discontinuity at
x = x2j and, in addition, τ3j+ 1

2
= 0. By comparing (2.9) and (2.18) we infer that

the exact and numerical wave breaking times in general differ, and this complicates
the upcoming error analysis. The interested reader is referred to [5, Sec. 3.2.1–3.2.2]
for more details.

2.2.3. A brief recap of the time evolution. The numerical time evolution is throughly
described in [4, Sec. 3.2.2], we therefore only give a brief summary.

One starts by extracting a finite, increasing sequence of numerical breaking times,
{τ∗k}Nk=0 from {τj+ 1

2
}j∈Z, which constitutes a non-uniform temporal discretization

of [0, T ], for any finite T > 0. Thereafter, one evolves the differentiated Lagrangian
variables, X∆x,ξ, between successive times in this sequence by an iteration scheme.
This turns out to be much more efficient than solving (2.8) directly with initial data
X̄∆x = L ◦ P∆x((ū, µ̄, ν̄)), which is possible as the exact Lagrangian solution, with
initial data X̄∆x, remains piecewise linear for all t ≥ 0.
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For the upcoming analysis, the particular values of the τ∗k ’s do not matter. The
important point is that {τ∗k}Nk=0 ensures that the iteration scheme, which we now
define inductively, is a contraction and hence converges.

Suppose

X̃∆x,ξ(t) = (ζ∆x,ξ, U∆x,ξ, V∆x,ξ, H∆x,ξ)(t), where ζ∆x(ξ) = y∆x(ξ)− ξ,

has been computed for t ∈ [0, τ∗k ] and denote by {X̃n
∆x,ξ(t, ·)}n∈N the sequence whose

time evolution, for ξ ∈ R \ {ξj}j∈Z and t ∈ (τ∗k , τ
∗
k+1], is given by

ζn∆x,tξ(t, ξ) = Un∆x,ξ(t, ξ),(2.19a)

Un∆x,tξ(t, ξ) =
1

2
V n∆x,ξ(t, ξ),(2.19b)

V n∆x,ξ(t, ξ) =
(
1− βn∆x(t, ξ)χ{s|s≥τ∆x(ξ)>τ∗

k}(t)
)
V∆x,ξ(τ

∗
k , ξ),(2.19c)

Hn
∆x,tξ(t, ξ) = 0,(2.19d)

with X̃n
∆x,ξ(τ

∗
k ) = X̃∆x,ξ(τ

∗
k ) for all n ≥ 1, where

(2.20) β1
∆x(t, ξ) = 0 for ξ ∈ R,

and for n ≥ 2,

(2.21) βn∆x(t, ξ) = βnj+ 1
2
(t) for any ξ ∈ (ξj , ξj+1],

with

βnj+ 1
2
(t) =

{
0, τj+ 1

2
/∈ (τ∗k , τ

∗
k+1],

α(yn−1
∆x (τ∗k+1, ξj)), τj+ 1

2
∈ (τ∗k , τ

∗
k+1].

(2.22)

Since X̃n
∆x,ξ(t, ·) is piecewise constant with possible jump discontinuities at {ξj}j∈Z,

for all t ∈ [τ∗k , τ
∗
k+1], it suffices to solve (2.19) at the midpoints ξj+ 1

2
= 1

2 (ξj + ξj+1).
Moreover, it is evident from (2.19)–(2.22) that we need to compute yn∆x(t, ·) and
hence Xn

∆x(t, ·) at the times in {τ∗k}Nk=0. To this end, introduce for each j ∈ Z(
ζnj+ 1

2, ξ
, Unj+ 1

2, ξ
, V nj+ 1

2, ξ
, Hn

j+ 1
2, ξ

)
(t) = X̃n

j+ 1
2, ξ

(t)

=

{
X̃n
∆x, ξ

(
t, 12 (ξj+1 + ξj)

)
, if ξj ̸= ξj+1,

(0, 0, 0, 0) otherwise,

and observe that Hn
∆x(t) = H̄∆x. In order to compute V n∆x(t), U

n
∆x(t), and

yn∆x(t), we use the recursive procedure from [4, Sec. 3.2.2]. It follows from (2.8c)
that lim

ξ→−∞
V n∆x(t, ξ) = 0 and one therefore has

V n∆x(t, ξj) =

j−1∑
m=−∞

V nm+ 1
2, ξ

(t)(ξm+1 − ξm) = V n∆x(t, ξj−1) + V nj− 1
2, ξ

(t)(ξj − ξj−1).

The left asymptotes of Un∆x(t) and yn∆x(t) on the other hand, are time-dependent
and evolve according to (2.8). For brevity, let us introduce f±∞ = lim

ξ→±∞
f(ξ), then

Un∆x,−∞(t) = U∆x,−∞(τ∗k )−
1

4
V∆x,∞(τ∗k )(t− τ∗k )

+
1

4

∑
m∈Z

βnm+ 1
2
(t)χ{l|t≥τ

l+1
2
>τ∗

k}(m)Vm+ 1
2, ξ

(τ∗k )(ξm+1 − ξm)(t− τm+ 1
2
),
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while

ζn∆x,−∞(t) = ζ∆x,−∞(τ∗k ) + U∆x,−∞(τ∗k )(t− τ∗k )−
1

8
V∆x,−∞(τ∗k )(t− τ∗k )

2

+
1

8

∑
m∈Z

βnm+ 1
2
(t)χ{l|t≥τ

l+1
2
>τ∗

k}(m)Vm+ 1
2, ξ

(τ∗k )(ξm+1 − ξm)(t− τm+ 1
2
)2.

From these asymptotes we compute the functions Un∆x(t) and ζn∆x(t) at the gridpoints
{ξj}j∈Z and thereafter recover their value at any intermediate point ξ by linear
interpolation. In particular,

Un∆x(t, ξj) = Un∆x,−∞(t) +

j−1∑
m=−∞

Unm+ 1
2, ξ

(t)(ξm+1 − ξm)

= Un∆x(t, ξj−1) + Unj− 1
2, ξ

(t)(ξj − ξj−1),

and

ζn∆x(t, ξj) = ζn∆x,−∞(t) +

j−1∑
m=−∞

ζnm+ 1
2, ξ

(t)(ξm+1 − ξm)

= ζn∆x(t, ξj−1) + ζnj− 1
2, ξ

(t)(ξj − ξj−1).

At last, one computes yn∆x(t, ·) from yn∆x(t, ξj) = ζn∆x(t, ξj) + ξj for any j ∈ Z.
The iteration scheme is stopped at the first integer n =Mk

it satisfying

sup
t∈[τ∗

k ,τ
∗
k+1]

∥yM
k
it

∆x (t)− y
Mk

it−1
∆x (t)∥∞≤ sup

t∈[τ∗
k ,τ

∗
k+1]

∥{ζM
k
it

∆x (t, ξj)}j∈Z − {ζM
k
it−1

∆x (t, ξj)}j∈Z∥ℓ∞

≤ ϵ,(2.23)

for some user-determined threshold ϵ > 0, where ∥ · ∥ℓ∞ denotes the usual sup-norm
on ℓ∞. As mentioned, the iteration scheme is contractive. Thus (2.23) will eventually
be met for any ϵ > 0, see [4, Prop. 3.5]. However, we will stick with the same choice
as in [4], that is,

ϵ =
1

∥α′∥∞
∆x2,

in which case the number of iterates Mk
it in (2.23), over any (τ∗k , τ

∗
k+1], is uniformly

bounded by 3. Furthermore, set

X∆x(t) = X
Mk

it

∆x (t) for all t ∈ (τ∗k , τ
∗
k+1],

and let S∆x,t : Fα → Fα denote the numerical solution operator associated with
the outlined evolution procedure, namely

(2.24) S∆x,t(X̄∆x) := X∆x(t), for any t ∈ [0, T ].

The important point here is that St from Definition 2.4 is not implemented exactly,
but approximated by S∆x,t. As a consequence, we introduce two numerical errors
on each time interval (τ∗k , τ

∗
k+1], which we analyze in Section 3.2.
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2.2.4. Recovering the solution in Eulerian coordinates. It remains to recover the
numerical solution in Eulerian coordinates. One achieves this by applying M from
Definition 2.5 to X∆x(t), namely

(2.25) (u∆x, µ∆x, ν∆x)(t) =M(X∆x(t)).

As the components of X∆x(t) are piecewise linear, so are the components of
(u∆x, F∆x, G∆x)(t). In fact, their nodes are situated at the points {y∆x(t, ξj)}j∈Z
such that (2.25) amounts to applying a piecewise linear reconstruction based on the
values attained at these nodes. Furthermore, u∆x(t) is continuous for all t ≥ 0, while
F∆x(t) and G∆x(t) are left-continuous and increasing. In addition, F∆x(t) ̸= G∆x(t)
for t > 0 in general. Again, see [5, Sec. 3.2.4] for more details.

The outlined construction leads to the following definition of numerical α-
dissipative solutions.

Definition 2.11. Given (ū, µ̄, ν̄) ∈ Dα
0 , ∆x > 0, and T > 0, define T∆x,t =

M ◦ S∆x,t ◦ L. The numerical α-dissipative solution, for any time t ∈ [0, T ], is then
given by

(u∆x, µ∆x, ν∆x)(t) = T∆x,t ◦ P∆x((ū, µ̄, ν̄)).

3. Convergence rate for the numerical method

Let T ≥ 0 be fixed and assume from now on that ∆x ≤ 1. We aim at deriving a
convergence rate in C([0, T ], L∞(R)) for the approximation family {u∆x}∆x>0. By
[5, Lem. 4.11], it is enough to deduce an error estimate for (y∆x − id, U∆x)(t) in
[L∞(R)]2 for any t ∈ [0, T ], because

(3.1) ∥u(t)− u∆x(t)∥∞ ≤ ∥U(t)− U∆x(t)∥∞ + F̄
1/2
∞ ∥y(t)− y∆x(t)∥

1/2
∞ .

If we for a moment neglect the fact that we have to approximate St by S∆x,t, cf.
(2.24), and integrate (2.8b) with respect to time, we observe that in order to obtain
a convergence rate for ∥U(t)− U∆x(t)∥∞, we need a convergence rate for∣∣∣∣12

∫ t

0

((
V (s, ξ)− 1

2
V∞(s)

)
−
(
V∆x(s, ξ)−

1

2
V∆x,∞(s)

))
ds

∣∣∣∣
=

1

4

∣∣∣∫ t

0

(∫ ξ

−∞
(Vξ − V∆x,ξ)(s, η)dη −

∫ ∞

ξ

(Vξ − V∆x,ξ)(s, η)dη
)
ds
∣∣∣.(3.2)

This is a delicate issue, because there might be a set A of positive measure in La-
grangian coordinates on which we have no initial rate for (y∆x,ξ, U∆x,ξ, V∆x,ξ, H∆x,ξ),
which makes it difficult to obtain a convergence rate for (3.2). To resolve this issue,
we introduce, in Section 3.3, a novel pair of maps, inspired by [17, Def. 6], that
enables us to prove that the contribution from the set A to (3.2) tends to 0 with a
certain rate when ∆x→ 0, provided ūx has more regularity than just belonging to
L2(R).

3.1. Initial convergence rates in Eulerian coordinates. In order to have
sufficiently strong initial convergence in Eulerian coordinates, one has to impose
additional regularity on ūx. In particular, we will use a regularity criterion which is
inspired by a characterizing property of certain Besov spaces.

Let us start by recalling the following error estimates.
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Proposition 3.1 ([5, Prop. 4.1]). Given (ū, µ̄, ν̄) ∈ Dα
0 , let (ū∆x, µ̄∆x, ν̄∆x) =

P∆x((ū, µ̄, ν̄)), then

∥ū− ū∆x∥∞ ≤
(
1 +

√
2
)
F̄

1/2
ac,∞∆x

1/2,(3.3a)

∥ū− ū∆x∥2 ≤
√
2
(
1 +

√
2
)
F̄

1/2
ac,∞∆x,(3.3b)

∥F̄ − F̄∆x∥p ≤ 2F̄∞∆x
1/p for p = 1, 2,(3.3c)

∥Ḡ− Ḡ∆x∥p ≤ 2Ḡ∞∆x
1/p for p = 1, 2.(3.3d)

Additionally, we also have ū∆x,x → ūx in L2(R) by [5, Lem. 4.2]. However, as
there is a close relation between ū∆x,x and the energy variable V̄∆x,ξ, this convergence
is too weak to guarantee a convergence rate for (3.2) and hence for (y∆x− id, U∆x)(t)
in [L∞(R)]2. In fact, it turns out that it is essential to have a bound of the form

∥ūx − ū∆x,x∥2 ≤ O(∆xγ) for some γ > 0,

because the solution operator S∆x,t will otherwise completely deteriorate the initial
convergence rate in (3.3a) for α-dissipative solutions due to the following reason.
The characteristics along which wave breaking occurs at time t are determined by
the sets

(3.4) Et :=
{
ξ | ūx(ȳ(ξ))) = −2

t

}
and E∆x,t :=

{
ξ | ū∆x,x(ȳ∆x(ξ)) = −2

t

}
,

for (ū, F̄ , Ḡ) and (ū∆x, F̄∆x, Ḡ∆x), respectively. Thus, to prevent the error between
the exact and the numerical Lagrangian solution from becoming too large, one needs
to be able to monitor the influence of Et and E∆x,t for t ∈ (0, T ]. This is possible if
we have the stronger L2-error bound on ū∆x,x.

Note that ū∆x, given by (2.12), is piecewise linear such that we are approximating
ūx ∈ L2(R) by a piecewise constant function and additional regularity has to be
imposed in order to obtain a convergence rate in L2(R). Motivated by the Lipschitz
spaces Lip(β, L2(R)), which coincide with the Besov spaces Bβ∞(L2(R)) for β ∈ (0, 1),
see e.g., [6, 7], we introduce, for β ∈ (0, 1],

(3.5) Bβ2 :=
{
f ∈ L2(R) | there exists C> 0 s.t. ∥δhf∥2 ≤ Chβ for all h ∈ (0, 2]

}
.

Here δhf(x) := f(x+h)−f(x). Furthermore, denote by |f |2,β the smallest admissible
constant in (3.5), i.e.,

(3.6) |f |2,β := sup
h∈(0,2]

(
h−β∥δhf∥2

)
.

Then the set Bβ2 , which satisfies Bβ∞(L2(R)) ⊂ Bβ2 , contains all the L2(R)-functions
that optimally can be approximated by piecewise constant functions on uniform
meshes with an error of order O(∆xβ), see [6, Sec. 3] and [7, Chp. 12]. However,
the projection operator P∆x is not constructed with the aim of approximating ūx by
ū∆x,x in the best possible way in L2(R), but instead with focus on preserving the
relation dµ̄ac = ū2xdx. One therefore introduces q2j , given by (2.13), which can be
viewed as a correction term in (2.12), but it leads to a suboptimal convergence rate.

Lemma 3.2 ([3, Lem. 3.2]). Given (ū, µ̄, ν̄) ∈ Dα
0 with ūx ∈ Bβ2 for some β ∈ (0, 1],

let (ū∆x, µ̄∆x, ν̄∆x) = P∆x((ū, µ̄, ν̄)). Then there exists a constant C̃, dependent on
β, F̄ac,∞, and |ūx|2,β, such that

(3.7) ∥ūx − ū∆x,x∥2 ≤ C̃∆x
β/2.
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Remark 3.3. Other more frequently encountered conditions are ūx ∈ BV ∩ L1(R)
or ūx ∈ C0,β

c (R), i.e, ūx being β-Hölder continuous with compact support, which
both lead to error estimates similar to (3.7), because

BV ∩ L1(R) ⊂ B
1/2
2 and C0,β

c ⊂ Bβ2 for any β ∈ (0, 1].

On the other hand, we only require ūx ∈ L2(R) and hence these two other conditions
exclude a lot of interesting examples. One being the solution to the Cauchy problem
(1.1) with the following initial data

ū(x) =


1, x < −1,

|x|2/3, −1 ≤ x ≤ 1,

1, 1 < x,

for which wave breaking occurs for each t ∈ [0, 3] along a single characteristic, see
[5, Ex. 5.2] and [14, Ex. 3]. Its derivative, given by

ūx(x) =


0, x < −1,
2
3 sgn(x) |x|

−1/3
, −1 ≤ x ≤ 1,

0, 1 < x,

belongs neither to C0,β
c (R) for any β ∈ (0, 1] nor to BV(R), but it does belong to

B
1/6
2 . We will return to this example in Section 4.

3.2. A first step towards a convergence rate in Lagrangian coordinates.
The error estimates from Proposition 3.1 yield the following convergence rates in
Lagrangian coordinates.

Lemma 3.4 ([5, Lem. 4.4]). Suppose (ū, µ̄, ν̄) ∈ Dα
0 , let (ȳ, Ū , V̄ , H̄) = L((ū, µ̄, ν̄)),

and (ȳ∆x, Ū∆x, V̄∆x, H̄∆x) = L ◦ P∆x((ū, µ̄, ν̄)), then

∥ȳ − ȳ∆x∥∞ ≤ 2∆x,

∥Ū − Ū∆x∥∞ ≤
(
1 + 2

√
2
)
F̄

1/2
ac,∞∆x

1/2,

∥H̄ − H̄∆x∥∞ = ∥V̄ − V̄∆x∥∞ ≤ 2∆x.

Here we took advantage of the fact that L(Dα
0 ) = Fα,0

0 , with Fα,0
0 defined in

(2.6).
Ideally, we would like to proceed by deriving convergence rates for the differ-

entiated Lagrangian variables X̄∆x,ξ = (ȳ∆x,ξ, Ū∆x,ξ, V̄∆x,ξ, H̄∆x,ξ), but this is in
general out of reach. Instead, we have to apply an additional change of variables in
order to be able to handle (3.2).

To better understand what type of transformation we are looking for, we start by
outlining the approach we will take for further estimating (3.1). As mentioned, the
solution operator St from Definition 2.4 has to be approximated by the numerical
operator S∆x,t, which is based on evolving the numerical solution between successive
times in {τ∗k}Nk=0 by the iteration scheme described in Section 2.2.3. Consequently,
one introduces two errors over each interval [τ∗k , τ

∗
k+1] that we collectively refer to

as the local error :
(i) the iteration scheme is terminated after a finite number of iterations, once

(2.23) is satisfied with ϵ = 1
∥α′∥∞

∆x2,
(ii) the amount of energy to be removed at wave breaking is only approximated,

cf. (2.20)–(2.22).
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Therefore, introduce

X̂∆x(t) = (ŷ∆x, Û∆x, V̂∆x, Ĥ∆x)(t) = St(X̄∆x).

It then follows from (3.1) that we can write

∥u(t)− u∆x(t)∥∞ ≤ ∥U(t)− Û∆x(t)∥∞ + ∥Û∆x(t)− U∆x(t)∥∞
+ Ḡ

1/2
∞ ∥y(t)− ŷ∆x(t)∥

1/2
∞ + Ḡ

1/2
∞ ∥ŷ∆x(t)− y∆x(t)∥

1/2
∞ ,

where F̄∞ = Ḡ∞, since (ū, µ̄, ν̄) ∈ Dα
0 . A closer look reveals that the terms

∥U(t)− Û∆x(t)∥∞ and ∥y(t)− ŷ∆x(t)∥∞ describe the projection error, i.e., the error
introduced by the projection operator P∆x and its influence on the time evolution
in Lagrangian coordinates, while the other terms account for the accumulated effect
of the aforementioned local errors.

The local error has already been studied in detail in [4] and a careful inspection
of the estimates in [4, (4.29) and Lem. 4.10] reveals that there exists a constant C,
dependent on ∥α′∥∞, ∥ū∥∞, Ḡ∞, and T , such that

∥ŷ∆x(t)− y∆x(t)∥∞ + ∥Û∆x(t)− U∆x(t)∥∞ ≤ C∆x
1/4,(3.8)

holds for all t ∈ [0, T ]. Thus

∥u(t)− u∆x(t)∥∞ ≤ ∥U(t)− Û∆x(t)∥∞ + Ḡ
1/2
∞ ∥y(t)− ŷ∆x(t)∥

1/2
∞

+ C∆x
1/4 +

√
CḠ∞∆x

1/8,(3.9)

for all t ∈ [0, T ]. Or, in other words, the local error restricts the rate of convergence
to be at best O(∆x

1/8). However, it still remains to establish an error estimate for
the projection error, i.e., for

(3.10) ∥U(t)− Û∆x(t)∥∞ and ∥y(t)− ŷ∆x(t)∥∞.

Integrating (2.8a) with respect to time, immediately reveals that

∥y(t)− ŷ∆x(t)∥∞ ≤ ∥ȳ − ȳ∆x∥∞ +

∫ t

0

∥U(s)− Û∆x(s)∥∞ds.

As Lemma 3.4 provides an upper bound for the first term on the right hand side
and t ≤ T , it suffices to derive a convergence rate for supt∈[0,T ] ∥U(t)− Û∆x(t)∥∞.
Integrating (2.8b) and using (3.2) yields

∥U(t)− Û∆x(t)∥∞ ≤ ∥Ū − Ū∆x∥∞

+
1

4

∣∣∣∣∫ t

0

(∫ ξ

−∞

(
Vξ − V̂∆x,ξ

)
(s, η)dη −

∫ ∞

ξ

(
Vξ − V̂∆x,ξ

)
(s, η)dη

)
ds

∣∣∣∣.(3.11)

Again, Lemma 3.4 provides us with an estimate for the first term on the right hand
side and it is therefore enough to obtain a convergence rate for the last term on the
right hand side, which coincides with (3.2). It will become apparent, in the next
two sections, that the convergence order of (3.2), and hence also (3.9) and (3.10),
heavily depends on the inequality from Lemma 3.2, and hence on the set Bβ2 that
ūx belongs to.
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3.3. The additional change of variables. To establish a convergence rate for
(3.2), we will apply an additional change of variables, which we study throughly in
this section.

Let us start by observing that wave breaking occurs, cf. (2.9), for the initial
Lagrangian coordinate X̄ on the following set

(3.12) S := {ξ ∈ R | ȳξ(ξ) = 0} = {ξ ∈ R | V̄ξ(ξ) = 1},
while it occurs for X̄∆x, if we also recall (2.18), on the set

(3.13) S∆x := {ξ ∈ R | ȳ∆x,ξ(ξ) = 0} = {ξ ∈ R | V̄∆x,ξ(ξ) = 1} =
⋃
j∈Z

[ξ3j , ξ3j+1].

Furthermore, let B = ȳ(S), then the proof of [11, Thm. 27] reveals that

(3.14) ν̄ac = ν̄|Bc and ν̄sing = ν̄|B ,
where ν̄|B denotes the restriction of ν̄ to the set B, i.e., for any Borel set A,
ν̄|B(A) = ν̄(A ∩B). Hence,

meas(S) = ν̄sing(R).
Similarly, let B∆x = ȳ∆x(S∆x), then

(3.15) ν̄∆x,ac = ν̄∆x|Bc
∆x

and ν̄∆x,sing = ν̄∆x|B∆x
,

and, by Definition 2.10, we have

meas(S∆x) = ν̄∆x,sing(R) = ν̄sing(R) = meas(S).
If

(3.16) Sc = Sc∆x,
then the estimates for X̄ξ − X̄∆x,ξ on Sc can be played back to (3.7), because on
Sc, the differentiated Lagrangian variables X̄ξ can all be related to ūx and similarly
for X̄∆x,ξ and ū∆x,x, see e.g., the proof of [22, Prop. 2.1.5]. Moreover, if (3.16)
holds, then X̄ξ = (0, 0, 1, 1) = X̄∆x,ξ a.e. on S and hence there is no contribution
from X̄ξ − X̄∆x,ξ on S. However, (3.16) does not hold in general, but there exists a
rescaling of ȳ and ȳ∆x such that

(3.17) ȳ(ϕ(r)) = ȳ∆x(ψ(r)) for all r ∈ R.
In analogy to the mappings X and Y, defined in [17, Def. 6] for the nonlinear
variational wave equation, we introduce ϕ and ψ as follows.

Definition 3.5. Given (ū, µ̄, ν̄) ∈ Dα
0 , let (ȳ, Ū , V̄ , H̄) = L((ū, µ̄, ν̄)) and (ȳ∆x, Ū∆x,

V̄∆x, H̄∆x) = L ◦ P∆x((ū, µ̄, ν̄)). Then the functions ϕ : R → R and ψ : R → R are
given by

ϕ(r)= sup{ξ | ȳ(ξ′) ≤ ȳ∆x(2r − ξ′) for all ξ′ < ξ},(3.18a)
ψ(r)= 2r − ϕ(r).(3.18b)

Definition 3.5 has a geometrical interpretation: as ȳ and ȳ∆x are continuous and
increasing, the value attained by ϕ(r) corresponds, for each r ∈ R, to the smallest
intersection point between ȳ(ξ) and ȳ∆x(2r−ξ). Moreover, since Ḡ∆x(x2j) = Ḡ(x2j)
by Definition 2.10, Definition 2.3 implies

(3.19) ȳ(ξ3j) = x2j = ȳ∆x(ξ3j) for all j ∈ Z,
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Figure 1. The left picture visualizes ȳ(ξ) and ȳ∆x(ξ). Since ȳ and ȳ∆x are strictly
increasing on [ξ3j , ξ3j+3), ȳ(ξ) and ȳ∆x(2r − ξ) intersect in the unique point ϕ(r),
marked by a red dot in the right picture.

which together with Definition 3.5 yields

(3.20) [ϕ(ξ3j), ϕ(ξ3j+3)) = [ξ3j , ξ3j+3) = [ψ(ξ3j), ψ(ξ3j+3)) for j ∈ Z.
It therefore suffices to study the behavior of ϕ and ψ on the isolated Lagrangian

gridcell, [ξ3j , ξ3j+3). As a starting point, we look at two particular cases.
As in (3.14), let B = ȳ(S) and introduce

(3.21) Sj := S ∩ [ξ3j , ξ3j+3) and S∆x,j := S∆x ∩ [ξ3j , ξ3j+3) = [ξ3j , ξ3j+1),

which, due to (2.16) and (3.14)–(3.15), satisfy

(3.22) meas(Sj) = ν̄sing
(
[x2j , x2j+2)

)
= ν̄∆x,sing

(
[x2j , x2j+2)

)
= meas(S∆x,j).

Case 1: If B ∩ [x2j , x2j+2) = ∅, then Sj = ∅ = S∆x,j by Definition 2.10 and
(3.22), which in turn implies that ȳ and ȳ∆x are strictly increasing on [ξ3j , ξ3j+3).
Thus, as depicted in Figure 1, ȳ(ξ) and ȳ∆x(2r− ξ) have a unique intersection point
for each r ∈ [ξ3j , ξ3j+3), given by ϕ(r), and the functions ϕ(r) and ψ(r) are strictly
increasing on [ξ3j , ξ3j+3).

Case 2: If B ∩ [x2j , x2j+2) ̸= ∅ and ν̄sing is purely discrete on [x2j , x2j+2), that is,
ν̄sing([x2j , x2j+2)) = ν̄d([x2j , x2j+2)), then ȳ∆x is constant on the interval [ξ3j , ξ3j+1],
cf. (3.13). Thus, by Definition 3.5,

ϕ(r) = ξ3j and ψ(r) = ξ3j + 2(r − ξ3j) for all r ∈
[
ξ3j ,

1
2 (ξ3j + ξ3j+1)

]
.

Moreover, there exists a set A ⊂ [ 12 (ξ3j + ξ3j+1), ξ3j+3), which can be expressed as
the union of at most countably many disjoint closed intervals, all having positive
length, such that meas(A) = 1

2 (ξ3j+1 − ξ3j) and

ϕ̇(r) = 2 and ψ̇(r) = 0 for a.e. r ∈ A.

This is illustrated in Figure 2.
In general, neither ϕ nor ψ will be relabeling functions in the sense of Definition 2.7,

because we can only expect them to be increasing and not strictly increasing.
Furthermore, it can be shown as in proof of the well-posedness of [17, Def. 6] that
the pair (ϕ, ψ) satisfies the following properties.

Proposition 3.6. Let ϕ and ψ be given by Definition 3.5, then
(i) ϕ and ψ are increasing,
(ii) ϕ− id, ψ − id ∈W 1,∞(R),
(iii) 0 ≤ ϕ̇ ≤ 2 a.e. and 0 ≤ ψ̇ ≤ 2 a.e.,
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Figure 2. These plots illustrate what happens when ȳ∆x(ξ) is constant on the interval
[ξ3j , ξ3j+1]. Then either ȳ(ξ) and ȳ∆x(2r− ξ) intersect in a unique point, as in the left
plot, or they coincide on a whole subinterval [ξ3j , ξR] ⊆ [ξ3j , ξ3j+1] as in the right plot.

(iv) ϕ(r) + ψ(r) = 2r for all r ∈ R.

To get a complete understanding of how ϕ and ψ behave on the isolated Lagrangian
gridcell [ξ3j , ξ3j+3), and thereby on all of R, we will need to take a slight detour via
the function Ȳ(r) given by

(3.23) Ȳ(r) = ȳ(ϕ(r)) = ȳ∆x(ψ(r)) for all r ∈ R.
In particular, we are interested in showing that Ȳ(r) is related to the measure ν̄+ν̄∆x
in much the same way as ȳ is related to ν̄ in Definition 2.3. As a consequence, Ȳ(r)
will share a lot of properties with ȳ.

Lemma 3.7. The function Ȳ(r) from (3.23) satisfies

(3.24) Ȳ(r) = sup
{
x ∈ R | x+

1

2
(Ḡ+ Ḡ∆x)(x) < r

}
.

Proof. Let
Z(r) := sup{x ∈ R | 2x+ (Ḡ+ Ḡ∆x)(x) < 2r},

which, by definition, satisfies

(3.25) 2Z(r) + (Ḡ+ Ḡ∆x)(Z(r)) ≤ 2r ≤ 2Z(r) + (Ḡ+ Ḡ∆x)(Z(r)+).

Since the function 2x+ (Ḡ+ Ḡ∆x)(x) is strictly increasing, the claim follows if we
can show that Ȳ(r) also satisfies (3.25).

Definition 2.3 implies

ȳ(ξ) + Ḡ(ȳ(ξ)) ≤ ȳ(ξ) + H̄(ξ) ≤ ȳ(ξ) + Ḡ(ȳ(ξ)+),

which in turn leads to

(3.26) Ḡ(ȳ(ξ)) ≤ H̄(ξ) ≤ Ḡ(ȳ(ξ)+).

In a similar way, we obtain

(3.27) Ḡ∆x(ȳ∆x(ξ)) ≤ H̄∆x(ξ) ≤ Ḡ∆x(ȳ∆x(ξ)+).

Since both X̄ and X̄∆x belong to Fα,0
0 , Propositon 3.6 implies

ȳ(ϕ(r)) + ȳ∆x(ψ(r)) + H̄(ϕ(r)) + H̄∆x(ψ(r)) = ϕ(r) + ψ(r) = 2r,

which, after being combined with (3.23) and (3.26)–(3.27), yields

2Ȳ(r) + (Ḡ+ Ḡ∆x)(Ȳ(r)) ≤ 2r ≤ 2Ȳ(r) + (Ḡ+ Ḡ∆x)(Ȳ(r)+). □
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Next, let

(3.28) B := {r ∈ R | Ȳr(r) = 0}
and introduce C = Ȳ(B), then, in a similar spirit to (3.14) and (3.15), we have

ν̄ac + ν̄∆x,ac = (ν̄ + ν̄∆x)ac = (ν̄ + ν̄∆x)|Cc = ν̄|Cc + ν̄∆x|Cc ,

and

(3.29) ν̄sing + ν̄∆x,sing = (ν̄ + ν̄∆x)sing = (ν̄ + ν̄∆x)|C = ν̄|C + ν̄∆x|C .
As a consequence, one finds that

2meas(B) = ν̄sing(R) + ν̄∆x,sing(R) = 2ν̄sing(R).
To finally get a better understanding of the pair (ϕ, ψ), we will apply the following

result, which is a special case of [19, Thm. 3.59], which ensures that the chain rule
can be applied to compute the derivative of Ȳ(r), given by (3.23).

Theorem 3.8. Suppose f , g : R → R are Lipschitz continuous, then

(f ◦ g)′(x) = f ′(g(x))g(x)′ for a.e. x ∈ R ,

where f ′(g(x))g′(x) is interpreted as zero whenever g′(x) = 0, even if f is not
differentiable at g(x).

A consequence of Lemma 3.7 and Theorem 3.8, is that we can give a complete
description of the behavior of ϕ and ψ on any Lagrangian gridcell [ξ3j , ξ3j+3). To
this end, recall Sj and S∆x,j given by (3.21).

Case 1: If B ∩ [x2j , x2j+2) = ∅, then as before, Sj = ∅ = S∆x,j ensures that ȳ
and ȳ∆x are strictly increasing on [ξ3j , ξ3j+3) and hence ȳ(ξ) and ȳ(2r − ξ) have a
unique intersection point for each r ∈ [ξ3j , ξ3j+3), given by ϕ(r). The functions ϕ(r)
and ψ(r) are therefore strictly increasing on [ξ3j , ξ3j+3).

Case 2: If B ∩ [x2j , x2j+2) ̸= ∅, then ȳ∆x is constant on the interval [ξ3j , ξ3j+1].
Thus, by Definition 3.5

ϕ(r) = ξ3j and ψ(r) = ξ3j + 2(r − ξ3j) for all r ∈ B∆x,j ,
which implies

(3.30) ϕ̇(r) = 0 and ψ̇(r) = 2 for all r ∈ B∆x,j ,
where

(3.31) B∆x,j =
[
ξ3j ,

1
2 (ξ3j + ξ3j+1)

]
.

Furthermore, one has

(3.32) ψ(B∆x,j) = S∆x,j ,
and ȳ∆x,ξ(ξ) > 0 for a.e. ξ ∈ [ξ3j , ξ3j+3)\S∆x,j .

Let Bj =
[
1
2 (ξ3j + ξ3j+1), ξ3j+3

]
∩ B. By the chain rule, it now follows that

(3.33) ϕ̇(r) = 2 and ψ̇(r) = 0 for all r ∈ Bj ,
and

(3.34) ϕ(Bj) = Sj .
To summarize,

B∆x,j =
{
r ∈ [ξ3j , ξ3j+3) | ϕ̇(r) = 0

}
and Bj =

{
r ∈ [ξ3j , ξ3j+3) | ψ̇(r) = 0

}
.
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Furthermore, by definition,

Bj ∩ B∆x,j ⊂
{

1
2 (ξ3j + ξ3j+1)

}
and Bj ∪ B∆x,j = B ∩ [ξ3j , ξ3j+3),

which implies, thanks to (3.29), (3.32), and (3.34),

(ν̄ + ν̄∆x)sing
(
[x2j , x2j+2)

)
= 2meas(B ∩ [ξ3j , ξ3j+3))

= 2(meas(Bj) + meas(B∆x,j)).(3.35)

Finally, we want to show that the size of Bj and B∆x,j coincide for any j ∈ Z.
As we will see later, this property yields crucial cancellations in (3.2) and hence
makes it possible to derive a convergence rate.

Lemma 3.9. For any j ∈ Z,

meas(Bj) = meas(B∆x,j) =
1

2
ν̄sing([x2j , x2j+2)).

Proof. If ν̄sing([x2j , x2j+2)) = ν̄∆x,sing([x2j , x2j+2)) = 0, the claim follows immedi-
ately from (3.35).

For ν̄sing([x2j , x2j+2)) = ν̄∆x,sing([x2j , x2j+2)) ̸= 0, we have that V̄∆x,ξ(ξ) = 1 for
all ξ ∈ S∆x,j by (3.13) and (3.21). Furthermore, ψ̇(r) = 2 for all r ∈ B∆x,j , which
combined with (3.15) and (3.32) yields

ν̄sing([x2j , x2j+2)) = ν̄sing,∆x([x2j , x2j+2)) =

∫
S∆x,j

1dη

=

∫
ψ(B∆x,j)

1dη =

∫
B∆x,j

2dη = 2meas(B∆x,j),

and recalling (3.35) therefore finishes the proof. □

Next, recall the composition operator • from (2.11) and introduce

(3.36) X̄ (r) = (Ȳ(r), Ū(r), V̄(r), H̄(r)) = X̄ • ϕ(r),
and

(3.37) X̄∆x(r) = (Ȳ∆x(r), Ū∆x(r), V̄∆x(r), H̄∆x(r)) = X̄∆x • ψ(r),
which satisfy, cf. (3.23)

(3.38) Ȳ(r) = Ȳ∆x(r) for all r ∈ R.
Note that X̄ and X̄∆x, in general, do not belong to Fα, given by Definition 2.2,

since ϕ and ψ do not belong to G, the set of relabeling functions given by Defini-
tion 2.7. To be more specific, there are two conditions which are not satisfied:

• Since ϕ− id and ψ − id belong to W 1,∞(R), but not to E2, the same holds
for Ȳ − id and Ȳ∆x − id.

• Since ϕ and ψ are only increasing, but not strictly increasing, Ȳr + H̄r ≥ 0
and Ȳ∆x,r + H̄∆x,r ≥ 0, by Theorem 3.8, hence violating Definition 2.2 (ii).

We claim that the tuples X̄ and X̄∆x belong to the space Fα, which is defined
next.

Definition 3.10. The space Fα is composed of all quadruplets X = (Y,U ,V,H)
satisfying

(i) (Y − id,U ,V,H) ∈ [W 1,∞(R)]4,
(ii) Yr,Hr ≥ 0 a.e. and Yr +Hr ≥ 0 a.e.,
(iii) YrVr = U2

r a.e.,
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(iv) 0 ≤ Vr ≤ Hr a.e.,
(v) There exists κ : R → [0, 1) such that Vr(r) = κ(Y(r))Hr(r) for a.e. r ∈ R

with κ(Y(r)) = 1 whenever Ur(r) < 0.

Lemma 3.11. The tuplets X̄ and X̄∆x belong to Fα.

The proof is an immediate consequence of Theorem 3.8 and the following theorem,
that is a special case of [23, Thm. 4], which enable us to perform a change of variables
when integrating.

Theorem 3.12. Let f ∈ L1(R), define

F̄ (x) =

∫ x

∞
f(s)ds for all x ∈ R,

and assume that g : R → R is Lipschitz continuous and increasing. Then
(1) (f ◦ g)g′ ∈ L1(R) and
(2) the change of variables formula∫ g(γ)

g(κ)

f(x)dx =

∫ γ

κ

f(g(s))g′(s)ds,

holds for any γ, κ ∈ R.

Denote by g(X̄ ) the function from [13, Def. 4.3], which describes the energy loss
at wave breaking continuously in time, in contrast to V̄r which might drop abruptly
at wave breaking. For X ∈ Fα, it is defined by

g(X )(r) :=

{(
1− α(Y(r))

)
Vr(r), r ∈ Ωd(X ),

Vr(r), r ∈ Ωc(X ),
(3.39)

where

(3.40) Ωd(X ) := {r ∈ R | Ur(r) < 0} and Ωc(X ) := {r ∈ R | Ur(r) ≥ 0}.
Note that Ωd(X ) contains all the points at which the α-dissipative solution eventually
will experience wave breaking, whereas Ωc(X ) contains the points where there will
be no wave breaking in the future.

Lemma 3.13. Suppose (ū, µ̄, ν̄) ∈ Dα
0 . Let X̄ = L((ū, µ̄, ν̄)) and

X̄∆x = L ◦P∆x((ū, µ̄, ν̄)). Moreover, introduce X̄ = X̄ • ϕ and X̄∆x = X̄∆x •ψ with
ϕ and ψ given by Definition 3.5, then the following estimates hold

∥H̄r − H̄∆x,r∥L1(Bc) ≤ 2F̄
1/2
ac ∥ūx − ū∆x,x∥2,(3.41)

∥Ūr − Ū∆x,r∥L2(Bc) ≤ 2∥ūx − ū∆x,x∥2,(3.42)

∥g(X̄ )− g(X̄∆x)∥L1(Bc) ≤ 4F̄
1/2
ac,∞∥ūx − ū∆x,x∥2.(3.43)

Proof. A closer look at the proof of the well-posedness of L, see [22, Prop. 2.1.5],
reveals that

X̄ξ(ξ) = (ȳξ(ξ), Ūξ(ξ), V̄ξ(ξ), H̄ξ(ξ))

=

{
(ȳξ(ξ), ūx(ȳ(ξ))ȳξ(ξ), ū

2
x(ȳ(ξ))ȳξ(ξ), ū

2
x(ȳ(ξ))ȳξ(ξ)), ξ ∈ Sc,

(0, 0, 1, 1), ξ ∈ S,
(3.44)
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and analogously,

X̄∆x,ξ(ξ) =


(ȳ∆x,ξ(ξ), ū∆x,x(ȳ∆x(ξ))ȳ∆x,ξ(ξ),

ū2∆x,x(ȳ∆x(ξ))ȳ∆x,ξ(ξ), ū
2
∆x,x(ȳ∆x(ξ))ȳ∆x,ξ(ξ)), ξ ∈ Sc∆x,

(0, 0, 1, 1), ξ ∈ S∆x,
where S and S∆x are given by (3.12) and (3.13), respectively. Thus, recalling (3.23),
(3.30), and (3.32)–(3.34) and applying Theorem 3.8, we have

(3.45) X̄ (r) =

{
(Ȳr(r), ūx(Ȳ(r))Ȳr(r), ū2x(Ȳ(r))Ȳr(r), ū2x(Ȳ(r))Ȳr(r)), r ∈ Bc,
(0, 0, ∗, ∗), r ∈ B,

and by (3.38), we also have

X̄∆x(r) =


(Ȳr(r), ū∆x,x(Ȳ(r))Ȳr(r),
ū2∆x,x(Ȳ(r))Ȳr(r), ū2∆x,x(Ȳ(r))Ȳr(r)), r ∈ Bc,

(0, 0, ∗, ∗), r ∈ B,
where ∗ either equals 0 or 2, which implies

∥H̄r − H̄r∥L1(Bc) =

∫
Bc

|ū2x(Ȳ)− ū2∆x,x(Ȳ)|Ȳr(r)dr.

Applying the change of variables x = Ȳ(r), which is possible since all assumptions
of Theorem 3.12 are satisfied, and thereafter the Cauchy–Schwarz inequality, one
ends up with∫

Bc

|ū2x(Ȳ)− ū2∆x,x(Ȳ)|Ȳr(r)dr ≤
∫
R
|ū2x(x)− ū2∆x,x(x)|dx

≤ ∥ūx + ū∆x,x∥2∥ūx − ū∆x,x∥2
≤ 2F̄

1/2
ac ∥ūx − ū∆x,x∥2.

Since the proof of the second inequality (3.42) is the same, up to some slight
modifications, we do not include the details here.

Finally we turn our attention towards (3.43). Based on (3.40), introduce

(3.46) Ωm,n = Bc ∩Ωm(X̄ ) ∩Ωn(X̄∆x), n,m ∈ {c, d},
and recall that g is given by (3.39). Then

∥g(X̄ )− g(X̄∆x)∥L1(Bc) =

∫
Ωc,c

∣∣V̄r − V̄∆x,r
∣∣(r)dr

+

∫
Ωd,c

∣∣(1− α(Ȳ)
)
V̄r − V̄∆x,r

∣∣(r)dr
+

∫
Ωc,d

∣∣V̄r − (1− α(Ȳ)
)
V̄∆x,r

∣∣(r)dr
+

∫
Ωd,d

(
1− α(Ȳ)

)∣∣V̄r − V̄∆x,r
∣∣(r)dr

≤ ∥H̄r − H̄∆x,r∥L1(Bc)(3.47)

+

∫
Ωd,c

α(Ȳ)H̄r(r)dr(3.48)
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+

∫
Ωc,d

α(Ȳ)H̄∆x,r(r)dr,(3.49)

where we used (3.38).
As (3.41) provides an upper bound on the first term, it remains to examine (3.48)

and (3.49). Here we focus on (3.48), since (3.49) has a similar structure.
Observing that for almost every r ∈ Bc the signs of Ūr(r) and Ū∆x,r(r) coincide

with the signs of ūx(Ȳ)(r) and ū∆x,x(Ȳ)(r), respectively, we find, by Theorem 3.12
and (3.45),∫

Ωd,c

α(Ȳ)H̄r(r)dr ≤
∫
Ωd,c

ū2x(Ȳ(r))Ȳr(r)dr

≤
∫
Ωd,c

ūx(Ȳ(r))
(
ūx(Ȳ(r))− ū∆x,x(Ȳ(r))

)
Ȳr(r)dr

≤ F̄
1/2
ac,∞∥ūx − ū∆x,x∥2.

Deriving a similar estimate for (3.49), which is left to the interested reader, finishes
the proof. □

3.4. The convergence rate for the critical term (3.2). Recall (2.11), that
X̂∆x(t) = St(X̄∆x), and introduce

X (t, r) = (Y(t, r),U(t, r),V(t, r),H(t, r)) = X(t) • ϕ(r)(3.50)

and

X̂∆x(t, r) = (Ŷ∆x(t, r), Û∆x(t, r), V̂∆x(t, r), Ĥ∆x(t, r)) = X̂∆x(t) • ψ(r).(3.51)

As in the last section, one can show that X (t, ·) and X̂ (t, ·) belong to Fα for every
t ≥ 0 and by Theorem 3.8, (3.30), and (3.33), one has in addition that for every
j ∈ Z
(3.52) (Yr +Hr)(t, r) = 0 and V̂∆x,r(t, r) = Ĥ∆x,r(t, r) = 2 for r ∈ B∆x,j ,
and
(3.53) (Ŷ∆x,r + Ĥ∆x,r)(t, r) = 0 and Vr(t, r) = Hr(t, r) = 2 for r ∈ Bj .

Moreover, the solution operator St respects the mappings ϕ and ψ in the following
sense.

Lemma 3.14. Suppose (ū, µ̄, ν̄) ∈ Dα
0 and t ∈ [0, T ]. Let X̄ = L((ū, µ̄, ν̄)) and

X̄∆x = L ◦ P∆x((ū, µ̄, ν̄)). Then

(3.54) St(X̄ • ϕ) = St(X̄) • ϕ and St(X̄∆x • ψ) = St(X̄∆x) • ψ.

The proof, up to some slight modifications, coincides with the one of [13, Prop.
3,7], which we do not repeat here. Note that after using (3.36), (3.37), (3.50), and
(3.51), Lemma 3.14 rewrites as

(3.55) X (t, r) = St(X̄ )(r) and X̂∆x(t, r) = St(X̄∆x)(r),

that is, X (t) and X̂∆x(t) solve (2.8) with the wave breaking functions

(3.56) T (r) =

{
τ(ϕ(r)), r ∈ Bc

0, otherwise,
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and

(3.57) T ∆x(r) =

{
τ∆x(ψ(r)), r ∈ Bc

0, otherwise,

respectively.
We are now ready to take the next step towards a convergence rate for (3.2), by

establishing the following theorem, which eventually allow us to take advantage of
the coordinates X (t, r) and X̂∆x(t, r).

Theorem 3.15. Suppose (ū, µ̄, ν̄) ∈ Dα
0 and t ∈ [0, T ]. Let X̄ = L((ū, µ̄, ν̄)) and

X̄∆x = L ◦ P∆x((ū, µ̄, ν̄)). Moreover, introduce X(t) = St(X̄), X̂∆x(t) = St(X̄∆x),
X (t) = X(t) • ϕ, and X̂∆x(t) = X̂∆x(t) • ψ with ϕ and ψ from Definition 3.5, then∣∣∣∣∫ t

0

(∫ ξ

−∞

(
Vξ − V̂∆x,ξ

)
(s, η)dη −

∫ ∞

ξ

(
Vξ − V̂∆x,ξ

)
(s, η)dη

)
ds

∣∣∣∣
≤ 4t∆x+ 4t∥δ2∆xū2x∥1 +

∫ t

0

∥Vr(s)− V̂∆x,r(s)∥L1(Bc)ds,

where δ2∆xf(x) = f(x+ 2∆x)− f(x).

Proof. To this end, note that for any j ∈ Z one has, by Theorem 3.12, (3.20), (3.52),
(3.53), and Lemma 3.9,∫ ξ3j+3

ξ3j

(Vξ − V̂∆x,ξ)(s, η)dη =

∫ ξ3j+3

ξ3j

(Vr − V̂∆x,r)(s, r)dr

= −
∫
B∆x,j

V̂∆x,r(s, r)dr +
∫
Bj

Vr(s, r)dr

+

∫
[ξ3j ,ξ3j+3)∩Bc

(Vr − V̂∆x,r)(s, r)dr

= −2meas(B∆x,j) + 2meas(Bj)

+

∫
[ξ3j ,ξ3j+3)∩Bc

(Vr − V̂∆x,r)(s, r)dr

=

∫
[ξ3j ,ξ3j+3)∩Bc

(Vr − V̂∆x,r)(s, r)dr.(3.58)

The above argument shows that for any j ∈ Z one has∣∣∣∣∫ t

0

(∫ ξ3j

−∞
(Vξ − V̂∆x,ξ)(s, η)dη −

∫ ∞

ξ3j+3

(Vξ − V̂∆x,ξ)(s, η)dη
)
ds

∣∣∣∣
≤
∫ t

0

∫
Bc

∣∣∣Vr − V̂∆x,r
∣∣∣(s, r)drds,(3.59)

and, as there exists, for any ξ ∈ R, some N ∈ Z such that ξ ∈ [ξ3N , ξ3N+3), one
obtains∣∣∣∣∫ t

0

(∫ ξ

−∞
(Vξ − V̂∆x,ξ)(s, η)dη −

∫ ∞

ξ

(Vξ − V̂∆x,ξ)(s, η)dη

)
ds

∣∣∣∣
≤
∫ t

0

∫ ξ3N+3

ξ3N

|Vξ − V̂∆x,ξ|(s, η)dηds+
∫ t

0

∫
Bc

∣∣∣Vr − V̂∆x,r
∣∣∣(s, r)drds.(3.60)
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It therefore remains to estimate the first term in (3.60). The main idea, which is
taken from the proof of [3, Thm. 4.6], is to decompose the integration domain in
(3.60) by using the sets S and S∆x from (3.12) and (3.13), respectively. To this end,
observe that according to (2.8), we have, for all t ∈ [0, T ],

Vξ(t, ξ) = 1 for a.e. ξ ∈ S,

V̂∆x,ξ(t, ξ) = 1 for a.e. ξ ∈ S∆x,
such that∫ t

0

∫ ξ3N+3

ξ3N

|Vξ − V̂∆x,ξ|(s, η)dηds ≤
∫ t

0

∫
Sc∩S∆x,N

(
1− Vξ(s, η)

)
dηds(3.61a)

+

∫ t

0

∫
SN∩Sc

∆x

(
1− V̂∆x,ξ(s, η)

)
dηds(3.61b)

+

∫ t

0

∫
Sc∩[ξ3N+1,ξ3N+3)

|Vξ − V̂∆x,ξ|(s, η)dηds,(3.61c)

by (3.21).
The definition of Vξ(t, ξ), see (2.8c), combined with X(0, ξ) = X̄(ξ) ∈ Fα

0 implies,
for any ξ ∈ Sc,

0 ≤ 1− Vξ(t, ξ) =

{
1− V̄ξ(ξ), t < τ(ξ),

1− (1− α(y(τ(ξ), ξ)))V̄ξ(ξ), τ(ξ) ≤ t,

=

{
ȳξ(ξ), t < τ(ξ),

ȳξ(ξ) + α(y(τ(ξ), ξ))V̄ξ(ξ), τ(ξ) ≤ t,

and, in particular,

0 ≤ 1− Vξ(t, ξ) ≤ ȳξ(ξ) + V̄ξ(ξ) for ξ ∈ Sc ∩ S∆x,N ,
which in turn yields∫ t

0

∫
Sc∩S∆x,N

(
1− Vξ(s, η)

)
dηds ≤ t

∫
Sc∩S∆x,N

(
ȳξ(η) + V̄ξ(η)

)
dη.(3.62)

Since ȳ(ξ3j) = x2j for all j ∈ Z, cf. (3.19), it follows that

(3.63)
∫
Sc∩S∆x,N

ȳξ(η)dη ≤
∫ ξ3N+3

ξ3N

ȳξ(η)dη = 2∆x.

For the second integral, combining (3.44) and Theorem 3.12 leads to the following
estimate ∫

Sc∩S∆x,N

V̄ξ(η)dη ≤
∫
Sc∩[ξ3N ,ξ3N+3)

ū2x(ȳ(η))ȳξ(η)dη

≤
∫ x2j+2

x2j

ū2x(z)dz

=
(∫ x2j+2

−∞
ū2x(z)dz −

∫ x2j

−∞
ū2x(z)dz

)
= ∥δ2∆xū2x∥1.(3.64)
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After combining (3.62)–(3.64) we end up with∫ t

0

∫
Sc∩S∆x,N

(
1− Vξ(s, η)

)
dηds ≤ 2t∆x+ t∥δ2∆xū2x∥1.(3.65)

To estimate (3.61b) from above, we can proceed in the same way, because

(3.66)
∫ x2j

−∞
ū2∆x,x(z)dz = F̄∆x,ac(x2j) = F̄ac(x2j) =

∫ x2j

−∞
ū2x(z)dz for all j ∈ Z,

such that ∫ t

0

∫
SN∩Sc

∆x

(
1− V̂∆x,ξ(s, η)

)
dηds ≤ 2t∆x+ t∥δ2∆xū2x∥1.(3.67)

It remains to bound (3.61c). Here we use that Vξ(s, ξ) ≤ V̄ξ(ξ) and V∆x,ξ(s, ξ) ≤
V̄∆x,ξ(ξ) by (2.8) together with (3.14), (3.15), (3.19), and (3.66) to obtain∫ t

0

∫
Sc∩[ξ3N+1,ξ3N+3)

|Vξ − V̂∆x,ξ|(s, η)dηds

≤ t

(∫
Sc∩[ξ3N+1,ξ3N+3)

V̄ξ(η)dη +

∫
[ξ3N+1,ξ3N+3)

V̄∆x,ξ(η)dη

)

≤ t

(∫ x2j+2

x2j

(ū2x + ū2∆x,x)(x)dx

)
≤ 2t∥δ2∆xū2x∥1.

Combining the above estimate with (3.60), (3.61), (3.65), and (3.67) finishes the
proof. □

Corollary 3.16. Suppose (ū, µ̄, ν̄) ∈ Dα
0 and t ∈ [0, T ]. Let X̄ = (L((ū, µ̄, ν̄))) • ϕ

and X̄∆x = (L ◦ P∆x((ū, µ̄, ν̄))) • ψ, where ϕ and ψ are given by Definition 3.5.
Moreover, introduce X (t) = St(X̄ ) and X̂∆x(t) = St(X̄∆x), then∣∣∣∣ ∫ r

−∞

(
Vr − V̂∆x,r

)
(t, η)dη −

∫ ∞

r

(
Vr − V̂∆x,r

)
(t, η)dη

∣∣∣∣
≤ ∥Vr(t)− V̂∆x,r(t)∥L1(Bc) + 2ν̄sing

(
[x2j , x2j+2)

)
.

Proof. By (3.58), we have∣∣∣∣ ∫ ξ3j

−∞
(Vr − V̂∆x,r)(t, η)dη −

∫ ∞

ξ3j+3

(Vr − V̂∆x,r)(t, η)dη
∣∣∣∣

≤ ∥Vr(t)− V̂∆x,r(t)∥L1(Bc∩(−∞,ξ3j)) + ∥Vr(t)− V̂∆x,r(t)∥L1(Bc∩[ξ3j+3,∞)),

while, using (3.30), (3.33), and Lemma 3.9 yields∣∣∣∣ ∫ r

ξ3j

(Vr − V̂∆x,ξ)(t, η)dη −
∫ ξ3j+3

r

(Vr − V̂∆x,r)(t, η)dη
∣∣∣∣

≤ ∥Vr(t)− V̂∆x,r(t)∥L1(Bc∩[ξ3j ,ξ3j+3)) + 2(meas(Bj) + meas(B∆x,j))

≤ ∥Vr(t)− V̂∆x,r(t)∥L1(Bc∩[ξ3j ,ξ3j+3)) + 2ν̄sing
(
[x2j , x2j+2)

)
. □

To further improve Theorem 3.15, we need the following proposition, which
provides upper bounds on the size of the sets along which wave breaking has already
occurred.
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Proposition 3.17. Suppose (ū, µ̄, ν̄) ∈ Dα
0 and t ∈ [0, T ]. Let X̄ = (L((ū, µ̄, ν̄)))•ϕ

and X̄∆x = (L ◦ P∆x((ū, µ̄, ν̄))) • ψ, where ϕ and ψ are given by Definition 3.5.
Moreover, introduce X (t) = St(X̄ ) and X̂∆x(t) = St(X̄∆x), then

meas
(
{r | T (r) ≤ t}

)
≤
(
1 +

1

4
t2
)
Ḡ∞,

and
meas

(
{r | T ∆x(r) ≤ t}

)
≤
(
1 +

1

4
t2
)
Ḡ∞.

Proof. Our approach is based on the proof of [13, Cor. 2.4]. Moreover, we only
prove the upper bound on meas({r | T (r) ≤ t}), since the other one is shown in
exactly the same way.

Since X̄ and X̄∆x both belong to Fα,0
0 , we have, using (3.36), (3.37), and

Proposition 3.6,

0 < (Ȳr + H̄r + Ȳ∆x,r + H̄∆x,r

)
(r) =

(
ϕ̇+ ψ̇

)
(r) = 2.

Furthermore, by (2.8) and (3.55), one has, for r ∈ R with T (r) ≤ t,

0 = Yr(T (r), r) = Ȳr(r) + T (r)Ūr(r) +
1

4
T 2(r)H̄r(r),

0 = Ur(T (r), r) = Ūr(r) +
1

2
T (r)H̄r(r).(3.68)

Combining these, reveals that

(3.69) Ȳr(r) =
1

4
T 2(r)H̄r(r),

and we therefore get, using that Ȳr = Ȳ∆x,r, cf. (3.38), and (3.37),

meas
(
{r | T (r) ≤ t}

)
=

1

2

∫
{r|0<T (r)≤t}

(
Ȳr + H̄r + Ȳ∆x,r + H̄∆x,r

)
(r)dr

≤ 1

2

∫
R

((
1 +

1

2
t2
)
H̄r + H̄∆x,r

)
(r)dr.

Since H̄∆x,∞ = Ḡ∆x,∞ = Ḡ∞ = H̄∞ by Definition 2.3 and Definition 2.10, Theo-
rem 3.12, (3.36), and (3.37) imply

meas
(
{r | T (r) ≤ t}

)
≤ 1

2

(
1 +

1

2
t2
)
Ḡ∞ +

1

2
Ḡ∆x,∞ =

(
1 +

1

4
t2
)
Ḡ∞. □

Theorem 3.18. Suppose (ū, µ̄, ν̄) ∈ Dα
0 and t ∈ [0, T ]. Let X̄ = (L((ū, µ̄, ν̄))) • ϕ

and X̄∆x = (L ◦ P∆x((ū, µ̄, ν̄))) • ψ, where ϕ and ψ are given by Definition 3.5.
Moreover, introduce X (t) = St(X̄ ) and X̂∆x(t) = St(X̄∆x), then∫ t

0

∥Vr(s)− V̂∆x,r(s)∥L1(Bc)ds

≤
(
T
(
4 + T∥α′∥∞

(
∥ū∥∞ +

1

4
T F̄∞

))
∥H̄r − H̄∆x,r∥L1(Bc)

+ T∥g(X̄ )− g(X̄∆x)∥L1(Bc)

+ 4
(
1 + T∥α′∥∞

(
∥ū∥∞ + (1 +

√
2)F̄

1/2
∞ ∆x

1/2 +
1

4
T F̄∞

))
×
(
1 +

1

2
T
)
Ḡ

1/2
∞ ∥Ūr − Ū∆x,r∥L2(Bc)

+ T 2∥α′∥∞F̄∞∥ū− ū∆x∥∞ + 4T∥α′∥∞Ḡ∞∆x

)
e

1
4T

2∥α′∥∞Ḡ∞ .
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Proof. Recall (3.46), which together with Fubini’s theorem, allow us to write∫ t

0

∫
Bc

∣∣Vr − V̂∆x,r
∣∣(s, r)drds = ∫

Ω̄c,c

∫ t

0

∣∣Vr − V̂∆x,r
∣∣(s, r)dsdr

+

∫
Ω̄d,c

∫ t

0

∣∣Vr − V̂∆x,r
∣∣(s, r)dsdr(3.70a)

+

∫
Ω̄c,d

∫ t

0

∣∣Vr − V̂∆x,r
∣∣(s, r)dsdr(3.70b)

+

∫
Ω̄d,d

∫ t

0

∣∣Vr − V̂∆x,r
∣∣(s, r)dsdr.(3.70c)

No wave breaking takes place in the future for r ∈ Ω̄c,c, and since (ū, µ̄, ν̄) ∈ Dα
0 ,

we have, by (2.8),

(3.71)
∫ t

0

∫
Ω̄c,c

∣∣Vr − V̂∆x,r
∣∣(s, r)dsdr = t∥H̄r − H̄∆x,r∥L1(Ω̄c,c).

Next, let us have a closer look at (3.70a). Wave breaking will occur for any
r ∈ Ωd(X̄ ) at some later time t⋆ and r ∈ Ωc(X (s)) for s ≥ t⋆, but t⋆ might not lie
inside [0, t]. According to (2.8), (3.55), and (3.56), we thus have∫

Ω̄d,c

∫ t

0

|Vr − V̂∆x,r|(s, r)dsdr

=

∫
Ω̄d,c

∫ min(t,T (r))

0

|H̄r − H̄∆x,r|(r)dsdr

+

∫
Ω̄d,c

∫ t

min(t,T (r))

|Vr(s, r)− V̄∆x,r(r)|dsdr

≤ t∥H̄r − H̄∆x,r∥L1(Ω̄d,c)

+

∫
Ω̄d,c

∫ t

min(t,T (r))

|(1− α(Y(T (r), r))) V̄r(r)− V̄∆x,r(r)|dsdr.

As α ∈W 1,∞(R, [0, 1)), we obtain

|α (Y(T (r), r))− α(Ȳ(r))|V̄r(r) =
∣∣∣∣ ∫ T (r)

0

d

ds

(
α(Y(s, r))

)
ds

∣∣∣∣V̄r(r)
≤
∫ T (r)

0

∣∣α′(Y(s, r))U(s, r)
∣∣dsV̄r(r)

≤ 2∥α′∥∞ max
s∈[0,T ]

∥U(s)∥∞
1

2
T (r)V̄r(r)

≤ 2∥α′∥∞ max
s∈[0,T ]

∥U(s)∥∞
(
Ur(T (r), r)− Ūr(r)

)
≤ 2∥α′∥∞ max

s∈[0,T ]
∥U(s)∥∞

(
Ū∆x,r(r)− Ūr(r)

)
,(3.72)

where we, in the last step, used that Ūr(r) < Ur(T (r), r) = 0 ≤ Ū∆x,r(r). Further-
more, one has, for all (b, r) ∈ [0, T ]× R,

|U(b, r)| ≤ ∥Ū∥∞ +
1

4
tV̄∞ = ∥ū∥∞ +

1

4
tF̄∞.



30 T. CHRISTIANSEN AND K. GRUNERT

Recalling (3.39), we therefore end up with∫
Ω̄d,c

∫ t

0

|Vr − V̂∆x,r|(s, r)dsdr

≤ t∥H̄r − H̄∆x,r∥L1(Ω̄d,c)

+

∫
Ω̄d,c

∫ t

min(t,T (r))

|
(
1− α(Ȳ(r))

)
V̄r(r)− V̄∆x,r(r)|dsdr

+

∫
Ω̄d,c

∫ t

min(t,T (r))

∣∣α(Y(τ(r), r))− α(Ȳ(r))
∣∣ V̄r(r)dsdr

≤ t∥H̄r − H̄∆x,r∥L1(Ω̄d,c) + t∥g(X̄ )− g(X̄∆x)∥L1(Ω̄d,c)

+ 2t∥α′∥∞
(
∥ū∥∞ +

1

4
T F̄∞

)
∥Ūr − Ū∆x,r∥L1(Ω̄d,c∩Ωc(X (t))).(3.73)

For (3.70b) we can follow the same lines. Since (2.8) and (3.3a) imply for all
(b, r) ∈ [0, T ]× R,

|U∆x(b, r)| ≤ ∥ū∆x∥∞ +
1

4
tF̄∆x,∞ ≤ ∥ū∥∞ + (1 +

√
2)F̄

1/2
ac,∞∆x

1/2 +
1

4
T F̄∞,

we end up with∫
Ω̄c,d

∫ t

0

|Vr − V̂∆x,r|(s, r)dsdr

≤ t∥H̄r − H̄∆x,r∥L1(Ω̄c,d) + t∥g(X̄ )− g(X̄∆x)∥L1(Ω̄c,d)

+ 2t∥α′∥∞
(
∥ū∥∞ + (1 +

√
2)F̄

1/2
ac,∞∆x

1/2 +
1

4
T F̄∞

)
× ∥Ūr − Ū∆x,r∥L1(Ω̄c,d∩Ωc(X̂∆x(t)))

.(3.74)

It remains to consider (3.70c), which can be further decomposed as follows∫
Ω̄d,d

∫ t

0

|Vr−V̂∆x,r|(s, r)dsdr

=

∫
Ω̄d,d

∫ min(t,T (r),T ∆x(r))

0

∣∣H̄r − H̄∆x,r

∣∣(r)dsdr(3.75a)

+

∫
Ω̄d,d

∫ min(t,max(T (r),T ∆x(r)))

min(t,T (r),T ∆x(r))

|Vr − V̂∆x,r|(s, r)dsdr(3.75b)

+

∫
Ω̄d,d

∫ t

min(t,max(T (r),T ∆x(r)))

|Vr − V̂∆x,r|(s, r)dsdr.(3.75c)

Here we need to have a closer look at the terms (3.75b) and (3.75c). To this end,
assume, without loss of generality, that 0 < T (r) < T ∆x(r) < t. The remaining
possibilities can be treated, up to slight modifications, using the same idea.

To estimate the time integral of (3.75b), note that Ur(T (r), r) = 0 = U∆x,r(T ∆x(r), r),
and it therefore follows from (2.8) that

(T ∆x(r)− T (r))V̄∆x,r(r) = 2(Û∆x,r(T ∆x(r), r)− Û∆x,r(T (r), r))

= 2(Ur − Û∆x,r)(T (r), r)
= 2(Ūr − Ū∆x,r)(r) + T (r)(V̄r − V̄∆x,r)(r),(3.76)
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and hence∫ T ∆x(r)

T (r)

|Vr − V̂∆x,r|(s, r)ds = (T ∆x(r)− T (r))(1− α(Y(T (r), r)))|V̄r − V̄∆x,r|(r)

+ (T ∆x(r)− T (r))α(Y(T (r), r))V̄∆x,r(r)
≤ 2
∣∣Ūr − Ū∆x,r

∣∣(r) + 2t
∣∣V̄r − V̄∆x,r

∣∣(r).(3.77)

For (3.75c), we again start by first considering the time integral. Observe that
for r ∈ [ξ3j , ξ3j+3), using (2.8), (3.38), (3.55), and Corollary 3.16, yields

|Y(T (r), r)− Ŷ(T ∆x(r), r)|

=

∣∣∣∣ ∫ T (r)

0

U(s, r)ds−
∫ T ∆x(r)

0

Û∆x(s, r)ds
∣∣∣∣

≤
∣∣T (r)Ū(r)− T ∆x(r)Ū∆x(r)

∣∣
+

∣∣∣∣ ∫ T (r)

0

∫ s

0

Ut(l, r)dlds−
∫ T ∆x(r)

0

∫ s

0

Û∆x,t(l, r)dlds
∣∣∣∣

≤
(
T ∆x(r)− T (r)

)∣∣Ū(r)∣∣+ T ∆x(r)
∣∣Ū(r)− Ū∆x(r)

∣∣
+

∣∣∣∣ ∫ T ∆x(r)

T (r)

∫ s

0

Û∆x,t(l, r)dlds
∣∣∣∣

+

∣∣∣∣ ∫ T (r)

0

∫ s

0

(
Ut − Û∆x,t

)
(l, r)dlds

∣∣∣∣
≤ (T ∆x(r)− T (r))∥ū∥∞ + t∥ū− ū∆x∥∞

+
1

8
(T 2

∆x(r)− T 2(r))V̄∞

+
1

4

∣∣∣∣∫ T (r)

0

∫ s

0

(∫ r

−∞
(Vr − V̂∆x,r)(l, η)dη −

∫ ∞

r

(Vr − V̂∆x,r)(l, η)dη
)
dlds

∣∣∣∣
≤ (T ∆x(r)− T (r))∥ū∥∞ + t∥ū− ū∆x∥∞

+
1

4
t(T ∆x(r)− T (r))F̄∞ +

1

4

∫ t

0

∫ s

0

∥Vr(l)− V̂∆x,r(l)∥L1(Bc)dlds

+
1

4
T (r)2ν̄sing

(
[x2j , x2j+2)

)
.

Thus, for r ∈ [ξ3j , ξ3j+3), we have∫ t

T ∆x(r)

|Vr − V̂∆x,r|(s, r)ds

≤
(
t− T ∆x(r)

)(
1− α(Y(T (r), r))

)
|V̄r − V̄∆x,r|(r)

+
(
t− T ∆x(r)

)∣∣α(Y(T (r), r))− α(Ŷ∆x(T ∆x(r), r))
∣∣V̄∆x,r(r)

≤ t|V̄r − V̄∆x,r|(r)

+ t∥α′∥∞
∣∣Y(T (r), r)− Ŷ∆x(T ∆x(r), r)

∣∣V̄∆x,r(r)
≤ t|V̄r − V̄∆x,r|(r) + t2∥α′∥∞∥ū− ū∆x∥∞V̄∆x,r(r)

+ t∥α′∥∞
(
∥ū∥∞ +

1

4
tF̄∞

)
(T ∆x(r)− T (r))V̄∆x,r(r)
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+
1

4
t∥α′∥∞T (r)2ν̄sing

(
[x2j , x2j+2)

)
V̄∆x,r(r)

+
1

4
t∥α′∥∞

∫ t

0

∫ s

0

∥Vr(l)− V̂∆x,r(l)∥L1(Bc)dldsV̄∆x,r(r).

Furthermore, T (r) < T ∆x(r), which implies, by following the same argument as
that leading to (3.69),

1

4
T 2(r)V̄∆x,r(r) ≤

1

4
T 2
∆x,r(r)V̄∆x,r(r) = Ȳ∆x,r(r),

which in turn, when combined with (3.76), for r ∈ [ξ3j , ξ3j+3), gives∫ t

T ∆x(r)

∣∣Vr − V̂∆x,r
∣∣(s, r)ds

≤ t
(
1 + t∥α′∥∞

(
∥ū∥∞ +

1

4
tF̄∞

))∣∣V̄r − V̄∆x,r
∣∣(r)

+ 2t∥α′∥∞
(
∥ū∥∞ +

1

4
tF̄∞

)∣∣Ūr − Ū∆x,r
∣∣(r)

+ t∥α′∥∞
(
t∥ū− ū∆x∥∞V̄∆x,r(r) + ν̄sing

(
[x2j , x2j+2)

)
Ȳ∆x,r(r)

)
+

1

4
t∥α′∥∞

∫ t

0

∫ s

0

∥Vr(l)− V̂∆x,r(l)∥L1(Bc)dldsV̄∆x,r(r).(3.78)

By combining (3.75a), (3.77), (3.78), and similar estimates for the remaining cases,
we therefore end up with∫

Ω̄d,d

∫ t

0

∣∣Vr − V̂∆x,r
∣∣(s, r)dsdr

≤ t
(
4 + t∥α′∥∞

(
∥ū∥∞ +

1

4
tF̄∞

))
∥H̄r − H̄∆x,r∥L1(Ω̄d,d)

+ 2
(
1 + t∥α′∥∞

(
∥ū∥∞ +

1

4
tF̄∞

))
× ∥Ūr − Ū∆x,r∥L1(Ω̄d,d∩(Ωc(X (t))∪Ωc(X∆x(t)))

+ t2∥α′∥∞F̄∞∥ū− ū∆x∥∞ + 4t∥α′∥∞Ḡ∞∆x

+
1

4
t∥α′∥∞Ḡ∞

∫ t

0

∫ s

0

∥Vr(l)− V̂∆x,r(l)∥L1(Bc)dlds,(3.79)

where we used the following inequality, which holds as Ȳ(ξ3j) = x2j = Ȳ∆x(ξ3j) for
j ∈ Z, cf. (3.19)–(3.20), (3.23), and (3.38),∑

j∈Z

∫
Ω̄d,d∩[ξ3j ,ξ3j+3)

ν̄sing
(
[x2j , x2j+2)

)(
Ȳr + Ȳ∆x,r

)
(r)dr

≤
∑
j∈Z

ν̄sing
(
[x2j , x2j+2)

) ∫ ξ3j+3

ξ3j

(Ȳr + Ȳ∆x,r)(r)dr

=
∑
j∈Z

ν̄sing
(
[x2j , x2j+2)

)
2(x2j+2 − x2j) ≤ 4Ḡ∞∆x.

Moreover, by the Cauchy–Schwarz inequality and Proposition 3.17, we have

∥Ūr − Ū∆x,r∥L1({r|0<T (r)≤t or 0<T ∆x(r)≤t})
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≤
√
2
(
1 +

1

4
t2
)
Ḡ

1/2
∞ ∥Ūr − Ū∆x,r∥L2(Bc),(3.80)

hence, when finally combining (3.71), (3.73), (3.74), (3.79), and (3.80), we obtain∫ t

0

∥Vr(s)− V̂∆x,r(s)∥L1(Bc)ds

≤ T
(
4 + T∥α′∥∞

(
∥ū∥∞ +

1

4
T F̄∞

))
∥H̄r − H̄∆x,r∥L1(Bc)

+ T∥g(X̄ )− g(X̄∆x)∥L1(Bc)

+ 4
(
1 + T∥α′∥∞

(
∥ū∥∞ + (1 +

√
2)F̄

1/2
∞ ∆x

1/2 +
1

4
T F̄∞

))
×
(
1 +

1

2
T
)
Ḡ

1/2
∞ ∥Ūr − Ū∆x,r∥L2(Bc)

+ T 2∥α′∥∞F̄∞∥ū− ū∆x∥∞ + 4T∥α′∥∞Ḡ∞∆x

+
1

4
T∥α′∥∞Ḡ∞

∫ t

0

∫ s

0

∥Vr(l)− V̂∆x,r(l)∥L1(Bc)dlds.

Applying Gronwall’s inequality proves the statement. □

3.5. Convergence rate in Lagrangian and Eulerian coordinates. At last, we
can obtain the convergence rates for (3.10), which subsequently enable us to deduce
a convergence rate in Eulerian coordinates.

Theorem 3.19. Suppose (ū, µ̄, ν̄) ∈ Dα
0 with ūx ∈ Bβ2 for some β ∈ (0, 1]. Let

X̄ = L((ū, µ̄, ν̄)) and X̄∆x = L ◦ P∆x((ū, µ̄, ν̄)). Moreover, introduce X(t) = St(X̄)

and X̂∆x(t) = St(X̄∆x), then there exists a constant D̃, dependent on T , ∥α′∥∞,
∥ū∥∞, Ḡ∞, β, and |ūx|2,β, such that

sup
t∈[0,T ]

∥y(t)− ŷ∆x(t)∥∞ + sup
t∈[0,T ]

∥U(t)− Û∆x(t)∥∞ ≤ D̃(∆x
1/2 +∆x

β/2).

Proof. Combining (3.11), Theorem 3.15, and Theorem 3.18 yields, for all t ∈ [0, T ],

∥U(t)− Û∆x(t)∥∞
≤ ∥Ū − Ū∆x∥∞

+
1

4

∣∣∣∣ ∫ t

0

(∫ ξ

−∞

(
Vξ − V̂∆x,ξ

)
(s, η)dη −

∫ ∞

ξ

(
Vξ − V̂∆x,ξ

)
(s, η)dη

)
ds

∣∣∣∣
≤ ∥Ū − Ū∆x∥∞ + T (∆x+ ∥δ2∆xū2x∥1)

+
1

4

∫ T

0

∥Vr(s)− V̂∆x,r(s)∥L1(Bc)ds

≤ ∥Ū − Ū∆x∥∞ + T
(
∆x+ ∥δ2∆xū2x∥1

)
+

1

4

(
T
(
4 + T∥α′∥∞

(
∥ū∥∞ +

1

4
T F̄∞

))
∥H̄r − H̄∆x,r∥L1(Bc)

+ T∥g(X̄ )− g(X̄∆x)∥L1(Bc)

+ 4
(
1 + T∥α′∥∞

(
∥ū∥∞ + (1 +

√
2)F̄

1/2
∞ ∆x

1/2 +
1

4
T F̄∞

))
×
(
1 +

1

2
T
)
Ḡ

1/2
∞ ∥Ūr − Ū∆x,r∥L2(Bc)
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+ T 2∥α′∥∞F̄∞∥ū− ū∆x∥∞ + 4T∥α′∥∞Ḡ∞∆x

)
e

1
4T

2∥α′∥∞Ḡ∞ .

Furthermore, Proposition 3.1, Lemma 3.4, Lemma 3.13 and Lemma 3.2 imply that
there exist constants Ĉ and C⋆, only dependent on T , ∥α′∥∞, ∥ū∥∞, Ḡ∞, β, and
|ūx|2,β , such that

sup
t∈[0,T ]

∥U(t)− Û∆x(t)∥∞ ≤ Ĉ
(
∆x

1/2 + ∥δ2∆xū2x∥1 + ∥ūx − ū∆x,x∥2
)

≤ C⋆(∆x
1/2 +∆x

β/2).

To finish the proof, observe that

sup
t∈[0,T ]

∥y(t)− ŷ∆x(t)∥∞ ≤ ∥ȳ − ȳ∆x∥∞ + T sup
t∈[0,T ]

∥U(t)− Û∆x(t)∥∞,

which in turn, by Lemma 3.4, implies

sup
t∈[0,T ]

∥y(t)− ŷ∆x(t)∥∞ ≤ (2 + C⋆T )(∆x1/2 +∆xβ/2). □

It has been vital in the above proof to have a convergence rate for ∥ūx− ū∆x,x∥2,
but also that ūx ∈ Bβ2 . As already emphasized in Section 3.1, this is natural, since
ūx contains all the information about future wave breaking, i.e., wave breaking
occurring at t > 0 for the exact solution, cf. (3.4). The same role is played by ū∆x,x
for the numerical solution. Thus, to prevent the energy discrepancy between the
exact and the numerical solution from becoming too large within finite time, one
needs to control ∥ūx − ū∆x,x∥2 and ∥δ2∆xū2x∥1, which is possible when ūx ∈ Bβ2 .

Our main theorem is now an immediate consequence of Theorem 3.19 and (3.9).

Theorem 3.20. Suppose (ū, µ̄, ν̄) ∈ Dα
0 with ūx ∈ Bβ2 for some β ∈ (0, 1]. Let

(u, µ, ν)(t) = Tt((ū, µ̄, ν̄)) and (u∆x, µ∆x, ν∆x)(t) = T∆x,t◦P∆x((ū, µ̄, ν̄)), then there
exists a constant D, dependent on T , ∥α′∥∞, ∥ū∥∞, Ḡ∞, β, and |ūx|2,β, such that

sup
t∈[0,T ]

∥u(t)− u∆x(t)∥∞ ≤ D(∆x
1/8 +∆x

β/4).

Remark 3.21. When ūx ∈ Bβ2 for 1
2 < β ≤ 1, the local error dominates the error

in (3.9), cf. (3.8) and Theorem 3.19. On the other hand, we do not expect that one
can achieve anything better than O(∆x

1/4) for the projection error by our approach,
since Bβ∞(L2(R)), which satisfies Bβ∞(L2(R)) ⊂ Bβ2 , for β > 1, only consists of
constant functions, see [7, Sec. 3].

In the case of multipeakons, i.e., piecewise linear solutions, which are of particular
importance as their piecewise linear structure is naturally preserved by the HS
equation, it holds that ūx ∈ B

1/2
2 , see [3, Ex. 6.1]. Hence, for such data, there is a

balance between the projection error and the local error.

Remark 3.22. In the particular case of α ∈ [0, 1), the numerical solution X∆x(t)

coincides with X̂∆x(t) and hence the local error vanishes, which corresponds to
setting C = 0 in (3.8). Thus, (3.9) and Theorem 3.19, imply

(3.81) sup
t∈[0,T ]

∥u(t)− u∆x(t)∥∞ ≤ D̄∆x
β/4,

for a constant D̄ dependent on T , Ḡ∞, ∥ū∥∞, β, and |ūx|2,β.
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Figure 3. The very left plot depicts ȳ and ȳ∆x, while ȳ(ϕ) and ȳ∆x(ψ), with ϕ and
ψ from Definition 3.5, are shown in the middle, whereas ȳ and ȳ∆x(f), with f defined
in [3, Sec. 4], are displayed in the rightmost plot.

Remark 3.23. The concept of α-dissipative solutions was introduced in [13] for
α ∈W 1,∞(R, [0, 1)). The value 1 is not permitted, because in that case the semigroup
property of the solution operator St, i.e, Ss+t(X) = St ◦ Ss(X) for s, t ≥ 0, might
not hold, see [22, Ex. 2.4.4]. However, our numerical method and hence our proof,
do not rely on the semigroup property and therefore Theorem 3.20 still holds if we
extend our class of solutions to α ∈W 1,∞(R, [0, 1]), and (3.81) holds for α = 1.

3.6. An alternative mapping when ν̄sc = 0. An alternative way of deriving a
convergence rate is presented in [3] for the case α ∈ [0, 1] and ν̄sc = 0. Instead
of introducing the two mappings ϕ and ψ, which are Lipschitz continuous and
satisfy ȳ(ϕ(r)) = ȳ∆x(ψ(r)), the author of [3] constructs a function f , defined in
[3, (4.24)], which is discontinuous as it maps intervals along which ȳ is constant to
intervals where ȳ∆x is constant and ȳ(ξ) ̸= ȳ∆x(f(ξ)) in general, see Figure 3 for
one particular example. Furthermore, since both S and S∆x, given by (3.12) and
(3.13), respectively, can be written as an at most countable union of disjoint closed
intervals whenever ν̄sc = 0, this ensures that f(S) = S∆x \ E, where E ⊂ R is a set
of measure zero. As a consequence, one infers that

Vξ(t, ξ)− V∆x,ξ(t, f(ξ)) = 0 for a.e. ξ ∈ S,
which allows one to derive an analogue of Theorem 3.15, cf. the proof of [3, Thm. 4.6]
and subsequently a convergence rate, see [3, Thm. 4.11]. However, this alternative
construction is limited to the case ν̄sc = 0, since one will otherwise encounter issues
with the measurability of, e.g., V̄∆x,ξ(f(ξ)). On the other hand, a major benefit of
the mapping f is the fact that it preserves the piecewise linear structure of ȳ∆x and
that V̄∆x,ξ(f) is piecewise constant. This is not necessarily true for the mappings ϕ
and ψ if ȳ is not piecewise linear.

Moreover, comparing the convergence rate from [3, Thm. 4.11] with that in
Remark 3.22, or more precisely (3.81), reveals that there is one additional benefit of
using the mappings ϕ and ψ instead of f – one obtains an improved convergence
rate. Instead of having the O(∆x

β/8)-error estimate from [3, Thm. 4.11], we now
obtain the improved O(∆x

β/4)-rate in (3.81). The reason is that we now have,
thanks to Lemma 3.2 and Lemma 3.13, ∥Ūr − Ū∆x,r∥L2(Bc) ≤ O(∆x

β/2), as opposed
to ∥Ūξ − Ū∆x,ξ(f)∥L2(Sc) ≤ O(∆x

β/4) in [3, Lem. 4.10].
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4. A numerical study of convergence rates

To numerically validate the theoretical convergence rate from Theorem 3.20, we
investigate three different examples: two multipeakon examples, i.e., piecewise linear
solutions, and the case of a cusped initial wave profile. These examples highlight
distinct challenges for the numerical method.

A characteristic feature of the multipeakon examples is that a finite amount of
energy concentrates at each of the finitely many wave breaking occurrences, leaving
the cumulative energy, F (t), discontinuous in space. For the cusp example, on the
other hand, wave breaking happens, for each t ∈ [0, 3], in the form of infinitesimal
energy concentrations, such that F (t) is absolutely continuous for all t ≥ 0.

We present plots showing the time evolution of the wave profile and the cumulative
energy for each of the examples. Since the exact solution is unavailable for the cusped
initial data, Example 4.3, we instead compute a numerical solution with ∆x = 10−5

and use that as a reference solution, denoted by (uref , Fref). Furthermore, we also
compute a sequence of numerical solutions, {(u∆xk

, F∆xk
)}k, for each example,

where

(4.1) ∆xk = 4−k, k ≥ 1,

and, based on that sequence, we compute the relative errors

(4.2) Errk(T ) := sup
t∈[0,T ]

∥u(t)− u∆xk
(t)∥∞

∥u(t)∥∞
,

with u(t) being replaced by uref(t) for the cusp example. These errors are graphically
visualized along with an optimally fitted least square (LS) regression line, which
represents the numerically computed convergence order. Additionally, we also
include tables that display the corresponding experimental orders of convergence
(EOCs), computed via

EOCk(T ) :=
ln
(
Errk−1(T )/Errk(T )

)
ln
(
∆xk−1/∆xk)

.

Example 4.1. Let us start by investigating the Cauchy problem with the following
initial data

ū(x) =


3, x ≤ 0,

3− x 0 < x ≤ 1,

4− 2x, 1 < x ≤ 2,

0, 2 < x,

dµ̄ = dν̄ = dδ0 + ū2xdx,

and any α ∈ W 1,∞(R, [0, 1)) satisfying α( 114 ) = 3
4 and α( 358 ) = 9

10 . The exact
solution experiences wave breaking at (t, x) = (0, 0) and along all the characteristics
starting in (1, 2] and (0, 1] at τ1 = 1 and τ2 = 2, respectively. Since the projected
initial data, ū∆x, coincides with ū for (4.1), the numerical method performs extremely
well as suggested by Figure 4, where the exact solution (u, F )(t), computed in
Appendix A, is compared to two numerical solutions (u∆xj

, F∆xj
)(t) for j ∈ {c, f}

with ∆xc = 4−2 and ∆xf = 4−4 at the times t = 0, 1, and 2. In fact, computing the
relative errors Errk(T ), given by (4.2), reveals that the numerical solution, computed
with α1 below, coincides with the exact solution, up to machine precision, for ∆x = 1

4

when T < 1 and for all T ≥ 0 when ∆x = 4−2. Hence, round-off errors become
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Figure 4. A comparison of u (top row) and F (bottom row), both with dotted red
lines, to that of u∆xj (top row) and F∆xj (bottom row) for ∆xc = 4−2 (dashed blue)
and ∆xf = 4−4 (solid black) for Example 4.1. The solutions are compared from left to
right at t = 0, 1, and 2.

more and more dominant as we refine the mesh, and the corresponding EOCs are
therefore not included for this example.

In addition, we compute numerical α-dissipative solutions with two different
α ∈W 1,∞(R, [0, 1)) satisfying α( 114 ) = 3

4 and α( 358 ) = 9
10 . In particular, we use

α1(x) =


3
11x, 0 ≤ x ≤ 11

4 ,
6
65x+ 129

260 ,
11
4 < x ≤ 35

8 ,
9
10 ,

35
8 < x,

(4.3)

and

α2(x) =


−1 + e

4
11 ln( 7

4 )x, 0 ≤ x ≤ 11
4 ,

48
65x

2 − 336
65 x+ 2439

260 ,
11
4 ≤ x ≤ 35

8 ,
9
10

35
8 < x,

(4.4)

which are compared in Figure 5a and which both lead to the same exact α-dissipative
solution. Yet, a notable difference is that ∥α′

1∥∞ = 3
11 ≈ 0.273, whereas ∥α′

2∥∞ =
84
65 ≈ 1.292. In spite of this difference, the computed relative errors are identical, for
any k ≥ 1, for these two numerical solutions, indicating that the computed family,
{u∆xk

}k, is indifferent with respect to ∥α′∥∞ for this example.
In general, one cannot expect to achieve close to machine precision for ∆x ∼ 0.1,

which corresponds to k = 1 or k = 2 in (4.1). If we for instance had chosen a
different family of mesh parameters, say ∆̃xk = 3−k, or if the initial wave breaking
had occurred at x /∈ {x2j}j∈Z, then the errors would become much worse.
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(a) A visualization of α1 and α2 from (4.3) and
(4.4), respectively, in Example 4.1. Note that
α1(11/4) = α2(11/4) and α1(35/8) = α2(35/8)

such that they lead to the same α-dissipative
solution.

(b) The mesh does not perfectly align with
the nodes of the multipeakon in Exam-
ple 4.2, such that the projected wave pro-
file ū∆x may contain some linear segments
with different breaking times.

The next example illustrates that if the nodes of the initial wave profile do not
perfectly align with the mesh, then the errors become much worse.

Example 4.2. Next, let us study the Cauchy problem for the multipeakon initial
data from [4, Ex. 5.1], which is given by

ū(x) =



3, x ≤ 0,

3− x 0 < x ≤ 1,

2, 1 < x ≤ 400
361 ,

58
19 − 19

20x,
400
361 ≤ x ≤ 800

361 ,
18
19 ,

800
361 < x ≤ 200

81 ,
542
171 − 9

10x,
200
81 < x ≤ 100

27 ,

− 28
171 ,

100
27 < x,

dµ̄ = dν̄ = ū2xdx,

α(x) =


0, x ≤ 1434

361 ,

− 478
127 + 361

381x,
1434
361 < x ≤ 6879

1444 ,
1

1705 (361x− 441), 6879
1444 < x ≤ 5,

4
5 , 5 < x.

The exact solution (u, F )(t) experiences wave breaking at τ1 = 2, τ2 = 40
19 , and

τ3 = 20
9 , and, as in the previous example, F (τj) has a jump discontinuity at the

spatial point where wave breaking occurs, see [4, App. A] for further details. Yet,
despite its resemblance to the previous example, the computed relative errors in
Table 1 are much larger, due to the following two reasons. First and foremost, there
is a mismatch between the gridpoints and the nodes of the multipeakon, such that the
projected data ū∆x contains a small number of linear segments with slopes that differ
from those of the exact data, which is illustrated in Figure 5b. As a consequence,
there are a few additional numerical breaking times, given by (2.18), which do not
coincide with τj for j = 1, 2, and 3. However, there are even-numbered gridpoints
situated at x = 0 and x = 1 when ∆x is given by (4.1), hence only the 4 rightmost
nodes can give rise to additional numerical breaking times in this case. In addition,
also the local errors discussed in Section 3.2 contribute to the relative errors in
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Figure 6. A comparison of u (top row) and F (bottom row), both with dotted red
lines, to that of u∆xj (top row) and F∆xj (bottom row) for ∆xc = 4−1 (dashed blue)
and ∆xf = 4−4 (solid black ) for Example 4.2. The solutions are compared from left to
right at t = 0, 40

19
, and 3.

Table 1. In particular, as observed in [4, Ex. 5.1], if

∆x ≥ 1.75·10−2

then the extracted sequence {τ∗k}k does not contain the breaking time τ2 = 40
19 , such

that one only approximates the amount of energy to be removed at this time, cf.
(2.19)–(2.22). However, due to the mismatch between the gridpoints and the 4
rightmost nodes, there might still be local errors even for ∆x ≤ 1.75 ·10−2. This
is confirmed by Figure 6, where the exact solution (u, F )(t) is compared to two
approximations, (u∆xj , F∆xj )(t) for j ∈ {c, d} with ∆xc = 4−1 and ∆xf = 4−4 at
the times t = 0, 40

19 , and 3. The finer approximation, (u∆xf
, F∆xf

)(t), computed
with ∆xf < 1.75·10−2, agrees well with the exact solution, except that we observe a
large energy discrepancy at t = 40

19 . This is due to the aforementioned mismatch,
which implies that the wave breaking τ2 = 40

19 is not present in the list {τ∗k} and
this breaking time is therefore delayed according to the iteration scheme, given by
(2.19)–(2.22).

Nevertheless, as ūx belongs to BV (R) ∩ L1(R) ⊂ B
1/2
2 , cf. Remark 3.3, Theo-

rem 3.20 ensures that

(4.5) sup
t∈[0,T ]

∥u(t)− u∆x(t)∥∞ ≤ O(∆x
1/8).

The computed EOCs in Table 1 and the LS convergence order in Figure 7a, suggest
that this error estimate is rather pessimistic. On the other hand, we do expect the
numerical method to perform well on multipeakon data, since the projection operator
P∆x from Definition 2.10 is piecewise linear.
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‖u(t)− u∆x(t)‖∞

Linear regression, order=0.99

(a) The errors sup
t∈[0,3]

∥u(t) − u∆x(t)∥∞

plotted as a function of the mesh parame-
ter ∆x for Example 4.2. The LS regression
line indicates that the numerical conver-
gence order is about 1.

10−4 10−3 10−2 10−1

∆x

10−4

10−3

10−2

10−1

sup
t∈[0,3.0]

‖u(t)− u∆x(t)‖∞

Linear regression, order=0.63

(b) The errors sup
t∈[0,3]

∥u(t)−u∆x(t)∥∞ from

Example 4.3 plotted against the mesh size
∆x. The LS slope is approximately equal
to 3

5
.

k 1 2 3 4 5 6 7
Errk(3/2) 2.8·10−2 7.5·10−3 1.5·10−3 4.6·10−4 8.9·10−5 2.3·10−5 4.0·10−6

EOCk(3/2) − 0.94 1.14 0.88 1.18 0.99 1.25
Errk(3) 8.6·10−2 1.8·10−2 7.7· 10−3 1.2·10−3 4.6·10−4 7.9·10−5 2.3·10−5

EOCk(3) − 1.13 0.61 1.33 0.70 1.26 0.91

Table 1. Computed relative errors and experimental orders of convergence for Exam-
ple 4.2 with T = 3/2 (before any wave breaking) and with T = 3.

Example 4.3. The solution to (1.1) associated with the cusp initial data

ū(x) =


1, x < −1,

|x|2/3, −1 ≤ x ≤ 1,

1, 1 < x,

F̄ (x) =


0, x < −1,
4
3

(
1 + sgn(x)|x|1/3

)
, −1 ≤ x ≤ 1,

8
3 , 1 < x,

α(x) =


b, x < −1,

b|x|, −1 ≤ x < 0,

0, 0 ≤ x,

where b ∈ [0, 1), experiences wave breaking along a single characteristics for each
t ∈ [0, 3]. The exact solution is unavailable, and we therefore compute a numerical
solution with ∆x = 10−5, denoted (uref , Fref)(t), and use that as a reference solution.
The time evolution of this solution is compared to (u∆xj , F∆xj ) for j ∈ {c, f} with
∆xc and ∆xf , as in the previous example, at the times t = 0, 32 , and 3 in Figure 8.

Note that ūx is less regular than in the previous two examples, especially note-
worthy is the fact that ūx /∈ L∞(R). In spite of that, the proof in [3, Ex. 6.3] reveals
that ūx ∈ B

1/6
2 and Theorem 3.20 therefore implies

sup
t∈[0,T ]

∥u(t)− u∆x(t)∥∞ ≤ O(∆x
1/24).

This is 3 times worse than the corresponding error estimate we have for multipeakons,
cf. (4.5). Comparing the computed EOCs in Table 2 for the cusp initial data to the
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Figure 8. A comparison of uref (top row) and Fref (bottom row), both with dotted red
lines, to that of u∆xj (top row) and F∆xj (bottom row) for ∆xc = 4−1 (dashed blue)
and ∆xf = 4−4 (solid black) for Example 4.3. The solutions are compared from left to
right at t = 0, 3

2
, and 3 with b = 19/20.

corresponding ones in Table 1 for the multipeakon from Example 4.2 suggests that
also the numerical convergence order is lower for this example, indicating that the
regularity of ūx influences the numerical accuracy. This is also confirmed by the
slopes of the two LS regression lines in Figures 7a–7b.

k 1 2 3 4 5 6 7
Errk(3) 0.12 5.4·10−2 2.0·10−2 9.4·10−3 3.1·10−3 1.5·10−3 6.8·10−4

EOCk(3) − 0.587 0.730 0.531 0.800 0.519 0.573

Table 2. Computed experimental convergence orders for Example 4.3 with T = 3 (after
all wave breaking occurrences) for b = 19/20.
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Appendix A. Exact solution to the multipeakon example

Consider the initial data from Example 4.1 with any α ∈W 1,∞(R, [0, 1)) satisfying
α( 114 ) =

3
4 and α( 358 ) =

9
10 . By applying the mapping L from Definition 2.3, one

obtains

ȳ(ξ) =



ξ, ξ ≤ 0,

0, 0 < ξ ≤ 1,
1
2 (ξ − 1), 1 < ξ ≤ 3,
1
5 (ξ + 2), 3 < ξ ≤ 8,

ξ − 6, 8 < ξ,
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Ū(ξ) =


3, ξ ≤ 1,
1
2 (−ξ + 7), 1 < ξ ≤ 3,
1
5 (−2ξ + 16), 3 < ξ ≤ 8,

0, 8 < ξ,

V̄ (ξ) = H̄(ξ) =



0, ξ ≤ 0,

ξ, 0 < ξ ≤ 1,
1
2 (ξ + 1), 1 < ξ ≤ 3,
1
5 (4ξ − 2), 3 < ξ ≤ 8,

6, 8 < ξ,

which inserted into (2.9) yields

τ(ξ) =


0, 0 < ξ < 1,

2, 1 < ξ < 3,

1, 3 < ξ < 8,

∞, otherwise.

After solving (2.8) for t ∈ [0, 1) with initial data (ȳ, Ū , V̄ , H̄), we find

y(t, ξ) =



ξ − 3
4 t

2 + 3t, ξ < 0,
1
4ξt

2 − 3
4 t

2 + 3t, 0 ≤ ξ < 1,
1
8 (t− 2)2ξ − 5

8 t
2 + 7

2 t−
1
2 , 1 ≤ ξ < 3,

1
5 (t− 1)2ξ − 17

20 t
2 + 16

5 t+
2
5 , 3 ≤ ξ < 8,

ξ + 3
4 t

2 − 6, 8 ≤ ξ,

U(t, ξ) =



− 3
2 t+ 3, ξ < 0,

1
2ξt−

3
2 t+ 3, 0 ≤ ξ < 1,

1
4 (t− 2)ξ − 5

4 t+
7
2 , 1 ≤ ξ < 3,

2
5 (t− 1)ξ − 17

10 t+
16
5 , 3 ≤ ξ < 8,

3
2 t, 8 ≤ ξ,

V (t, ξ) = V̄ (ξ).(A.1)

Note that y(t, ·) is strictly increasing for t ∈ (0, 1), such that we can compute its
inverse by solving x = y(t, ξ) in terms of ξ. Definition 2.5 therefore implies for
t ∈ [0, 1)

u(t, x) =



− 3
2 t+ 3, x ≤ − 3

4 t
2 + 3t,

2
t (x− 3

2 t), − 3
4 t

2 + 3t < x ≤ − 1
2 t

2 + 3t,
2
t−2 (x− 1

2 t− 3), − 1
2 t

2 + 3t < x ≤ − 1
4 t

2 + 2t+ 1,
2
t−1 (x− 3

4 t− 2), − 1
4 t

2 + 2t+ 1 < x ≤ 3
4 t

2 + 2,
3
2 t,

3
4 t

2 + 2 < x,
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F (t, x) =



0, x ≤ − 3
4 t

2 + 3t,
4
t2 (x+ 3

4 t
2 − 3t), − 3

4 t
2 + 3t < x ≤ − 1

2 t
2 + 3t,

4
(t−2)2 (x+ 3

4 t
2 − 4t+ 1), − 1

2 t
2 + 3t < x ≤ − 1

4 t
2 + 2t+ 1,

4
(t−1)2 (x+ 3

4 t
2 − 3t− 1

2 ), − 1
4 t

2 + 2t+ 1 < x ≤ 3
4 t

2 + 2,

6, 3
4 t

2 + 2 < x.

(A.2)

At t = 1, wave breaking takes place for all ξ ∈ (3, 8), and (A.1) yields y(1, ξ) = 11
4 ,

such that α(y(1, ξ)) = 3
4 for all ξ ∈ (3, 8). By computing V (1, ξ) and thereafter

solving (2.8), one finds, for t ∈ [1, 2),

y(t, ξ) =



ξ − 3
8 t

2 + 9
4 t+

3
8 , ξ ≤ 0

1
4 t

2ξ − 3
8 t

2 + 9
4 t+

3
8 , 0 < ξ ≤ 1,

1
8 (t− 2)2ξ − 1

4 t
2 + 11

4 t−
1
8 , 1 < ξ ≤ 3,

1
20 (t− 1)2ξ − 1

40 t
2 + 31

20 t+
49
40 , 3 < ξ ≤ 8,

ξ + 3
8 t

2 + 3
4 t−

51
8 , 8 < ξ,

U(t, ξ) =



− 3
4 t+

9
4 , ξ ≤ 0,

1
2 tξ −

3
4 t+

9
4 , 0 < ξ ≤ 1,

1
4 (t− 2)ξ − 1

2 t+
11
4 , 1 < ξ ≤ 3,

1
10 (t− 1)ξ − 1

20 t+
31
20 , 3 < ξ ≤ 8,

3
4 t+

3
4 , 8 < ξ,

V (t, ξ) =



0, ξ ≤ 0,

ξ, 0 < ξ ≤ 1,
1
2 (ξ + 1), 1 < ξ ≤ 3,
1
5 (ξ + 7), 3 < ξ ≤ 8,

3, 8 < ξ.

Observe that y(t, ·) is strictly increasing for all t ∈ (1, 2) and hence invertible.
Again, by computing its inverse and subsequently using Definition 2.5, we have for
t ∈ [1, 2)

u(t, x) =



− 3
4 t+

9
4 , x ≤ − 3

8 t
2 + 9

4 t+
3
8 ,

2
t (x− 9

8 t−
3
8 ), − 3

8 t
2 + 9

4 t+
3
8 < x ≤ − 1

8 t
2 + 9

4 t+
3
8 ,

2
(t−2) (x− 7

8 t−
21
8 ), − 1

8 t
2 + 9

4 t+
3
8 < x ≤ 1

8 t
2 + 5

4 t+
11
8 ,

2
(t−1) (x− 3

4 t− 2), 1
8 t

2 + 5
4 t+

11
8 < x ≤ 3

8 t
2 + 3

4 t+
13
8 ,

3
4 t+

3
4 ,

3
8 t

2 + 3
4 t+

13
8 < x,

F (t, x) =



0, x ≤ − 3
8 t

2 + 9
4 t+

3
8 ,

4
t2 (x+ 3

8 t
2 − 9

4 t−
3
8 ), − 3

8 t
2 + 9

4 t+
3
8 < x ≤ − 1

8 t
2 + 9

4 t+
3
8 ,

4
(t−2)2 (x+ 3

8 t
2 − 13

4 t+
5
8 ), − 1

8 t
2 + 9

4 t+
3
8 < x ≤ 1

8 t
2 + 5

4 t+
11
8 ,

4
(t−1)2 (x+ 3

8 t
2 − 9

4 t−
7
8 ),

1
8 t

2 + 5
4 t+

11
8 < x ≤ 3

8 t
2 + 3

4 t+
13
8 ,

3, 3
8 t

2 + 3
4 t+

13
8 < x.

(A.3)

The last wave breaking occurs at (t, x) = (2, 358 ), and takes place for all ξ ∈ (1, 3),
for which α(y(2, ξ)) = 9

10 . Thus, after computing V (2, ξ) and then solving (2.8), we
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obtain, for all t ≥ 2,

y(t, ξ) =



ξ − 21
80 t

2 + 9
5 t+

33
40 , ξ ≤ 0,

1
4 t

2ξ − 21
80 t

2 + 9
5 t+

33
40 , 0 < ξ ≤ 1,

1
80 (t− 2)2ξ − 1

40 t
2 + 37

20 t+
31
40 , 1 < ξ ≤ 3,

1
20 (t− 1)2ξ − 11

80 t
2 + 2t+ 31

40 , 3 < ξ ≤ 8,

ξ + 21
80 t

2 + 6
5 t−

273
40 , 8 < ξ,

U(t, ξ) =



− 21
40 t+

9
5 , ξ ≤ 0,

1
2 tξ −

21
40 t+

9
5 , 0 < ξ ≤ 1,

1
40 (t− 2)ξ − 1

20 t+
37
20 , 1 < ξ ≤ 3,

1
10 (t− 1)ξ − 11

40 t+ 2, 3 < ξ ≤ 8,
21
40 t+

6
5 , 8 < ξ,

V (t, ξ) =



0, ξ ≤ 0,

ξ, 0 < ξ ≤ 1,
1
20 (ξ + 19), 1 < ξ ≤ 3,
1
5ξ +

1
2 , 3 < ξ ≤ 8,

21
10 , 8 < ξ.

As before, y(t, ·) is strictly increasing for t ∈ (2,∞) and hence invertible. Computing
its inverse and using Definition 2.5 yields for t ≥ 2

u(t, x) =



− 21
40 t+

9
5 , x ≤ − 21

80 t
2 + 9

5 t+
33
40 ,

2
t

(
x− 9

10 t−
33
40

)
, − 21

80 t
2 + 9

5 t+
33
40 < x ≤ − 1

80 t
2 + 9

5 t+
33
40 ,

2
(t−2)

(
x− 7

8 t−
21
8

)
, − 1

80 t
2 + 9

5 t+
33
40 < x ≤ 1

80 t
2 + 17

10 t+
37
40 ,

2
(t−1)

(
x− 69

80 t−
71
40 ),

1
80 t

2 + 17
10 t+

37
40 < x ≤ 21

80 t
2 + 6

5 t+
47
40 ,

21
40 t+

6
5 ,

21
80 t

2 + 6
5 t+

47
40 < x,

F (t, x) =



0, x ≤ − 21
80 t

2 + 9
5 t+

33
40 ,

4
t2 (x+ 21

80 t
2 − 9

5 t−
33
40 ), − 21

80 t
2 + 9

5 t+
33
40 < x ≤ − 1

80 t
2 + 9

5 t+
33
40 ,

4
(t−2)2 (x+ 21

80 t
2 − 14

5 t+
7
40 ), − 1

80 t
2 + 9

5 t+
33
40 < x ≤ 1

80 t
2 + 17

10 t+
37
40 ,

4
(t−1)2 (x+ 21

80 t
2 − 9

4 t−
26
40 ),

1
80 t

2 + 17
10 t+

37
40 < x ≤ 21

80 t
2 + 6

5 t+
47
40 ,

21
10 ,

21
80 t

2 + 6
5 t+

47
40 < x.

(A.4)

Finally, combining (A.2), (A.3), and (A.4) gives us the globally defined α-dissipative
solution (u, F )(t) with the initial data (ū, F̄ ) and α from Example 4.1.
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