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Abstract
In this paper, we propose the concept of (±)-discrete Dirac structures over a manifold, where

we define (±)-discrete two-forms on the manifold and incorporate discrete constraints using (±)-
finite difference maps. Specifically, we develop (±)-discrete induced Dirac structures as discrete
analogues of the induced Dirac structure on the cotangent bundle over a configuration manifold,
as described by Yoshimura and Marsden [41]. We demonstrate that (±)-discrete Lagrange–
Dirac systems can be naturally formulated in conjunction with the (±)-induced Dirac structure
on the cotangent bundle. Furthermore, we show that the resulting equations of motion are
equivalent to the (±)-discrete Lagrange–d’Alembert equations proposed in [7, 32]. We also
clarify the variational structures of the discrete Lagrange–Dirac dynamical systems within the
framework of the (±)-discrete Lagrange–d’Alembert–Pontryagin principle. Finally, we validate
the proposed discrete Lagrange–Dirac systems with some illustrative examples of nonholonomic
systems through numerical tests.
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1 Introduction
Variational integrators and nonholonomic integrators. It is well known that dis-
crete Hamilton’s variational principle is one of the structure-preserving numerical integrators,
providing a long-time numerically stable scheme for conservative Lagrangian systems. This
principle is based on the fact that the discrete Euler–Lagrange equations preserve a discrete
symplectic structure, called the discrete Lagrangian two-form, along the discrete Lagrangian
map, which is the discrete analogue of the flow of the Lagrangian vector field in the continuous
setting.

On the other hand, when nonholonomic constraints are present, as in nonholonomic mechan-
ical systems, the associated equations of motion can be derived using the Lagrange–d’Alembert
principle. In the discrete setting, discrete Hamilton’s principle is replaced by the discrete
Lagrange–d’Alembert principle, from which the discrete Lagrange–d’Alembert equations can
be obtained, as discussed in [7]. These algorithms, which generalize variational integrators for
unconstrained Lagrangian systems, exhibit geometric properties similar to those of continuous
nonholonomic systems. From a slightly different perspective, [32] considered nonholonomic
systems that admit reversing symmetries and developed integrators for such systems that pre-
serve an analogous reversing symmetry. In these cases, the numerical integrator, referred to as
a "nonholonomic integrator," no longer preserves the discrete symplectic structure. In fact, it is
not yet fully understood what structure, if any, is preserved by such a nonholonomic integrator.
Nevertheless, it remains a long-term numerically stable scheme for conservative nonholonomic
mechanical systems.

Dirac structures in mechanics. The notion of Dirac structures generalizes presymplec-
tic and almost Poisson structures and was developed by [14, 11, 9, 10]. Dirac structures can
directly incorporate constraint distributions into the framework of Hamiltonian systems. Ini-
tially, they were applied to constrained Hamiltonian systems, sometimes referred to as implicit
Hamiltonian systems [9, 36, 2, 6, 35]. Later, [41] explored Dirac dynamical system on the
Lagrangian side, focusing on Lagrangian systems with nonholonomic constraints. Specifically,
they examined bundle structures over a configuration manifold Q, including Tulczyjew’s triple
TT ∗Q,T ∗TQ, T ∗T ∗Q, and introduced the Dirac differential dDL : TQ → T ∗T ∗Q for a given
Lagrangian on TQ, possibly degenerate. This led to the definition of Lagrange–Dirac dynam-
ical systems, which serves as the Lagrangian version of Dirac dynamical systems. The work
included some illustrative examples of nonholonomic mechanical systems and electric circuits.
Over the past years, various physical systems—such as continuum systems, and nonequilibrium
thermodynamic systems as well as nonholonomic mechanical systems and electric circuits—have
been formulated within the context of Dirac dynamical systems [41, 16, 17, 19].
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Variational structures of Dirac dynamical systems. The variational structure of
Lagrange–Dirac dynamical systems was further clarified by [42] in the context of the Lagrange–
d’Alembert–Pontryagin principle. As previously mentioned, for nonholonomic Lagrangian sys-
tems, the equations of motion can be derived from the Lagrange–d’Alembert principle. Specif-
ically, this involves taking variations of the action integral for the Lagrangian, where one must
impose variational constraints by choosing variations of curves in the configuration manifold so
that the variations lie within the distribution and also satisfy the nonholonomic constraints on
the motion of the system. The Lagrange–d’Alembert–Pontryagin principle, an extension of the
Lagrange–d’Alembert principle to the Pontryagin bundle TQ ⊕ T ∗Q, recovers the equations
of motion for Lagrange–Dirac dynamical systems. Additionally, the Hamiltonian analogue of
Lagrange–Dirac dynamical systems was developed through the induced Dirac structures [42].

Discretization of Dirac structures. Several approaches to discretizing Dirac struc-
tures have been proposed, such as those by [25] and [5]. The former approach considered
the discretization of induced Dirac structures on vector spaces together with their associated
Lagrange–Dirac systems. This work aimed to develop the discrete analogue of the induced
Dirac structures and the associated Lagrange–Dirac dynamical systems proposed in [41]. By
comparing with the continuous Tulczyjew’s triple (see, e.g., [34]), [25] defined a discrete triple,
which was then used to introduce their notion of discrete Dirac structures. However, [5] later
noted that the discrete structures proposed by [25] do not constitute true Dirac structures.
In contrast, [5] proposed an alternative approach, constructing discrete Dirac structures on a
discrete Pontryagin bundle over a configuration manifold, rather than on the cotangent bundle.
This alternative approach aims to develop a general Dirac system instead of constructing the
implicit Lagrangian and Hamiltonian systems.

Our goals and the organization of this Paper. The main goal of this paper is
to propose an alternative discrete version of the induced Dirac structure on the cotangent
bundle over a configuration manifold, enabling the construction of a discrete version of the
Lagrange–Dirac dynamical system, consistent with the approach outlined in [41]. We begin
by presenting a discretization of continuous Dirac structures on a manifold M , defined by a
two-form ΘM and a distribution ∆M . This is achieved by introducing finite forward difference
and backward difference maps. Next, we extend the concept of continuous Dirac structures to
the induced Dirac structure on the cotangent bundle M = T ∗Q. In this context, we introduce
(±)-discrete symplectic forms and (±)-discrete constraint spaces, which are discrete analogues
of the canonical symplectic forms and distributions on Q.

To construct the discrete Lagrange–Dirac systems (or the discrete implicit Lagrangian sys-
tems) within the framework of the proposed discrete Dirac structures, we consider the bundle
structures between T ∗T ∗Q, T ∗Q×T ∗Q and T ∗(Q×Q). These structures serve as the discrete
analogues of Tulczyjew’s triple between T ∗T ∗Q, TT ∗Q and T ∗TQ in the continuous setting.
We define the discrete flat maps (Ωd±

T∗Q)
♭ : T ∗Q× T ∗Q → T ∗T ∗Q, which are skew-symmetric

bundle maps over T ∗Q naturally induced by the discrete canonical symplectic structures Ωd±
T∗Q.

We also introduce the discrete analogues of the Dirac differential of the Lagrangian, defined
as the maps d±DL : Q × Q → T ∗T ∗Q. Furthermore, we present the (±)-associated discrete
Lagrange–d’Alembert–Pontryagin principles, which yield the (±)-discrete equations of motion
for the discrete Lagrange–Dirac dynamical systems. Finally, we show that the resulting (±)-
discrete system equations can recover the discrete Lagrange–d’Alembert equations given in
[7, 32], clarifying that the resulting nonholonomic integrators preserve the discrete induced
Dirac structures. We then validate the proposed approach with numerical tests on two illus-
trative examples of nonholonomic systems.

This paper is organized as follows:

• §2 and §3: We provide a brief review of variational formulations in mechanics, covering
both continuous and discrete settings.
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• §4: We describe the continuous setting of Dirac structures and the associated Lagrange–
Dirac systems, in which a Dirac structure is defined by a given distribution on a configu-
ration manifold and the canonical symplectic structure on the cotangent bundle.

• §5: We introduce the concept of (±)-discrete Dirac structures on a manifold. This in-
cludes defining discrete two-forms and discrete constraint spaces over the manifold in
conjunction with (±)-finite difference maps. In particular, we illustrate the discrete the-
ory by presenting the discrete induced Dirac structures on the cotangent bundle of a
configuration manifold.

• §6: We develop the notion of (±)-discrete Lagrange–Dirac dynamical systems within the
framework of the (±)-discrete induced Dirac structures on the cotangent bundle. These
formulations are also derived from the (±)-discrete Lagrange–d’Alembert–Pontryagin
principles. We show that the resultant (±)-discrete Lagrange–d’Alembert–Pontryagin
equations are equivalent to the system equations obtained from the (±)-discrete Lagrange–
Dirac dynamical systems.

• §7: We demonstrate that the discrete Lagrange–d’Alembert equations developed by [7, 32]
can be recovered from the (±)-discrete Lagrange–d’Alembert–Pontryagin equations. This
implies that the resulting (±)-nonholonomic integrators preserve the (±)-induced discrete
Dirac structures.

• §8: We show the validity of our discrete theory by illustrative examples of a vertical rolling
disk on a plane and a classical Heisenberg system through numerical tests.

2 Variational formulation in Lagrangian mechanics
In this section, we shall make a brief review on the variational formulations in Lagrangian
mechanics, namely, the variational principle of Hamilton for unconstrained mechanical systems
and the Lagrange–d’Alembert principle for nonholonomic mechanical systems. For further
details, for instance, see [30, 1, 20, 12].

2.1 Hamilton’s variational principle
The path space and variations of curves. Consider a mechanical system with a
Lagrangian L : TQ → R, where TQ is the tangent bundle of an n-dimensional configuration
manifold Q with local coordinates qi, i = 1, ..., n for q ∈ Q. Consider a path space

C(Q) = {q : I = [0, T ] → Q | q is a C2 curve on Q such that q(0) = q1 and q(T ) = q2}, (1)

where I = [0, T ] ⊂ R+ is the space of time.

A point q in the manifold C(Q) is a curve on Q, namely, q = q(t). The deformation of
q = q(t) ∈ C(Q) is given by q(t, ϵ) = qϵ(t) such that q0(t) = q(t, 0) = q(t). Then, the variation
of the curve q(t) is defined by

δq(t) =
d

dϵ


ϵ=0

qϵ(t),

which is the tangent vector to a curve q(t). Let τQ : TQ → Q; (q, δq) 7→ q be the canonical
projection and we get τQ ◦ δq = q. The restrictions qϵ(0) = q1 and qϵ(T ) = q2 lead to δq(0) = 0
and δq(T ) = 0 respectively.

Hamilton’s variational principle. Define the action functional S : C(Q) → R by

S(q) =

∫ T

0

L (q(t), q̇(t)) dt,
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q(t)

δq(t)

q(0)
q(T)

Q

Figure 1. Variations δq(t) of a curve q(t).

where q̇(t) denotes the time derivative of q(t). If a curve q = q(t) ∈ C(Q) is a critical point of
S : C(Q) → R, namely, δS(q) = 0, with the fixed endpoint conditions δq(0) = δq(T ) = 0, the
direct computation using local coordinates qi, i = 1, ..., n for q ∈ Q yields

δS(q) = dS(q) · δq =
d

dϵ


ϵ=0

S(qϵ(t))

=

∫ T

0

(
∂L

∂qi
− d

dt

∂L

∂q̇i

)
δqidt+

∂L

∂q̇i
δqi
∣∣∣∣T
0

=

∫ T

0

(
∂L

∂qi
− d

dt

∂L

∂q̇i

)
δqidt = 0,

for all δqi. In the above, the Einstein summation convention is employed; that is, a repeated
index implies summation over that index. We shall use this convention throughout the paper
unless stated otherwise. Thus we get the Euler–Lagrange equations:

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi
= 0, i = 1, ..., n. (2)

The second-order vector fields. Suppose the Lagrangian L : TQ → R is hyperregular,
namely, for every point q̇ ∈ TqQ,

det

[
∂2L

∂q̇i∂q̇j

]
̸= 0. (3)

From the Euler–Lagrange equations (2), we get

q̈j =

(
∂2L

∂q̇i∂q̇j

)−1(
∂L

∂qi
− ∂2L

∂q̇i∂qk
q̇k
)
, j = 1, ..., n.

In fact the above equations ensure that there exists a second-order vector field, called the
Lagrangian vector field, denoted by XL : TQ → Q̈ ⊂ TTQ, in which Q̈ is the second-order
submanifold defined by

Q̈ :=

{
w ∈ TTQ

TτQ(w) = τTQ(w)

}
,

where TτQ : TTQ → TQ; (q, q̇, δq, δq̇) 7→ (q, δq) and τTQ : TTQ → TQ; (q, q̇, δq, δq̇) 7→ (q, q̇).
Hence, TτQ(w) = τTQ(w) yields δq = q̇ and therefore an element w in the second-order
submanifold Q̈ has the components (q, q̇, q̈).

The Legendre transform. Associated with L, recall from [30] that the Legendre trans-
form FL : TQ → T ∗Q is a map, called the fiber derivative of L at v ∈ TqQ along w ∈ TqQ that
is defined by

FL(v) · w =
d

dϵ


ϵ=0

L(v + ϵw).
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It is given in local coordinates by

FL(qi, vi) =
(
qi, pi =

∂L

∂vi

)
.

When L is hyperregular, the Legendre transform FL : TQ → T ∗Q is globally diffeomorphic.

Energy conservation. Let EL : TQ → R be a Lagrangian energy defined by EL(q, q̇) =
FL(q, q̇) · q̇ − L(q, q̇) for (q, q̇) ∈ TQ. Along the solution curve q(t) ∈ Q of the Euler–Lagrange
equations (2), the energy EL is conserved as

dEL

dt
(q, q̇) =

〈
d

dt

(
∂L

∂q̇

)
− ∂L

∂q
, q̇

〉
= 0.

Canonical forms on the cotangent bundle. On the other hand, the cotangent bundle
T ∗Q of Q is naturally equipped with the canonical one-form ΘT∗Q ∈ Λ1(T ∗Q), which is defined
by, for each pq ∈ T ∗Q,

ΘT∗Q(pq) · wpq = ⟨pq, TπQ · wpq ⟩, for any wpq ∈ Tpq (T
∗Q), (4)

where πQ : T ∗Q → Q; pq = (q, p) 7→ q is the cotangent bundle projection, and ΘT∗Q is denoted
in local coordinates by ΘT∗Q = pi dq

i. Taking the exterior derivative yields the canonical two-
form, namely, the canonical symplectic structure as ΩT∗Q = −dΘT∗Q ∈ Λ2(T ∗Q) with the
coordinate expression ΩT∗Q = dqi ∧ dpi.

Lagrangian forms on the tangent bundle. The Lagrangian one-form and the La-
grangian two-form (induced symplectic structure) on TQ can be introduced by using the Leg-
endre transform as

ΘL = (FL)∗ΘT∗Q and ΩL = (FL)∗ΩT∗Q. (5)

Since the exterior derivative and the pull-back commute, it follows ΩL = −dΘL. The coordinate
expressions of ΘL and ΩL are given by

ΘL(q, v) =
∂L

∂vi
dqi and ΩL(q, v) =

∂2L

∂vi∂qj
dqi ∧ dqj +

∂2L

∂vi∂vj
dqi ∧ dvj .

Preservation of the Lagrangian two-form. Recall from [30] that the Euler–Lagrange
equations are equivalently expressed by iXLΩL = dEL and hence the Lie derivative £XLΩL =
iXLdΩL + d(iXKΩL) = d(iXKΩL) = ddEL = 0, where i denotes the interior product, and
dΩL = 0 since ΩL is closed. Then, letting φt : TQ → TQ be the flow associated with the
Lagrangian vector field XL, we get the preservation of the Lagrangian symplectic structure
along the Lagrangian flow map:

φ∗
t ΩL = ΩL.

As to the details, see [30].

2.2 The Lagrange–d’Alembert principle
Nonholonomic constraints. Next we consider a mechanical system on an n-dimensional
configuration manifold Q with Lagrangian L : TQ → R, in which there exists a nonintegrable
constraint distribution ∆Q ⊂ TQ on Q. In this paper, we assume that every distribution is
regular, namely, it has constant rank at each point q ∈ Q and is smooth unless otherwise stated.

Choosing local coordinates qi, i = 1, ..., n for q ∈ Q so that the configuration manifold
Q is locally represented by an open subset U of Rn. Now we suppose that the distribution
∆Q ⊂ TQ is given by, for each q ∈ Q,

∆Q(q) = {q̇ ∈ TqQ | ⟨ωr(q), q̇⟩ = 0, r = 1, ...,m < n} , (6)
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where ωr = ωr
i (q)dq

i, r = 1, ...,m < n are some given m independent one-forms on Q. We
note that, in general, ωr are not completely integrable in the sense of Frobenius; in other words,
the constraints are nonholonomic.

The Lagrange–d’Alembert principle. For the case in which the nonholonomic con-
straints exist, Hamilton’s principle is modified into the following variational formulation, called
the Lagrange–d’Alembert principle. A curve q(t), t ∈ [0, T ] is a critical point of the action
integral S : C(Q) → R, namely,

δS(q) = δ

∫ T

0

L(q(t), q̇(t))dt = 0,

subject to the kinematic constraint q̇(t) ∈ ∆Q(q(t)) as well as to the variational constraint
δq(t) ∈ ∆Q(q(t)), together with the fixed endpoint conditions.

Then, the Lagrange–d’Alembert principle reads∫ T

0

〈
∂L

∂q
− d

dt

∂L

∂q̇
, δq

〉
dt = 0,

for the chosen variations δq(t) ∈ ∆Q(q(t)). Then, the curve q(t), t ∈ [0, T ] satisfies the intrinsic
Lagrange–d’Alembert equations:

d

dt

(
∂L

∂q̇

)
− ∂L

∂q
∈ ∆◦

Q(q), q̇ ∈ ∆Q(q), (7)

where the annihilator ∆◦
Q ⊂ T ∗Q of the distribution ∆Q ⊂ TQ is defined by, for each q ∈ Q,

∆◦
Q(q) =

{
α ∈ T ∗

q Q | ⟨α, v⟩ = 0, for all v ∈ ∆Q(q)
}
.

For an element α = αidq
i in ∆◦

Q(q) ⊂ T ∗
q Q, we have the local coordinate expression αi =

µrω
r
i (q) by introducing Lagrange multipliers µr, r = 1, ...,m. Therefore, we get the local

coordinate expressions for the Lagrange–d’Alembert equations in (7) as

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi
= µrω

r
i (q), ωr

i (q)q̇
i = 0, i = 1, ..., n; r = 1, ...,m < n. (8)

For the unconstrained case in which ∆Q = TQ, the equations (8) recover the Euler–Lagrange
equations (2).

Energy conservation. Along the solution curve q(t) ∈ Q of the Lagrange–d’Alembert
equations in (7), the energy EL is conserved as

dEL

dt
(q, q̇) =

〈
d

dt

(
∂L

∂q̇

)
− ∂L

∂q
, q̇

〉
= 0,

since q̇ ∈ ∆Q(q).

Failure of the preservation of symplecticity. The symplectic property of the La-
grangian two-form does not hold anymore in the case that there exists nonholonomic con-
straints ∆Q ⊂ TQ. In fact, the Lagrange–d’Alembert equations are intrinsically expressed by
iXLΩL − dEL = β together with XL|∆Q

∈ ∆TQ and β ∈ ∆◦
TQ, where ∆TQ = (TτQ)

−1(∆Q)
denotes the lifted distribution by using τQ : TQ → Q and ∆◦

TQ its annihilator. Then it follows

£XLΩL = dβ, (9)

which implies that the Lagrangian symplectic two-form does not preserve; see also [7].
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3 Variational discretization of Lagrangian systems
The discretization of Hamilton’s principle for Lagrangian systems was first shown by [33] and
later the detailed applications to Lagrangian mechanics were extensively studied in [31]. Here,
we review briefly the variational discretization of Lagrangian systems, focusing on both uncon-
strained and nonholonomically constrained systems.

3.1 Discrete Hamilton’s principle
First, we start with the geometric setting for discrete Hamilton’s principle in order to formulate
discrete Lagrangian systems by following [31].

Geometric and variational setting for discrete mechanics. Let Q be a config-
uration manifold and let (q1, ..., qn) be local coordinates for each point q ∈ Q. Consider a
continuous curve q : I → Q, where I = {t ∈ R | 0 ≤ t ≤ T} is the space of time interval, and
then we define the increasing sequence of discrete points Id = {tk}Nk=0 associated with I by

Id := {tk = kh ∈ R | k = 0, ..., N ∈ N},

where h = tk+1 − tk ∈ R+ is a constant time step. Then, we introduce the discrete path space
by

Cd(Q) =
{
qd : {tk}Nk=0 → Q

}
,

which is the discrete analogue of the continuous path space given in equation (1). Since the
discrete path space Cd(Q) is isomorphic to Q × · · · × Q (N + 1 copies), it can be given by a
smooth product manifold structure and hence we identify a discrete path qd ∈ Cd(Q) with its
image

qd = {qk}Nk=0,

where qk := qd(tk) ∈ Q.

Q

q0 q
k

δ  q
k

q
N

Figure 2. Discrete sequences.

Finite difference maps. Consider a Lagrangian L = L(q, q̇), which is a function on the
tangent bundle TQ of the configuration manifold Q, where the fiber component of (q, q̇) is the
time derivative of q = q(t) at each time t. Therefore, in the discrete setting, the time derivative
q̇(t) at t = tk can be approximated, for instance, by employing the finite difference between
qk = qd(tk) and qk+1 = qd(tk+1) as

q̇(tk) ≈
qk+1 − qk

h
.

Here we introduce the forward finite difference map defined on a neighborhood of the diagonal
of Q×Q by

ΨQ : Q×Q → TQ; (qk, qk+1) 7→ ΨQ(qk, qk+1) =
(
qk,

qk+1 − qk
h

)
∈ TqkQ,

where each pair (qk, qk+1), k ∈ {0, ..., N − 1} denotes an evaluation of the curve q(t) at t = kh
and t = (k + 1)h; hence ΨQ(qk, qk+1) becomes an approximation of q̇(tk).
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Note that there is another type of approximation of q̇(tk) due to the backward finite dif-
ference map, namely, ΨQ(qk−1, qk) =

(
qk,

qk−qk−1

h

)
∈ TqkQ. Strictly speaking, we need to

further specify the base point to get the approximations. In the above cases, we choose the
base point qk for the finite difference maps. In §5, we will return to the issues on the finite
difference maps in the construction of discrete Dirac structures.

Discrete Lagrangians. We can introduce a discrete Lagrangian Ld : Q × Q → R, which
is an approximation of the time integral of the continuous Lagrangian L : TQ → R between
two consecutive configurations qk and qk+1 as follows.

Definition 3.1. For a Lagrangian L on TQ, the discrete Lagrangian Ld on Q×Q is defined
by

Ld(qk, qk+1) := hL ◦ΨQ(qk, qk+1) ≈
∫ tk+1

tk

L(q(t), q̇(t))dt. (10)

Associated with the action functional S : C(Q) → R, define the discrete action functional
Sd : Cd(Q) → R by

Sd(qd) =

N−1∑
k=0

Ld(qk, qk+1).

Since the discrete path qd ∈ Cd(Q) is identified with its image qd = {qk}Nk=0 and Cd is isomorphic
to Q× · · ·×Q (N +1 copies), it is a smooth product manifold structure and hence Sd inherits
the smoothness of the discrete Lagrangian Ld given in (10).

Corresponding to TTQ, the discrete object is the space (Q×Q)×(Q×Q). Let us introduce
the projection operator π and the translation operator σ to be

π : ((q0, q1), (q
′
0, q

′
1)) 7→ (q0, q1),

σ : ((q0, q1), (q
′
0, q

′
1)) 7→ (q′0, q

′
1).

Let πi : Q×Q → Q (i = 1, 2) be the usual projections of the first and second factors onto Q.
Then, the discrete second-order submanifold of (Q×Q)× (Q×Q) is defined by

Q̈d = {wd ∈ (Q×Q)× (Q×Q) | π1 ◦ σ(wd) = π2 ◦ π(wd)},

which follows that for wd = ((q0, q1), (q
′
0, q

′
1)) ∈ Q̈d, we get the condition q1 = q′0.

Discrete Euler–Lagrange map. For a Ck discrete Lagrangian Ld (k ≥ 1), there exists
a unique Ck−1 mapping DDELLd : Q̈ → T ∗Q and unique Ck−1 one-forms Θ±

Ld
on Q×Q such

that, for all variations δqd ∈ TqdC(Q) of qd, one has

δSd(qd) = dSd(qd) · δqd

=

N−1∑
k=1

DDELLd((qk−1, qk), (qk, qk+1)) · δqk

+Θ+
Ld

(qN−1, qN ) · (δqN−1, δqN )−Θ−
Ld

(q0, q1) · (δq0, δq1),

(11)

where the map DDELLd : Q̈ → T ∗Q, called the discrete Euler–Lagrange map, is given by

DDELLd((qk−1, qk), (qk, qk+1)) = (D2Ld(qk−1, qk) +D1Ld(qk, qk+1)) dqk

and the discrete Lagrangian one-forms are denoted by

Θ+
Ld

(qk, qk+1) = D2Ld(qk, qk+1)dqk+1,

Θ−
Ld

(qk, qk+1) = −D1Ld(qk, qk+1)dqk.

9



Discrete Hamilton’s principle. Now, the discrete analogue of Hamilton’s principle is
given as follows.

If a discrete path qd ∈ Cd(Q) is critical for the discrete action functional, i.e.,

δSd(qd) = δ

N−1∑
k=0

Ld(qk, qk+1) = 0,

for all variations δqd ∈ TqdC(Q) of qd with the fixed endpoints δq0 = δqN = 0, then the discrete
path satisfies the discrete Euler–Lagrange equations

DDELLd((qk−1, qk), (qk, qk+1)) = 0, k = 1, . . . , N − 1, (12)

namely,

D2Ld(qk−1, qk) = −D1Ld(qk, qk+1), or,
∂Ld

∂qk
(qk−1, qk) +

∂Ld

∂qk
(qk, qk+1) = 0, (13)

for all k = 1, ..., N − 1, where Di denotes the partial derivative with respect to the ith variable.
Regarding the proof, refer to [31]. Note that the discrete Euler–Lagrange equations (13) are
the condition that the three consecutive configuration variables qk−1, qk, qk+1 have to satisfy
and hence it provides an integration scheme such that qk+1 can be explicitly solved, under
appropriate conditions, in terms of the two previous configuration variables qk−1 and qk.

Discrete Lagrangian evolution operator and mappings. Corresponding to the
vector field X : TQ → TTQ in the continuous setting, we consider a discrete evolution operator
Xd : Q × Q → (Q × Q) × (Q × Q) : (q0, q1) 7→ ((q0, q1), (q

′
0, q

′
1)) satisfying π ◦ Xd = IdQ×Q.

Furthermore, the corresponding discrete object to the flow φt : TQ → TQ is a discrete map
φd : Q×Q → Q×Q, which is given by φd := σ ◦Xd; (q0, q1) 7→ (q′0, q

′
1). Now for the special

case of a regular discrete Lagrangian system, we can define the discrete Lagrangian evolution
operator

XLd : Q×Q → Q̈d; (q0, q1) 7→ (q0, q1, q1, q2),

which is a second-order discrete evolution operator that satisfies

DDELLd ◦XLd = 0,

and the discrete Lagrangian map φLd : Q×Q → Q×Q is defined as

φLd := σ ◦XLd ; (q0, q1) 7→ (q1, q2).

Discrete Legendre transforms. One can define the discrete Legendre transforms or the
discrete fiber derivatives F±Ld : Q×Q → T ∗Q by〈

F+Ld(q0, q1), δq1
〉
= ⟨D2Ld(q0, q1), δq1⟩ ,〈

F−Ld(q0, q1), δq0
〉
= ⟨−D1Ld(q0, q1), δq0⟩ ,

each of which can be respectively denoted by

F+Ld : (q0, q1) 7→ (q1, p1) = (q1, D2Ld(q0, q1)) ∈ T ∗
q1Q,

F−Ld : (q0, q1) 7→ (q0, p0) = (q0,−D1Ld(q0, q1)) ∈ T ∗
q0Q.

(14)

Note that
Θ±

Ld
= (F±Ld)

∗ΘL.

In particular, the discrete Lagrangian Ld is called regular when the discrete Legendre trans-
forms are local diffeomorphisms. This turns out to be equivalent to the invertibility of the
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matrix D1D2Ld(q0, q1) for all q0, q1, which exactly corresponds to the regularity condition of
the Lagrangian given in (3) in the continuous setting. If the discrete fiber derivatives F±Ld are
global isomorphisms, then Ld is called hyperregular.

Under the regularity hypothesis, the integration scheme (13) becomes

F+Ld(qk−1, qk) = F−Ld(qk, qk+1),

which yields the well-defined discrete Lagrangian map φLd : Q×Q → Q×Q by

φLd = (F−Ld)
−1 ◦ F+Ld : (qk−1, qk) 7→ (qk, qk+1).

Further, we develop
φk

Ld
:= φLd ◦ · · · ◦ φLd︸ ︷︷ ︸

k-copies

, k = 1, ..., N − 1,

where φ1
Ld

= φLd . Corresponding to the continuous path t 7→ φt(vq), t ∈ [0, T ], we can define
the discrete path by k 7→ φk

Ld
(q0, q1), k ∈ {1, ..., N − 1}.

Structure preserving property. Denote the set of solution paths of the discrete Euler–
Lagrange equations in (13) by

CLd(Q) ⊂ Cd(Q).

Letting (q0, q1) := (qd(t0), qd(t1)) ∈ Q×Q be an initial condition, a solution path qd ∈ CLd(Q)
can be uniquely determined by the discrete Lagrange map φLd : Q × Q → Q × Q. Then, we
identify the space of solution paths CLd(Q) with the space Q × Q, and restrict the discrete
action functional Sd(qd) to vd = (q0, q1) ∈ Q×Q to get

Ŝd(vd) = Sd(qd).

From equation (11), it follows that for any wvd ∈ Tvd(Q×Q),

dŜd(vd) · wvd = Θ+
Ld

(φN−1
Ld

(vd))(φ
N−1
Ld

)∗(wvd))−Θ−
Ld

(vd)(wvd)

= (φN−1
Ld

)∗Θ+
Ld

(vd)(wvd)−Θ−
Ld

(vd)(wvd),

where the first term on the right-hand side of (11) vanishes because of (12). Thus, we get

dŜd(vd) = (φN−1
Ld

)∗Θ+
Ld

(vd)−Θ−
Ld

(vd). (15)

Taking the exterior derivative of (15) leads to, in view of d2Ŝd = 0, the structure preserving
property of the discrete Lagrangian two-form:

(φN−1
Ld

)∗ΩLd = ΩLd (16)

or, simply,
φ∗

Ld
ΩLd = ΩLd .

In the above, the Lagrangian two-form ΩLd is defined with respect to either F+Ld or FL−
d as

ΩLd = dΘ+
Ld

= dΘ−
Ld

with the coordinate expression

ΩLd(q0, q1) =
∂2Ld

∂qi0∂q
j
1

dqi0 ∧ dqj1.

This is the discrete analogue of the Lagrangian two-form in the continuous setting given in (5)
and hence ΩLd is the discrete symplectic structure on Q × Q that is induced by the discrete
Legendre transforms Θ±

Ld
as ΩLd := (F±Ld)

∗ΩT∗Q = (F±Ld)
∗(−dΘT∗Q).
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Momentum matching. Associated with the discrete Legendre transform, let us introduce
the notations for the momentum at the two endpoints of each interval [tk, tk+1] as

p+k,k+1 = p+(qk, qk+1) = F+Ld(qk, qk+1),

p−k,k+1 = p−(qk, qk+1) = F−Ld(qk, qk+1).

From the discrete Euler–Lagrange equations (13), one observes

F+Ld(qk−1, qk) = F−Ld(qk, qk+1), or, p+k−1,k = p−k,k+1,

which implies that the discrete Euler–Lagrange equations simply enforce the condition that the
momentum at time k must be the same when evaluated over the lower interval [k − 1, k] and
the upper interval [k, k+1]. Then, along a solution curve, there is a unique momentum at each
time k, which is denoted by

pk ≡ p+k−1,k = p−k,k+1.

Thus, the discrete trajectory {qk}Nk=0 in Q can be lifted as a trajectory {(qk, qk+1)}N−1
k=0 in

Q×Q or, equivalently, as a trajectory {(qk, pk)}Nk=0 in T ∗Q.

Discrete Hamiltonian maps. Associated with the discrete Lagrange map φLd : Q×Q →
Q×Q, we can develop the discrete Hamiltonian map φ̃Ld : T ∗Q → T ∗Q by

φ̃Ld = F+Ld ◦ (F−Ld)
−1 : (q0, p0) 7→ (q1, p1),

where

p0 = −D1Ld(q0, q1), p1 = D2Ld(q0, q1).

Note that the discrete Hamiltonian maps are equivalent to the following definitions:

φ̃Ld = F+Ld ◦ φLd ◦ (F+Ld)
−1,

φ̃Ld = F−Ld ◦ φLd ◦ (F−Ld)
−1,

φ̃Ld = F+Ld ◦ (F−Ld)
−1.

Then, we get the following commutative diagram.

(q0, q1)

F−Ld

��

φLd //

F+Ld

��

(q1, q2)

F−Ld

��

F+Ld

��
(q0, p0)

φ̃Ld // (q1, p1)
φ̃Ld // (q2, p2)

3.2 Nonholonomic integrators
Here let us make a short review on the variational discretization of Lagrangian systems with
nonholonomic constraints, in which we introduce the discrete Lagrange–d’Alembert principle
that is a discrete analogue of the Lagrange–d’Alembert principle shown in §2.2.
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The discrete Lagrange–d’Alembert principle. Following [7, 32], the constraint dis-
tribution ∆Q ⊂ TQ that is given in (6) can be discretized as a discrete constraint space
∆d

Q ⊂ Q×Q such that

∆d
Q := {(q0, q1) ∈ Q×Q | ωr

d(q0, q1) = 0, r = 1, ...,m < n} , (17)

where ωr
d : Q × Q → R, r = 1, ...,m are functions which span the annihilator of ∆d

Q and
are defined by ωr

d(q0, q1) = ⟨ωr(q0),ΨQ(q0, q1)⟩. Notice that the base point q0 is chosen from
(q0, q1) ∈ Q×Q in [7, 32], so that ωr(q) is evaluated at q0. Later, we will also discuss the case
in which the base point q1 is chosen from (q0, q1) ∈ Q ×Q so that ωr(q) is evaluated at q1 in
§5.

Recall that qd = {q0, q1, ...., qN} is the discrete sequences on Q and also that for the discrete
Lagrangian Ld : Q×Q → R, the stationarity condition of the discrete action sum Sd is given
by equation (11). For the case in which there exist the discrete constraints (17) that are derived
from the nonholonomic constraint (6), the discrete Lagrange–d’Alembert principle is given by

δSd(qd) =

N−1∑
k=1

(D2Ld(qk−1, qk) +D1Ld(qk, qk+1)) δqk = 0, (18)

for the chosen variation δqk ∈ ∆Q(qk) with the fixed boundary conditions δq0 = δqN = 0,
together with the constraints ωr

d(qk, qk+1) = 0.
Thus we get the discrete Lagrange–d’Alembert equations as,D2Ld(qk−1, qk) +D1Ld(qk, qk+1) ∈ ∆◦

Q(qk), k = 1, . . . , N − 1,

(qk, qk+1) ∈ ∆d
Q, k = 0, . . . , N − 1,

(19)

which are described in coordinates by
∂Ld

∂qk
(qk−1, qk) +

∂Ld

∂qk
(qk, qk+1) = µrω

r
i (qk), i = 1, ..., n,

ωr
d(qk, qk+1) = 0, r = 1, ...,m < n.

(20)

Discrete flow map. Under appropriate regularity assumption, by the implicit function
theorem, if the following Jacobian matrix[

D2D1Ld(qk, qk+1) ωr(qk)
D2ω

r(qk, qk+1) 0

]
(21)

is invertible for each (qk, qk+1) in a neighborhood of the diagonal of Q×Q, then it is guaranteed
that there exists the second-order discrete flow map

φLd : (qk−1, qk) 7→ (qk, qk+1),

so that qk+1 satisfies the discrete Lagrange–d’Alembert equations in (20) provided that (qk−1, qk) ∈
∆d

Q.

Structural property of the discrete nonholonomic systems. In the case of non-
holonomic mechanical systems, we show that the preservation of the discrete Lagrangian two-
form is broken. Let τQ1 : Q × Q → Q; (q0, q1) 7→ q0 be the natural projection onto the first
slot.

It follows from (18) that the variation (11) with nonholonomic constraints reads that, for
an initial condition vd = (q0, q1) and for any wvd = (q0, q1, δq0, δq1),

dŜd(vd) · wvd = β(τQ1(vd)) · TτQ1(wvd) + Θ+
Ld

(φN−1
Ld

(vd))(φ
N−1
Ld

)∗(wvd))−Θ−
Ld

(vd)(wvd)

= τ∗
Q1

β(vd) · wvd + (φN−1
Ld

)∗Θ+
Ld

(vd)(wvd)−Θ−
Ld

(vd)(wvd),
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where β = µrω
r
i (q) is the one-form on Q that implies constraint forces. For the nonholonomic

mechanical systems, note that the first term on the right-hand side of (11) is replaced by the
constraint force because of (19) or (20). Therefore, we get

dŜd(vd) = τ∗
Q1

β(vd) + (φN−1
Ld

)∗Θ+
Ld

(vd)−Θ−
Ld

(vd).

Setting βd = τ∗
Q1

β, it follows

φ∗
Ld

ΩLd(vd) = ΩLd(vd) + dβd(vd).

Since vd is arbitrary, we get the structural property of the discrete Lagrange–d’Alembert equa-
tions as

φ∗
Ld

ΩLd = ΩLd + dβd.

The above structural relation is the discrete analogue of the structure-preserving property in
the continuous setting that is given in (9) and it follows that the structure preserving property
of the discrete Lagrangian two-form is broken for the case of nonholonomic mechanical systems.

4 Dirac structures in Lagrangian mechanics
In the previous section, we examined the variational discretization of a Lagrangian system with
nonholonomic constraints, where the structure-preserving property is broken in the discrete
setting, similar to the continuous case. To clarify the underlying structure of such nonholonomic
Lagrangian systems, we will provide a brief review of Dirac structures and their associated
Lagrange–Dirac systems (or implicit Lagrangian systems).

4.1 Review on continuous Dirac structures in mechanics
We begin by describing the concept of Dirac structures on manifolds, focusing on their appli-
cation to induced Dirac structures on cotangent bundles. These structures play a crucial role
in the construction of Dirac dynamical systems in Lagrangian mechanics. For further details,
see [11, 9, 41].

Dirac structures on vector spaces. Before going into details on Dirac structures on a
manifold, we start with the definition of a linear Dirac structure on a vector space V . Let V be
an n-dimensional vector space, and V ∗ its dual vector space. We consider a symmetric paring
⟨⟨·, ·⟩⟩ on V ⊕ V ∗ that is defined by, for (v, α), (v̄, ᾱ) ∈ V ⊕ V ∗,

⟨⟨ (v, α), (v̄, ᾱ) ⟩⟩ = ⟨α, v̄⟩+ ⟨ᾱ, v⟩,

where ⟨· , ·⟩ denotes the dual paring between V ∗ and V .

A linear Dirac structure on V is defined as a subspace D ⊂ V ⊕ V ∗ such that D = D⊥,
where D⊥ is the orthogonal subspace relative to the pairing ⟨⟨·, ·⟩⟩, given by

D⊥ := {(v, α) ∈ V ⊕ V ∗ | ⟨ᾱ, v⟩+ ⟨α, v̄⟩ = 0 holds for any (v̄, ᾱ) ∈ D} .

Dirac structures on manifolds. Let M be an n-dimensional smooth manifold and we
denote by TM and T ∗M the tangent bundle and cotangent bundle over M respectively. Then
an (almost) Dirac structure on M is defined as a subbundle DM ⊂ TM ⊕ T ∗M such that the
subspace DM (x) ⊂ TxM ×T ∗

xM is a Dirac structure in the sense of vector spaces at each point
x ∈ M . An example of such a Dirac structure on a manifold M is constructed using a two-form
and a distribution on M , as shown below.
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Denote by ΩM a two-form on M and by ∆M a distribution on M . A Dirac structure DM

on M is given by, for each x ∈ M ,

DM (x) = {(vx, αx) ∈ TxM × T ∗
xM | vx ∈ ∆M (x), and

αx(wx) = Ω∆M (x)(vx, wx) for all wx ∈ ∆M (x)},
(22)

where Ω∆M is the restriction of ΩM to ∆M .

In this paper, we sometimes use the following representation which is equivalent with the
Dirac structure in (22):

DM (x) := {(Xx, αx) ∈ TxM ⊕ T ∗
xM | Xx ∈ ∆M (x) and αx − iXxΩ∆M (x) ∈ ∆◦

M (x)} .

Furthermore, DM may be equivalently written as

DM (x) :=
{
(Xx, αx) ∈ TxM ⊕ T ∗

xM | Xx ∈ ∆M (x) and αx − Ω♭
M (x) ·Xx ∈ ∆◦

M (x)
}
, (23)

where Ω♭
M : TM → T ∗M is the bundle map defined by, for each x ∈ M ,

Ω♭
M (x)(Xx)(Yx) = iXxΩ∆M (x)(Yx) = ΩM (x)(Xx, Yx), for all X,Y ∈ X(M).

Integrability. The Dirac structure simultaneously generalizes both two-forms and Poisson
structures. Its integrability condition requires either the closedness of the two-form or the
satisfaction of Jacobi’s identity by the Poisson tensor. In particular, if the condition

⟨£X1α2, X3⟩+ ⟨£X2α3, X1⟩+ ⟨£X3α1, X2⟩ = 0

is satisfied for all pairs of vector fields and one-forms (X1, α1), (X2, α2), (X3, α3) that take
values in DM , then DM is said to be an integrable Dirac structure.

In mechanics, we often encounter mechanical systems with nonholonomic constraints, where
the Dirac structure fails to satisfy the integrability condition, sometimes termed as an ‘almost’
Dirac structure. In this paper, we will refer to a Dirac structure even in such cases, unless
otherwise stated.

The induced Dirac structure on the cotangent bundle. We have already shown
the construction of the Dirac structure as in (22) or (23). Here we consider the standard
example of Dirac structures in mechanics, i.e., an induced Dirac structure on the cotangent
bundle of a configuration manifold by applying the construction.

Let Q be an n-dimensional configuration manifold. We consider a Dirac structure on the
cotangent bundle T ∗Q that is induced from a given distribution ∆Q on Q. The distribution
∆T∗Q on T ∗Q is defined by lifting ∆Q as

∆T∗Q := (TπQ)
−1 (∆Q) ⊂ T (T ∗Q),

where TπQ : TT ∗Q → TQ is the tangent map of πQ : T ∗Q → Q.

We can define an induced Dirac structure D∆Q on T ∗Q by the subbundle of TT ∗Q⊕T ∗T ∗Q,
whose fiber is given by, for each z ∈ T ∗Q,

D∆Q(z) = {(Xz, αz) ∈ TzT
∗Q× T ∗

z T
∗Q |

Xz ∈ ∆T∗Q(z), and αz − Ω♭
T∗Q(z) ·Xz ∈ ∆◦

T∗Q

}
, (24)

where Ω♭
T∗Q : TT ∗Q → T ∗T ∗Q is the bundle map associated with the canonical symplectic

form ΩT∗Q. Note that the induced Dirac structure is integrable if and only if the constraint
distribution ∆Q is holonomic.
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Local expressions for the induced Dirac structure. We consider a local expression
of the induced Dirac structure, and we choose local coordinates q1, ..., qn for q ∈ Q so that Q
is locally denoted by an open set U ⊂ Rn. The distribution ∆Q defines a constraint subspace
∆Q(q) of TqQ at each point q ∈ Q and if the dimension of the constraint space is n−m, then
we can choose a basis em+1(q), em+2(q), . . . , en(q) of ∆(q).

Since the cotangent bundle projection πQ : T ∗Q → Q is denoted as z = (q, p) 7→ q, its
tangent map is locally given by TπQ : TT ∗Q → TQ; (q, p, q̇, ṗ) 7→ (q, q̇). Then the induced
distribution is locally given by

∆T∗Q(z) = {(q, p, q̇, ṗ) | q̇ ∈ ∆Q(q)}

and its annihilator is locally denoted by

∆◦
T∗Q(z) = {(q, p, η, ξ) | η ∈ ∆◦

Q(q) and ξ = 0}.

The flat bundle map Ω♭
T∗Q(z) : TzT

∗Q → T ∗
z T

∗Q is locally written as (q, p, q̇, ṗ) 7→ (q, p,−ṗ, q̇),
and hence the condition αz − Ω♭

T∗Q(z) ·Xz ∈ ∆◦
T∗Q in equation (24) reads

η + ṗ ∈ ∆◦
Q(q) and ξ − q̇ = 0.

Thus we get the local expression of the induced Dirac structure as

D∆Q(z) = {((q, p, q̇, ṗ), (q, p, η, ξ)) | q̇ ∈ ∆Q(q), ξ = q̇ and η + ṗ ∈ ∆◦
Q(q)}. (25)

4.2 Lagrange–Dirac dynamical systems
Here, we consider a Lagrangian mechanical system with nonholonomic constraints within the
framework of the induced Dirac structure on T ∗Q. This system is referred to as a Lagrange–
Dirac dynamical system or an implicit Lagrangian system.

Diffeomorphisms between iterated tangent and cotangent bundles. To con-
sider the Dirac structure in mechanics, we employ the canonical diffeomorphisms between
T ∗TQ, TT ∗Q and T ∗T ∗Q.

In a local trivialization, Q is represented by an open set U in a linear space W , so that
TT ∗Q is represented by (U×W ∗)×(W ×W ∗), T ∗TQ is locally given by (U×W )×(W ∗×W ∗),
and T ∗T ∗Q is locally given by (U ×W ∗)× (W ∗ ×W ). In this local trivialization, let us denote
by (q, p) the local coordinates of T ∗Q and also by (q, p, δq, δp) the corresponding coordinates
of TT ∗Q, and (q, δq, δp, p) are the local coordinates of T ∗TQ, while (q, p,−δp, δq) are the local
coordinates of T ∗T ∗Q.

As in Fig. 3, there exist three canonical diffeomorphisms:

Ω♭
T∗Q : TT ∗Q → T ∗T ∗Q; (q, p, δq, δp) 7→ (q, p,−δp, δq),

κQ : TT ∗Q → T ∗TQ; (q, p, δq, δp) 7→ (q, δq, δp, p),

γQ := Ω♭ ◦ κ−1
Q : T ∗TQ → T ∗T ∗Q; (q, δq, δp, p) 7→ (q, p,−δp, δq).

(26)

In the above, the first diffeomorphism Ω♭
T∗Q : TT ∗Q → T ∗T ∗Q is obviously the bundle map

associated with the canonical symplectic structure ΩT∗Q. The second diffeomorphism κQ :
TT ∗Q → T ∗TQ was originally introduced by [34] in the context of the generalized Legendre
transform, and κQ is the unique map that intertwines two sets of maps given as follows.

The first commutation condition that is used to define κQ is given by the set of maps
TπQ : TT ∗Q → TQ and πTQ : T ∗TQ → TQ as

πTQ ◦ κQ = TπQ.
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Figure 3. The bundle picture of the iterated tangent and cotangent bundles.

The second commutation condition is given by the set of maps τT∗Q : TT ∗Q → T ∗Q, and
ϱ : T ∗TQ → T ∗Q as

ϱ ◦ κQ = τT∗Q.

In the above, the map ϱ : T ∗TQ → T ∗Q is defined by, for αvq ∈ T ∗
vqTQ and uq ∈ TqQ,

⟨ϱ(αvq ), uq⟩ = ⟨αvq , ver(uq, vq)⟩,

where
ver(uq, vq) =

d

dt

∣∣∣∣
t=0

(vq + tuq) ∈ TvqTQ

is the vertical lift of uq along vq.

In the local trivialization, two sets of maps are readily checked to be given by

TπQ(q, p, δq, δp) = (q, δq),

πTQ(q, δq, δp, p) = (q, δq),

τT∗Q(q, p, δq, δp) = (q, p),

ϱ(q, δq, δp, p) = (q, p),

from which it is straightforward to check that the commutation conditions are satisfied and it
is clear that this uniquely characterizes the map κQ.

The Lagrange–Dirac dynamical systems. Let L : TQ → R be a Lagrangian, possibly
degenerate. The differential dL : TQ → T ∗TQ of L is a one-form on TQ, which is locally given
by

dL(q, v) =

(
q, v,

∂L

∂q
,
∂L

∂v

)
.

Using the diffeomorphism γQ : T ∗TQ → T ∗T ∗Q, we introduce the Dirac differential of L as

dDL := γQ ◦ dL : TQ → T ∗T ∗Q,

which is locally given by

dDL(q, v) =

(
q,

∂L

∂v
,−∂L

∂q
, v

)
. (27)
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Remark 4.1. The Dirac differential form (27) is closed in the sense that

d ◦ dDL(q, v) = d

(
− ∂L

∂qi
dqi + vid

(
∂L

∂vi

))
= − ∂2L

∂vj∂qi
dvj ∧ dqi − ∂2L

∂qj∂qi
dqj ∧ dqi + dvi ∧

(
∂2L

∂qj∂vi
dqj +

∂2L

∂vj∂vi
dvj

)
= 0.

Definition 4.2. Let ∆Q ⊂ TQ be a distribution on Q and consider the induced Dirac structure
D∆Q on T ∗Q. The Lagrange–Dirac dynamical system is given by

((q(t), p(t), q̇(t), ṗ(t)),dDL(q(t), v(t))) ∈ D∆Q(q(t), p(t)). (28)

Any curve (q(t), v(t), p(t)) ∈ TQ ⊕ T ∗Q, t ∈ [0, T ] satisfying (28) is called a solution curve of
the Lagrange–Dirac dynamical system. It immediately follows from (25) that such a solution
curve satisfies the equations of motion for the Lagrange–Dirac dynamical system

p =
∂L

∂v
, q̇ = v ∈ ∆Q(q), ṗ− ∂L

∂q
∈ ∆◦

Q(q). (29)

Notice that the equations of motion in (29) include the Lagrange–d’Alembert equations
ṗ − ∂L/∂q ∈ ∆◦

Q(q), the Legendre transformation p = ∂L/∂v and the second-order condition
q̇ = v ∈ ∆Q(q). For the unconstrained case ∆Q = TQ, we recover the implicit Euler–Lagrange
equations.

5 Discrete Dirac structures in Lagrangian mechanics
So far, we have described the continuous setting of the induced Dirac structure and its associ-
ated Lagrange–Dirac dynamical systems. In this section, we will explore the discretization of
the induced Dirac structure and its associated discrete Lagrange–Dirac systems.

5.1 Discrete Dirac structures on manifolds
First, we begin with the discretization of a continuous Dirac structure on a manifold, in-
troducing (±)-finite difference maps, (±)-discrete dual parings, (±)-discrete two-forms, and
(±)-discrete constraint spaces to construct (±)-discrete Dirac structures.

Discrete symplectic structures. Let M be an n-dimensional smooth manifold equipped
with a two-form ΩM and let us first consider the discretization of the two-form ΩM by intro-
ducing (±)-finite difference maps. Let x1, ..., xn be local coordinates for each point x ∈ M . Let
I = {t ∈ R | 0 ≤ t ≤ T} be the space of time interval and recall Id = {tk}Nk=0 is the associated
increasing sequence of discrete points with I, which is given by Id := {tk = kh ∈ R | k =
0, ..., N ∈ N} where h = tk+1− tk ∈ R+ is a constant time step. Associated with the continuous
path space C(M), recall the discrete path space is given by Cd(M) =

{
xd : {tk}Nk=0 → M

}
,

which is isomorphic to M ×· · ·×M (N +1 copies). Then, corresponding to a continuous curve
x : I → M together with its image x(t) ∈ M , we identify a discrete path xd ∈ Cd(M) with its
image xd = {xk}Nk=0, where xk := xd(tk).
Definition 5.1. Consider (±)-finite difference maps Ψ±

Mi
: M ×M → TM, i = 1, 2 that are

given by

x̂+
1 = Ψ+

M2
(x0, x1) =

(
x1,

x2 − x1

h

)
∈ Tx1M,

x̂−
0 = Ψ−

M1
(x0, x1) =

(
x0,

x0 − x−1

h

)
∈ Tx0M,

where x̂+
1 ∈ Tx1M and x̂−

0 ∈ Tx0M denote the forward difference and backward difference
approximations of the velocities ẋ1 = ẋ(tk+1) and ẋ0 = ẋ(tk), respectively.
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Remark 5.2. The notations Ψ±
Mi

(i = 1, 2) are adopted in this paper, whose subindex indicates
the base point of the i-th manifold of M × M , and (+) (or (−)) means a forward difference
approximation (or backward difference approximation) at the specified base point. The (±)-
finite difference maps Ψ±

Mi
(i = 1, 2) must be properly chosen so that they cannot violate the

property of the discrete Dirac structures as shown below. In fact, for the case of M = T ∗Q,
there exist some twisted structures as in Def. 5.8; see also Remark 5.9 in §5.2.

Discrete dual parings. Let us introduce discrete analogues of the dual paring ⟨·, ·⟩ :
T ∗M × TM → R, i.e., (±)-discrete dual paring ⟨·, ·⟩d± : T ∗M × (M ×M) → R as follows.

Definition 5.3. Define the (+)-discrete dual paring ⟨·, ·⟩d+ between αx1 = (x1, α) ∈ T ∗
x1
M

and (x0, x1) ∈ M ×M as

⟨(x1, α), (x0, x1)⟩d+ =
〈
αx1 , x̂

+
1

〉
=
〈
αx1 ,Ψ

+
M2

(x0, x1)
〉
,

where x̂+
1 = Ψ+

M2
(x0, x1) ∈ Tx1M . Similarly, define the (−)-discrete dual paring ⟨·, ·⟩d− between

αx0 = (x0, α) ∈ T ∗
x0
M and (x0, x1) ∈ M ×M as

⟨(x0, α), (x0, x1)⟩d− =
〈
αx0 , x̂

−
0

〉
=
〈
αx0 ,Ψ

−
M1

(x0, x1)
〉
,

where x̂−
0 = Ψ−

M1
(x0, x1) ∈ Tx0M .

Definition 5.4. Associated with the two-form ΩM on M , define the (±)-discrete two-form
Ωd±

M on M by, for each (x0, x1) ∈ M ×M ,

Ωd+
M ((x0, x1), v) := ΩM (x1)(x̂

+
1 , v) = ΩM (x1)(Ψ

+
M2

(x0, x1), v), ∀v ∈ Tx1M,

Ωd−
M ((x0, x1), v) := ΩM (x0)(x̂

−
1 , v) = ΩM (x0)(Ψ

−
M1

(x0, x1), v), ∀v ∈ Tx0M.

Definition 5.5. We can define the (±)-discrete flat maps (Ωd±
M )♭ : M ×M → T ∗M such that

(Ωd+
M )♭(x0, x1)(v) = i(x0,x1)Ω

d+
M (v)

= i
x̂+
1
ΩM (x1)(v) = ΩM (x1)(x̂

+
1 , v)

= i
Ψ+

2 (x0,x1)
ΩM (x1)(v) = ΩM (x1)(Ψ

+
M2

(x0, x1), v), ∀v ∈ Tx1M,

(Ωd−
M )♭(x0, x1)(v) = i(x0,x1)Ω

d−
M (v)

= i
x̂−
0
ΩM (x0)(v) = ΩM (x0)(x̂

−
0 , v)

= i
Ψ−

1 (x0,x1)
ΩM (x0)(v) = ΩM (x0)(Ψ

−
M1

(x0, x1), v), ∀v ∈ Tx0M.

Discrete constraint spaces. Next we consider the discretization of constraint sets, which
are given by a regular distribution ∆M on M ; namely, ∆M (x) ∈ TxM has a constant rank for
all x ∈ M .

Definition 5.6. Associated with the distribution ∆M ⊂ TM on M , define the (±)-discrete
constraint spaces ∆d±

M ⊂ M ×M as

∆d+
M =

{
(x0, x1) ∈ M ×M | x̂+

1 = Ψ+
M2

(x0, x1) ∈ ∆M (x1)
}
,

∆d−
M =

{
(x0, x1) ∈ M ×M | x̂−

0 = Ψ−
M1

(x0, x1) ∈ ∆M (x0)
}
.

The annihilators of the (±)-discrete constraint spaces are defined by

(∆d+
M )◦(x1) =

{
βx1 ∈ T ∗

x1
M | ⟨(x1, β), (x0, x1)⟩d+ =

〈
β,Ψ+

M2
(x0, x1)

〉
= 0, ∀(x0, x1) ∈ ∆d+

M

}
,

(∆d−
M )◦(x0) =

{
βx0 ∈ T ∗

x0
M | ⟨(x0, β), (x0, x1)⟩d− =

〈
β,Ψ−

M1
(x0, x1)

〉
= 0, ∀(x0, x1) ∈ ∆d−

M

}
.
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Discrete Dirac structures. Recall from (23) that the induced Dirac structure on M can
be defined by the distribution ∆M and the bundle map Ω♭

M : TM → T ∗M associated with the
two-form ΩM ; namely, for each x ∈ M ,

DM (x) :=
{
(Xx, αx) ∈ TxM ⊕ T ∗

xM | Xx ∈ ∆M (x) and αx − Ω♭
M (x) ·Xx ∈ ∆◦

M (x)
}
.

Now, as a discrete analogue of DM on M , we propose (±)-discrete induced Dirac structures
Dd±

M on M by the following theorem.

Theorem 5.7. Let Ωd±
M be the discrete two-form given in Def. 5.4 and let ∆d±

M be the
discrete constraint spaces given in Def. 5.6. Then, the (+)-discrete structure Dd+

M ⊂
(M ×M)× T ∗M that is defined by, for each x1 ∈ M ,

Dd+
M (x1) : =

{
((x0, x1), αx1) ∈ (M ×M)× T ∗

x1
M | (x0, x1) ∈ ∆d+

M

and αx1 − (Ωd+
M )♭(x0, x1) ∈ (∆d+

M )◦(x1)
}
,

is a Dirac structure on M . Further, the (−)-discrete structure Dd−
M ⊂ (M × M) × T ∗M

that is defined by, for each x0 ∈ M ,

Dd−
M (x0) : =

{
((x0, x1), αx0) ∈ (M ×M)× T ∗

x0
M | (x0, x1) ∈ ∆d−

M

and αx0 − (Ωd−
M )♭(x0, x1) ∈ (∆d−

M )◦(x0)
}

is a Dirac structure over M .

Proof. Let us prove Dd±
M ⊂ (Dd±

M )⊥ and (Dd±
M )⊥ ⊂ Dd±

M , where the orthogonal subspaces of
Dd±

M are defined as

(Dd±
M )⊥ =

{
(u, β) ∈ (M ×M)⊕ T ∗M | ⟨α, u⟩d± + ⟨β, v⟩d± = 0 for all (v, α) ∈ Dd±

M

}
. (30)

First let us check Dd±
M ⊂ (Dd±

M )⊥. Let (v, α) and (v′, α′) be two elements of Dd±
M . Recall

that any element (v, α) ∈ Dd±
M satisfies the following properties:

v ∈ ∆d±
M and α− ivΩ

d±
M ∈ (∆d±

M )◦,

and also for any element (v′, α′) ∈ Dd±
M , similarly we have

v′ ∈ ∆d±
M and α′ − iv′Ωd±

M ∈ (∆d±
M )◦.

Hence these properties lead to

⟨α, v′⟩d± + ⟨α′, v⟩d± =
〈
ivΩ

d±
M , v′

〉
d±

+
〈
iv′Ωd±

M , v
〉
d±

= i
Ψ±

M
(v′)iΨ±

M
(v)

ΩM + i
Ψ±

M
(v)

i
Ψ±

M
(v′)ΩM

= 0,

from which it follows (v′, α′) ∈ (Dd±
M )⊥. Thus Dd±

M ⊂ (Dd±
M )⊥.

Next let us check (Dd±
M )⊥ ⊂ Dd±

M . First, let (u, β) ∈ (Dd±
M )⊥ and by definition, it follows

⟨α, u⟩d± + ⟨β, v⟩d± = 0 (31)

for all (v, α) ∈ (M × M) ⊕ T ∗M such that v ∈ ∆d±
M and α − ivΩ

d±
M ∈ (∆d±

M )◦, namely,
(v, α) ∈ Dd±

M . Now, choose v = (0, 0) ∈ M×M which is indeed an element of ∆d±
M and hence it
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follows α− ivΩ
d±
M = α ∈ (∆d±

M )◦. Then, by definition of (30), for any element (u, β) ∈ (Dd±
M )⊥,

it follows
⟨α, u⟩d± = 0,

from which it follows u ∈ ∆d±
M . Second, let v ∈ ∆d±

M be arbitrary and suppose that ⟨α,w⟩d± =〈
ivΩ

d±
M , w

〉
d± for all w ∈ ∆d±

M . Since we already know u ∈ ∆d±
M , we may set ⟨α, u⟩d± =〈

ivΩ
d±
M , u

〉
d± for all u ∈ ∆d±

M , while from (31), we get〈
ivΩ

d±
M , u

〉
d±

+ ⟨β, v⟩d± = 0

for all v ∈ ∆d±
M . In other words, ⟨β, v⟩d± =

〈
iuΩ

d±
M , v

〉
d± for all v ∈ ∆d±

M . Therefore, (u, β) ∈
Dd±

M . Thus (Dd±
M )⊥ ⊂ Dd±

M , and the proof completes.

We call the discrete structures Dd±
M ⊂ (M × M) ⊕ T ∗M over M the (±)-discrete Dirac

structures on M .

5.2 Discrete Dirac structures on cotangent bundles
Now we shall apply the general theory of the discrete Dirac structure on a manifold M de-
scribed in §5.1 to the special case of a Dirac structure on the cotangent bundle M = T ∗Q of a
configuration manifold Q, which is induced from a given constraint distribution ∆Q on Q.

The (±)-finite difference maps. As before, corresponding to a continuous curve q : I →
Q, where I = {t ∈ R | 0 ≤ t ≤ T} is the space of time interval, we consider the discrete path
space by Cd(Q) = {qd : Id → Q} , where Id := {tk = kh ∈ R | k = 0, ..., N ∈ N} denotes the
increasing sequence of discrete points with a constant time step h = tk+1 − tk ∈ R+.
Definition 5.8. Consider the (±)-finite difference maps Ψ±

(T∗Q)i
: T ∗Q×T ∗Q → T (T ∗Q), i =

1, 2 as

Ψ+
(T∗Q)2

: T ∗Q× T ∗Q → TT ∗Q; (z0, z1) 7→ ẑ+1 = Ψ+
(T∗Q)2

(z0, z1) ∈ Tz1T
∗Q,

Ψ−
(T∗Q)1

: T ∗Q× T ∗Q → TT ∗Q; (z0, z1) 7→ ẑ−0 = Ψ−
(T∗Q)1

(z0, z1) ∈ Tz0T
∗Q,

each of which is denoted, in local coordinates (z0, z1) = (q0, p0, q1, p1) ∈ T ∗Q× T ∗Q, as

(z0, z1) = (q0, p0, q1, p1) ∈ T ∗Q× T ∗Q 7→

ẑ+1 = Ψ+
(T∗Q)2

(z0, z1) = (q1, p1, q̂
−
1 , p̂+1 ) =

(
q1, p1,

q1 − q0
h

,
p2 − p1

h

)
∈ T(q1,p1)T

∗Q,

and

(z0, z1) = (q0, p0, q1, p1) ∈ T ∗Q× T ∗Q 7→

ẑ−0 = Ψ−
(T∗Q)1

(z0, z1) = (q0, p0, q̂
+
0 , p̂−0 ) =

(
q0, p0,

q1 − q0
h

,
p0 − p−1

h

)
∈ T(q0,p0)T

∗Q.

Remark 5.9. In the construction of the (±)-dicretization maps Ψ±
(T∗Q)i

: T ∗Q × T ∗Q →
T (T ∗Q) (i = 1, 2) on the cotangent bundle T ∗Q, one might question why these maps have
twisted structures. Initially, one might think that the following (±)-finite difference maps
Ψ±

(T∗Q)i
: T ∗Q× T ∗Q → T (T ∗Q) (i = 1, 2) are natural choices:

ẑ+1 = Ψ+
(T∗Q)2

(z0, z1) = (q1, p1, q̂
+
1 , p̂+1 ), ẑ−0 = Ψ−

(T∗Q)1
(z0, z1) = (q0, p0, q̂

−
0 , p̂−0 ).

However, these choices are to be inappropriate, because discrete flat maps (Ωd±
T∗Q)

♭ that are
defined later by using Ψ±

(T∗Q)i
do not preserve symplectic properties in the unconstrained cases.

The correct choices are:

ẑ+1 = Ψ+
(T∗Q)2

(z0, z1) = (q1, p1, q̂
−
1 , p̂+1 ), ẑ−0 = Ψ−

(T∗Q)1
(z0, z1) = (q0, p0, q̂

+
0 , p̂−0 ),
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which may result in preserving the discrete canonical symplectic structures. In fact, the choice
of ẑ+1 = Ψ+

(T∗Q)2
(z0, z1) = (q1, p1, q̂

−
1 , p̂+1 ) leads to the symplectic Euler-A method and the

choice of ẑ−0 = Ψ−
(T∗Q)1

(z0, z1) = (q0, p0, q̂
+
0 , p̂−0 ) the symplectic Euler-B method.

Regarding the symplectic Euler-A and Euler-B methods, for instance, refer to [24] and we
will address the details on these issues within the context of discrete Hamiltonian systems in a
future study.

Discrete dual pairings. Define the (+)-discrete dual paring between (z0, z1) = (q0, p0, q1, p1) ∈
T ∗Q× T ∗Q and (z1, ζ) = (q1, p1, η, ξ) ∈ T ∗

z1T
∗Q as

⟨(z1, ζ), (z0, z1)⟩d+ =
〈
(z1, ζ),Ψ

+
(T∗Q)2

(z0, z1))
〉

=
〈
(z1, ζ), (z1, ẑ

+
1 )
〉

=
〈
(q1, p1, η, ξ),Ψ

+
(T∗Q)2

(q0, p0, q1, p1)
〉

=
〈
(q1, p1, η, ξ), (q1, p1, q̂

−
1 , p̂+1 )

〉
=
〈
η, q̂−1

〉
+
〈
p̂+1 , ξ

〉
,

where (z1, ẑ
+
1 ) = (q1, p1, q̂

−
1 , p̂+1 ) ∈ Tz1T

∗Q.

Similarly, define the (−)-discrete dual paring between (z0, z1) = (q0, p0, q1, p1) ∈ T ∗Q×T ∗Q
and (z0, ζ) = (q0, p0, η, ξ) ∈ T ∗

z0T
∗Q as

⟨(z0, ζ), (z0, z1)⟩d− =
〈
(z0, ζ),Ψ

−
(T∗Q)1

(z0, z1)
〉

=
〈
(z0, ζ), (z0, ẑ

−
0 )
〉

=
〈
(q0, p0, η, ξ),Ψ

−
(T∗Q)1

(q0, p0, q1, p1)
〉

=
〈
(q0, p0, η, ξ), (q0, p0, q̂

+
0 , p̂−0 )

〉
=
〈
η, q̂+0

〉
+
〈
p̂−0 , ξ

〉
,

where (z0, ẑ
−
0 ) = (q0, p0, q̂

+
0 , p̂−0 ) ∈ Tz0T

∗Q.

Discretization of the canonical symplectic structure on T ∗Q. Associated with
the canonical symplectic forms on the cotangent bundle T ∗Q, we shall introduce the corre-
sponding (±)-discrete canonical symplectic forms as follows.

First, recall from [30] that the cotangent bundle T ∗Q is naturally equipped with the sym-
plectic one-form ΘT∗Q as in equation (4). Namely, ΘT∗Q is the horizontal one-form on T ∗Q
such that, for z ∈ T ∗Q,

ΘT∗Q(z)(vz) = ⟨z, TπQ(vz)⟩ ,

where vz ∈ TzT
∗Q and TπQ : TT ∗Q → TQ is the tangent map of the cotangent bundle

projection πQ : T ∗Q → Q.

Definition 5.10. Associated with the canonical one-form ΘT∗Q on T ∗Q, define the (+)-
discrete canonical one-form Θd+

T∗Q by, for each (z0, z1) ∈ T ∗Q× T ∗Q,

Θd+
T∗Q(z0, z1) = ΘT∗Q(z1)

(
Ψ+

(T∗Q)2
(z0, z1)

)
= ΘT∗Q(z1)(ẑ

+
1 ),

which is denoted in coordinates by, for (z0, z1) = (q0, p0, q1, p1) ∈ T ∗Q× T ∗Q,

Θd+
T∗Q(z0, z1) = ΘT∗Q(z1)(ẑ

+
1 ) = (p1dq1)

(
q̂−1

∂

∂q1
+ p̂+1

∂

∂p1

)
= ⟨p1, q̂−1 ⟩.
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Similarly, define the (−)-discrete canonical one-form Θd+
T∗Q by, for each (z0, z1) ∈ T ∗Q ×

T ∗Q,

Θd−
T∗Q(z0, z1) = ΘT∗Q(z0)

(
Ψ−

(T∗Q)1
(z0, z1)

)
= ΘT∗Q(z0)(ẑ

−
0 ),

which is denoted, in local coordinates (z0, z1) = (q0, p0, q1, p1) ∈ T ∗Q× T ∗Q, by

Θd−
T∗Q(z0, z1) = (p0dq0)

(
q̂+0

∂

∂q0
+ p̂−0

∂

∂p0

)
= ⟨p0, q̂+0 ⟩.

Definition 5.11. Associated with the symplectic structure ΩT∗Q on T ∗Q, the (+)-discrete
canonical two-form (discrete canonical symplectic structure) Ωd+

T∗Q is defined by, for each (z0, z1) ∈
T ∗Q× T ∗Q,

Ωd+
T∗Q((z0, z1), v) = ΩT∗Q(z1)

(
Ψ+

(T∗Q)2
(z0, z1), v

)
= ΩT∗Q(z1)

(
ẑ+1 , v

)
, for all v ∈ Tz1T

∗Q,

which is denoted, in local coordinates (z0, z1) = (q0, p0, q1, p1) ∈ T ∗Q× T ∗Q, by

Ωd+
T∗Q((q0, p0, q1, p1), v) = ΩT∗Q(q1, p1)

(
(q̂−1 , p̂+1 ), v

)
, for all v ∈ T(q1,p1)T

∗Q.

Similarly, the (−)-discrete canonical two-form (discrete canonical symplectic structure) Ωd−
T∗Q

is defined by, for each (z0, z1) ∈ T ∗Q× T ∗Q,

Ωd−
T∗Q((z0, z1), v) = ΩT∗Q(z0)

(
Ψ−

(T∗Q)1
(z0, z1), v

)
= ΩT∗Q(z0)

(
ẑ−0 , v

)
, for all v ∈ Tz0T

∗Q,

which is represented, in local coordinates (z0, z1) = (q0, p0, q1, p1) ∈ T ∗Q× T ∗Q, by

Ωd−
T∗Q((q0, p0, q1, p1), v) = ΩT∗Q(q0, p0)

(
(q̂+0 , p̂−0 ), v

)
, for all v ∈ T(q0,p0)T

∗Q.

Note that the relations Ωd±
T∗Q = −dΘd±

T∗Q hold, since ΩT∗Q = −dΘT∗Q.

Definition 5.12. Associated with the (+)-discrete symplectic two-form Ωd+
T∗Q on T ∗Q, the

(+)-discrete canonical symplectic flat map

(Ωd+
T∗Q)

♭ : T ∗Q× T ∗Q → T ∗T ∗Q

is defined such that, for each (z0, z1) ∈ T ∗Q× T ∗Q,

(Ωd+
T∗Q)

♭(z0, z1)(v) = Ωd+
T∗Q((z0, z1), v), for any v ∈ Tz1T

∗Q.

Consequently,

(Ωd+
T∗Q)

♭(z0, z1) = i(z0,z1)Ω
d+
T∗Q = i

ẑ+1
ΩT∗Q(z1) = (Ω♭

T∗Q)(z1)(ẑ
+
1 ).

Similarly, associated with the (−)-discrete symplectic two-form Ωd−
T∗Q on T ∗Q, the (−)-

discrete canonical symplectic flat map

(Ωd−
T∗Q)

♭ : T ∗Q× T ∗Q → T ∗T ∗Q

is defined such that, for each (z0, z1) ∈ T ∗Q× T ∗Q,

(Ωd−
T∗Q)

♭(z0, z1)(v) = Ωd−
T∗Q((z0, z1), v), for any v ∈ Tz0T

∗Q.

This can be equivalently written as

(Ωd−
T∗Q)

♭(z0, z1) = i(z0,z1)Ω
d−
T∗Q = i

ẑ−0
ΩT∗Q(z0) = Ω♭

T∗Q(z0)(ẑ
−
0 ).
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Local expressions for the (±)-discrete symplectic structures. Here we shall de-
rive local expressions for the (±)-discrete canonical symplectic structures.

According to Def. 5.12, the (+)-discrete flat map is described in local coordinates (z0, z1) =
(q0, p0, q1, p1) ∈ T ∗Q× T ∗Q as

(Ωd+
T∗Q)

♭ : T ∗Q× T ∗Q → T ∗T ∗Q; (q0, p0, q1, p1) 7→ (q1, p1,−p̂+1 , q̂
−
1 ), (32)

which reads

(Ωd+
T∗Q)

♭(q0, p0, q1, p1) = i(q0,p0,q1,p1)Ω
d+
T∗Q = i

(q̂−1 ,p̂+1 )
ΩT∗Q(q1, p1)

= Ω♭
T∗Q(q1, p1)(q̂

−
1 , p̂+1 ) = (q1, p1,−p̂+1 , q̂

−
1 ),

where (q̂−1 , p̂+1 ) = Ψ+
(T∗Q)2

(q0, p0, q1, p1) ∈ T(q1,p1)T
∗Q.

Similarly, the (−)-discrete flat map is described in local coordinates (z0, z1) = (q0, p0, q1, p1) ∈
T ∗Q× T ∗Q as

(Ωd−
T∗Q)

♭ : T ∗Q× T ∗Q → T ∗T ∗Q; (q0, p0, q1, p1) 7→ (q0, p0,−p̂−0 , q̂
+
0 ), (33)

which reads

(Ωd−
T∗Q)

♭(q0, p0, q1, p1) = i(q0,p0,q1,p1)Ω
d−
T∗Q = i

(q̂+0 ,p̂−0 )
ΩT∗Q(q0, p0)

= Ω♭
T∗Q(q0, p0)(q̂

+
0 , p̂−0 ) = (q0, p0,−p̂−0 , q̂

+
0 ),

where (q̂+0 , p̂−0 ) = Ψ−
(T∗Q×T∗Q)1

(q0, p0, q1, p1) ∈ T(q0,p0)T
∗Q.

Discrete constraint spaces. Next, we shall consider the (±)-discrete constraint spaces
on Q × Q associated with the given distribution ∆Q ⊂ TQ and also define the (±)-induced
discrete subspaces on the cotangent bundle T ∗Q.

Definition 5.13. Let ∆d±
Q ⊂ Q×Q be (±)-discrete constraint spaces defined as

∆d+
Q :=

{
(q0, q1) ∈ Q×Q | q̂−1 = Ψ−

Q2
(q0, q1) =

(
q1,

q1 − q0
h

)
∈ ∆Q(q1)

}
,

∆d−
Q :=

{
(q0, q1) ∈ Q×Q | q̂+0 = Ψ+

Q1
(q0, q1) =

(
q0,

q1 − q0
h

)
∈ ∆Q(q0)

}
.

Definition 5.14. Define the (±)-discrete constraint spaces ∆d±
T∗Q ⊂ T ∗Q × T ∗Q by lifting

∆d±
Q ⊂ Q×Q by

∆d±
T∗Q = (πQ × πQ)

−1∆d±
Q ,

which are given in local coordinates (z0, z1) = (q0, p0, q1, p1) ∈ T ∗Q× T ∗Q by

∆d±
T∗Q =

{
(q0, p0, q1, p1) | (πQ × πQ) ◦ (q0, p0, q1, p1) = (q0, q1) ∈ ∆d±

Q

}
.

Definition 5.15. The annihilator of ∆d+
T∗Q is given by a subspace of T ∗T ∗Q that is defined

by

(∆d+
T∗Q)

◦ =
{
(z1, ζ) ∈ T ∗

z1T
∗Q | ⟨(z1, ζ), (z0, z1)⟩d+ = 0, ∀(z0, z1) ∈ ∆d+

T∗Q,
}
,

which is denoted in local coordinates (z1, ζ) = (q1, p1, η, ξ) ∈ T ∗T ∗Q and (z0, z1) = (q0, p0, q1, p1) ∈
T ∗Q× T ∗Q by

(∆d+
T∗Q)

◦ =
{
(q1, p1, η, ξ) | ⟨(q1, p1, η, ξ), (q0, p0, q1, p1)⟩d+ = 0, ∀(q0, p0, q1, p1) ∈ ∆d+

T∗Q

}
,
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where (q0, q1) ∈ ∆d+
Q . Recall that

⟨(q1, p1, η, ξ), (q0, p0, q1, p1)⟩d+ =
〈
(q1, p1, η, ξ), (q1, p1, q̂

−
1 , p̂+1 )

〉
=
〈
η, q̂−1

〉
+
〈
p̂+1 , ξ

〉
= 0,

for all q̂−1 = Ψ−
Q2

(q0, q1) ∈ ∆Q(q1) and for all p̂+1 ∈ T ∗
q1Q. Therefore, we obtain η ∈ ∆◦

Q(q1)

and ξ = 0. Hence, the annihilator of ∆d+
T∗Q is equivalently given by

(∆d+
T∗Q)

◦ =
{
(q1, p1, η, ξ) | η ∈ ∆◦

Q(q1), ξ = 0
}
. (34)

Similarly, the annihilator of ∆d−
T∗Q is given by a subspace of T ∗T ∗Q that is defined by

(∆d−
T∗Q)

◦ =
{
(z0, ζ) ∈ T ∗T ∗Q | ⟨(z0, ζ), (z0, z1)⟩d− = 0, ∀(z0, z1) ∈ ∆d−

T∗Q

}
,

which is denoted in local coordinates (z0, ζ) = (q0, p0, η, ξ) for T ∗T ∗Q and (z0, z1) = (q0, p0, q1, p1)
for T ∗Q× T ∗Q by

(∆d−
T∗Q)

◦ =
{
(q0, p0, η, ξ) | ⟨(q0, p0, η, ξ), (q0, p0, q1, p1)⟩d− = 0, ∀(q0, p0, q1, p1) ∈ ∆d−

T∗Q

}
,

where (q0, q1) ∈ ∆d−
Q . Recall that

⟨(q0, p0, η, ξ), (q0, p0, q1, p1)⟩d− =
〈
(q0, p0, η, ξ), (q0, p0, q̂

+
0 , p̂−0 )

〉
=
〈
η, q̂+0

〉
+
〈
p̂−0 , ξ

〉
= 0,

for all q̂+0 = Ψ+
Q1

(q0, q1) ∈ ∆Q(q0) and for all p̂−0 ∈ T ∗
q0Q. Therefore, we get η ∈ ∆◦

Q(q0) and
ξ = 0. Thus, the annihilator of ∆d−

T∗Q is equivalently given by

(∆d−
T∗Q)

◦ =
{
(q0, p0, η, ξ) | η ∈ ∆◦

Q(q0), ξ = 0
}
. (35)

Discrete induced Dirac structures on T ∗Q. Now we have the following theorem
regarding the (±)-discrete induced Dirac structures over T ∗Q, each of which is a discrete
analogue of the induced Dirac structure D∆Q on T ∗Q.

Theorem 5.16. Let (Ωd±
T∗Q)

♭ : T ∗Q × T ∗Q → T ∗T ∗Q be the (±)-discrete canonical
symplectic flat maps defined in Def. 5.12 and let ∆d±

Q ⊂ Q × Q be the (±)-discrete
constraint spaces given in Def. 5.13. Then, the (+)-discrete structure that is given by, for
each z1 ∈ T ∗Q,

Dd+
∆Q

(z1) := {((z0, z1), αz1) ∈ (T ∗Q× T ∗Q)× T ∗
z1T

∗Q |

(z0, z1) ∈ ∆d+
T∗Q and αz1 − (Ωd+

T∗Q)
♭(z0, z1) ∈ (∆d+

T∗Q)
◦(z1)

}
is a discrete induced Dirac structure on T ∗Q. Furthermore, the (−)-discrete structure that
is defined by, for z0 ∈ T ∗Q,

Dd−
∆Q

(z0) := {((z0, z1), αz0) ∈ (T ∗Q× T ∗Q)× T ∗
z0T

∗Q |

(z0, z1) ∈ ∆d−
T∗Q and αz0 − (Ωd−

T∗Q)
♭(z0, z1) ∈ (∆d−

T∗Q)
◦(z0)

}
is a discrete induced Dirac structure on T ∗Q.

Proof. Recall Theorem 5.7 for the discrete Dirac structure on M and by applying Theorem 5.7
to the case in which M = T ∗Q, we can easily check that the discrete structures in Theorem
5.16 are (±)-discrete induced Dirac structures on T ∗Q that are defined by the (±)-discrete
canonical symplectic two-forms Ωd+

T∗Q and the (±)-discrete constraint spaces ∆d±
T∗Q = (πQ ×

πQ)
−1∆d±

Q .

The discrete structures Dd±
∆Q

⊂ (T ∗Q×T ∗Q)×T ∗T ∗Q are called the (±)-discrete induced
Dirac structures over T ∗Q.
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Local expressions for the (±)-discrete induced Dirac structures. By analogy
with the local expression for the continuous induced Dirac structure given in (25), we shall
illustrate the local expressions for the (±)-discrete Dirac structures in Theorem 5.16.

Proposition 5.17. Associated with the (±)-discrete Dirac structures, we have the (±)-
formulas of local expressions as follows.

(i) For the (+)-discrete induced Dirac structure Dd+
∆Q

, if X = (q0, p0, q1, p1) ∈ T ∗Q × T ∗Q

and α = (q1, p1, β, γ) ∈ T ∗
(q1,p1)

T ∗Q satisfy the condition

(X,α) ∈ Dd+
∆Q

(q1, p1), (36)

then the following equations are satisfied:

(q0, q1) ∈ ∆d+
Q , q̂−1 = γ, β + p̂+1 ∈ ∆◦

Q(q1). (37)

(ii) For the (−)-discrete induced Dirac structure Dd−
∆Q

, if X = (q0, p0, q1, p1) ∈ T ∗Q × T ∗Q

and α = (q0, p0, β, γ) ∈ T ∗
(q0,p0)

T ∗Q satisfy the condition

(X,α) ∈ Dd−
∆Q

(q0, p0), (38)

then the following equations are satisfied:

(q0, q1) ∈ ∆d−
Q , q̂+0 = γ, β + p̂−0 ∈ ∆◦

Q(q0). (39)

Proof. Let us check these by direct computations.

(i) From the condition (36), we can get

(q0, p0, q1, p1) ∈ ∆d+
T∗Q, (q1, p1, β, γ)− (Ωd+

T∗Q)
♭(q0, p0, q1, p1) ∈ (∆d+

T∗Q)
◦(q1, p1),

The first equation yields (q0, q1) ∈ ∆d+
Q , while the second equation reads, in view of (32)

and (34),
β + p̂+1 ∈ ∆◦

Q(q1), γ − q̂−1 = 0.

(ii) From the condition (38), we can get

(q0, p0, q1, p1) ∈ ∆d−
T∗Q, (q0, p0, β, γ)− (Ωd−

T∗Q)
♭(q0, p0, q1, p1) ∈ (∆d−

T∗Q)
◦(q0, p0).

The first equation gives (q0, q1) ∈ ∆d−
Q , while the second equation reads, in view of (33)

and (35),
β + p̂−0 ∈ ∆◦

Q(q0), γ − q̂+0 = 0.

6 Discrete Lagrange–Dirac dynamical systems
In this section, we consider the (±)-discretizations of Lagrange–Dirac dynamical systems within
the context of (±)-discrete induced Dirac structures. To do this, we first present the (±)-
discretizations of the iterated tangent and cotangent bundles. We then illustrate the (±)-
discretizations of the Dirac differential of a discrete Lagrangian and the (±)-discrete evolution
maps over T ∗Q.

6.1 Discretization of iterated bundles
As in §4.2, we have the geometric structure between the iterated tangent and cotangent bundles
TT ∗Q,T ∗TQ and T ∗T ∗Q for the Lagrange–Dirac dynamical system illustrated in Fig. 3. Here
we shall consider the discretization of TT ∗Q,T ∗TQ and T ∗T ∗Q.
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Tulczyjew’s triple. Recall the following diffeomorphisms (26) between these iterated bun-
dles:

Ω♭
T∗Q : TT ∗Q → T ∗T ∗Q; (q, p, δq, δp) 7→ (q, p,−δp, δq),

κQ : TT ∗Q → T ∗TQ; (q, p, δq, δp) 7→ (q, δq, δp, p),

γQ := Ω♭ ◦ κ−1
Q : T ∗TQ → T ∗T ∗Q; (q, δq, δp, p) 7→ (q, p,−δp, δq).

The first diffeomorphism is the flat map associated with the canonical symplectic structure
ΩT∗Q. The second diffeomorphism was introduced by [34] in the context of the generalized
Legendre transform; see also [42].

Recall also from [34] that the manifold TT ∗Q is the symplectic manifold with a particular
symplectic form ΩTT∗Q that can be defined from the two distinct one-forms as

λ = (κQ)
∗ΘT∗TQ = δp dq + p dδq,

χ = (Ω♭)∗ΘT∗T∗Q = −δp dq + δq dp,

where ΘT∗TQ and ΘT∗T∗Q are the canonical one-forms on T ∗TQ and T ∗T ∗Q respectively.
Hence the particular symplectic form ΩTT∗Q is defined by

ΩTT∗Q = −dλ = dχ = dq ∧ dδp+ dδq ∧ dp.

For an unconstrained Lagrangian system with Lagrangian L : TQ → R, define a subset of the
symplectic manifold (TT ∗Q,ΩTT∗Q = −dλ) by

N = {x ∈ TT ∗Q | λx(w) = ⟨dL(TπQ(x)), TxTπQ(w)⟩ , ∀w ∈ Tx(TT
∗Q)}, (40)

which is a Lagrangian submanifold whose dimension is 1
2
dimTT ∗Q. Hence, the Lagrangian L

is a generating function of N , since N ⊂ TT ∗Q is the graph of (κQ)
−1(dL). In fact, it follows

from (40) that, for x = (q, p, q̇, ṗ) ∈ N ⊂ TT ∗Q,

ṗδq + pδq̇ =
∂L

∂q
δq +

∂L

∂q̇
δq̇, (41)

which satisfies for arbitrary δq, δq̇ and hence we get

p =
∂L

∂q̇
, ṗ =

∂L

∂q
.

These equations are, of course, equivalent to the Euler–Lagrange equations. In other words,
the diffeomorphism κQ : (q, p, q̇, ṗ) 7→ (q, q̇, ṗ, p) was introduced such that the relation (41)
holds.

Canonical transformation and generating functions. Consider a map φ̃ : T ∗Q →
T ∗Q on the cotangent bundle with graph

Γ(φ̃) ⊂ T ∗Q× T ∗Q

and introduce an inclusion map ιφ̃ : Γ(φ̃) → T ∗Q× T ∗Q. Define a one-form on T ∗Q× T ∗Q as

Θ̂ = τ∗
(T∗Q)2ΘT∗Q − τ∗

(T∗Q)1ΘT∗Q,

where τ(T∗Q)i : T ∗Q × T ∗Q → T ∗Q (i = 1, 2) denote the projection of T ∗Q × T ∗Q onto the
i-th manifold. Then we define

Ω̂ = −dΘ̂ = τ∗
(T∗Q)2ΩT∗Q − τ∗

(T∗Q)1ΩT∗Q.

The map is canonical if and only if
ι∗φ̃Ω̂ = 0.
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This is because

ι∗φ̃Ω̂ = ι∗φ̃(−τ∗
(T∗Q)1ΩT∗Q + τ∗

(T∗Q)2ΩT∗Q)

= −(τ(T∗Q)1 ◦ ιφ̃)∗ΩT∗Q + (τ(T∗Q)2 ◦ ιφ̃)∗ΩT∗Q

= −(τ(T∗Q)1 |Γ(φ̃))
∗ΩT∗Q + (φ̃ ◦ (τ(T∗Q)1 |Γ(φ̃)))

∗ΩT∗Q

= (τ(T∗Q)1 |Γ(φ̃))
∗(−ΩT∗Q + φ̃∗ΩT∗Q),

where
τ(T∗Q)1 ◦ ιφ̃ = τ(T∗Q)1 |Γ(φ̃), and τ(T∗Q)2 ◦ ιφ̃ = φ̃ ◦ τ(T∗Q)1 on Γ(φ̃).

Hence, by the Poincaré Lemma, if the map is canonical, then there exists a local function S on
Γ(φ̃) ⊂ T ∗Q× T ∗Q such that

ι∗φ̃Θ̂ = dS.

Construction of the discrete map κd
Q : T ∗Q×T ∗Q → T ∗(Q×Q). Here we consider

a discrete analogue of the diffeomorphism κQ : TT ∗Q → T ∗TQ, namely, a map κd
Q : T ∗Q ×

T ∗Q → T ∗(Q×Q) as shown below.
Let (q0, p0, q1, p1) be the local coordinates of T ∗Q× T ∗Q and, we can appropriately choose

any two of four quantities (q0, p0, q1, p1) for the local coordinates of the submanifold Γ(φ̃) ⊂
T ∗Q× T ∗Q if Q is a vector space as in [20, 25].

Since we are interested in the case where Q is a manifold, the proper choice for the local
coordinates is (q0, q1) ∈ Q×Q for Γ(φ̃). Then we shall show how the discrete Lagrangian Ld

on Q×Q can be the generating function S for the canonical transformation; see also [31].
As was shown in §3.1, associated with the discrete Euler–Lagrange equations (13), i.e.,

∂Ld

∂q1
(q0, q1) = −∂Ld

∂q1
(q1, q2),

and under the regularity assumption of Ld, there exists the discrete Lagrange map

φLd : Q×Q → Q×Q; (q0, q1) 7→ (q1, q2).

This map induces the canonical transformation called the discrete Hamiltonian map φ̃Ld as

φ̃Ld = F+Ld ◦ (F−Ld)
−1 : T ∗Q → T ∗Q,

which is given in local coordinates by(
q0, p0 = − ∂L

∂q0
(q0, q1)

)
7→
(
q1, p1 =

∂L

∂q1
(q0, q1)

)
. (42)

In the below, we shall illustrate how the canonical transformation (discrete Hamiltonian map)
φ̃Ld : T ∗Q → T ∗Q can be generated by the discrete Lagrangian Ld on Q×Q.

Recall that the one-form Θ̂ on T ∗Q× T ∗Q is naturally defined by

Θ̂ = τ∗
(T∗Q)2ΘT∗Q − τ∗

(T∗Q)1ΘT∗Q = p1dq1 − p0dq0.

Let ιφ̃Ld
: Q×Q ⊂ Γ(φ̃Ld) → T ∗Q× T ∗Q be the natural inclusion map given by

(q0, q1) 7→ ((q0, p0), (q1, p1)) = ((q0, p0), φ̃Ld(q0, p0)) .

Then the pullback of Ω̂ = −dΘ̂ by ιφ̃Ld
vanishes, namely,

ι∗φ̃Ld
Ω̂ = ι∗φ̃Ld

(−dΘ̂) = 0, (43)

which leads to the preservation of the canonical symplectic structure

φ̃∗
Ld

ΩT∗Q = ΩT∗Q,
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where ΩT∗Q(q0, p0) = dq0∧dp0. Therefore, it follows from (43) that there exists a local function
Ld = Ld(q0, q1) on Q×Q ⊂ Γ(φ̃Ld) by the Poincaré Lemma, and the local function is exactly
the discrete Lagrangian such that

ι∗φ̃Ld
Θ̂ = dLd,

where
dLd =

∂Ld

∂q0
dq0 +

∂Ld

∂q1
dq1.

Thus the canonical transformation φ̃Ld : T ∗Q → T ∗Q in (42) is generated by the discrete
Lagrangian Ld = Ld(q0, q1) on Q × Q. From this construction, we can uniquely define the
discrete map κd

Q : T ∗Q× T ∗Q → T ∗(Q×Q) as follows.
Definition 6.1. Define the discrete map κd

Q : T ∗Q× T ∗Q → T ∗(Q×Q) such that

κd
Q ◦ ιφ̃Ld

= dLd

and the map κd
Q is locally denoted as

κd
Q : ((q0, p0), (q1, p1)) 7→ ((q0, q1), (−p0, p1)) . (44)

Remark 6.2. In the construction of the discrete map κd
Q in (44), we considered the case in

which there exist no constraints and therefore the canonical symplectic structure ΩT∗Q is pre-
served under the discrete Hamiltonian map φ̃Ld . The discrete map κd

Q is uniquely determined
so that it is consistently analogous with Tulczyjew’s triple in the continuous case reviewed in
§4.2. Furthermore, we shall use the discrete map κd

Q even for the case when nonholonomic
constraints exist and hence the discrete Lagrangian two-form ΩLd is no longer preserved. Note
also that the same discrete map κd

Q was used in [25].

Discretization of the structure between iterated bundles. We have seen the
construction of the discrete map κd

Q : T ∗Q × T ∗Q → T ∗(Q × Q). As already shown in Def.
5.12, the bundle map Ω♭

T∗Q : TT ∗Q → T ∗T ∗Q is discretized, in view of TT ∗Q ∼= T ∗Q× T ∗Q,
to be the (±)-discrete canonical flat maps (Ωd±

T∗Q)
♭ : T ∗Q×T ∗Q → T ∗T ∗Q. Now we introduce

the (±)-discretizations of diffeomorphism γQ : T ∗TQ → T ∗T ∗Q by using the discrete maps κd
Q

and (Ωd±
T∗Q)

♭.
Definition 6.3. The (±)-discrete analogues of γQ : T ∗TQ → T ∗T ∗Q, i.e., the (±)-discrete
maps γd±

Q : T ∗(Q × Q) → T ∗T ∗Q, are defined by using the (±)-discrete canonical flat maps
(Ωd±

T∗Q)
♭ : T ∗Q×T ∗Q → T ∗T ∗Q given by (32) and (33) and the discrete map κd

Q : T ∗Q×T ∗Q →
T ∗(Q×Q) as

γd+
Q := (Ωd+

T∗Q)
♭ ◦ (κd

Q)
−1 : T ∗(Q×Q) → T ∗T ∗Q

((q0, q1), (−p0, p1)) 7→ ((q1, p1), (−p̂+1 , q̂
−
1 )),

γd−
Q := (Ωd−

T∗Q)
♭ ◦ (κd

Q)
−1 : T ∗(Q×Q) → T ∗T ∗Q

((q0, q1), (−p0, p1)) 7→ ((q0, p0), (−p̂−0 , q̂
+
0 )).

(45)

Discrete projections. In order to define the discrete bundle structures, we can naturally
define the following canonical discrete projections by

πQ × πQ : T ∗Q× T ∗Q → Q×Q; ((q0, p0), (q1, p1)) 7→ (q0, q1),

πQ×Q : T ∗(Q×Q) → Q×Q; ((q0, q1), (−p0, p1)) 7→ (q0, q1).

Definition 6.4. We can further introduce canonical discrete projections as follows:

τQ2 : Q×Q → Q; (q0, q1) 7→ q1,

τQ1 : Q×Q → Q; (q0, q1) 7→ q0,

τ(T∗Q)2 : T ∗Q× T ∗Q → T ∗Q; ((q0, p0), (q1, p1)) 7→ (q1, p1),

τ(T∗Q)1 : T ∗Q× T ∗Q → T ∗Q; ((q0, p0), (q1, p1)) 7→ (q0, p0).
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Discrete bundle pictures. Before going into the details on the construction of (±)-
discrete Lagrange–Dirac dynamical systems, we summarize the (±)-discrete bundle pictures as
illustrated in Figs. 4 and 5.

Q × Q

T ∗Q × T ∗Q T ∗(Q × Q)

∈∈

∈ ∈ ∈

∈

γd+
Q

(Ωd+
T∗Q)

�

(q0, q1)

((q0, p0), (q1, p1))

(q1, p1)

q1

((q0, q1), (−p0, p1))((q1, p1), (−p̂+1 , q̂
−
1 ))

κd
Q

πQ

πT∗Q πQ × πQ πQ×Q

τQ2

τ(T∗Q)2

R

Ld

F+Ld

Figure 4. (+)-discrete bundle picture.

Q × Q

T ∗Q × T ∗Q T ∗(Q × Q)

∈∈

∈ ∈ ∈

∈

(q0, q1)

q0

((q0, q1), (−p0, p1))
((q0, p0), (q1, p1))

γd−
Q

(Ωd−
T∗Q)

�

(q0, p0)

((q0, p0), (−p̂−0 , q̂
+
0 ))

κd
Q

πT∗Q

πQ

πQ×QπQ × πQ

τQ1

τ(T∗Q)1

R

Ld

F−Ld

Figure 5. (−)-discrete bundle picture.

6.2 Discrete Lagrange–Dirac dynamical systems
Here, we shall develop (±)-discrete Lagrange–Dirac dynamical systems within the context of
the (±)-discrete bundle pictures, associated with the continuous Lagrange–Dirac dynamical
system described in §4.2. In Fig. 6 and Fig. 7, we illustrate that the (±)-discrete Lagrange–
Dirac dynamical systems can be incorporated into the (±)-discrete bundle structures shown in
Fig. 4 and Fig. 5
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Discrete Legendre transforms. For a given discrete Lagrangian Ld : Q × Q → R,
recalling from (14), the (±)-discrete Legendre transforms F±Ld : Q×Q → T ∗Q are given by

F+Ld : (q0, v0) ∈ Q×Q 7→ (v0, p1) = (v0, D2Ld(q0, v0)) ∈ T ∗
q1Q,

F−Ld : (v1, q1) ∈ Q×Q 7→ (v1, p0) = (v1,−D1Ld(v1, q1)) ∈ T ∗
q0Q,

where we note that the local coordinates (q0, v0) ∈ Q × Q are employed for the (+)-formula
and (v1, q1) ∈ Q×Q for the (−)-formula. Note that the base point of F+Ld(q0, v0) is given by
v0 = q1 ∈ Q, while the base point of F−Ld(v1, q1) is given by v1 = q0 ∈ Q.

Discrete Dirac differentials. Next we shall consider the discretization of the Dirac dif-
ferential of the discrete Lagrangian. In the continuous setting, recall that the Dirac differential
dDL for a given Lagrangian L : TQ → R, namely, dDL : TQ → T ∗T ∗Q is the map defined by

dDL = γQ ◦ dL : TQ → T ∗T ∗Q; (q, v) 7→
(
q,

∂L

∂v
,−∂L

∂q
, v

)
.

In the discrete setting, corresponding to the (±)-discrete maps γd±
Q , there exist the (±)-discrete

Dirac differentials of Ld : Q×Q → R as follows.

Definition 6.5. The (±)-discrete Dirac differentials of the discrete Lagrangian Ld : Q×Q → R
are the maps that are defined by the composition of the discrete maps γd±

Q : T ∗(Q × Q) →
T ∗T ∗Q in (45) and dLd : Q×Q → T ∗(Q×Q) as

d±
DLd := γd±

Q ◦ dLd : Q×Q → T ∗T ∗Q.

The local expression of the (+)-discrete Dirac differential of Ld is expressed in local coor-
dinates (q0, v0) ∈ Q×Q as

d+
DLd : (q0, v0) 7→

(
v0, D2Ld(q0, v0),−D̂2L

+

d (q0, v0), v̂
−
0

)
,

where D̂2L
+

d (q0, v0) and v̂−0 are respectively approximations of D2Ld(q0, v0) and v0, which are
given in association with the map γd+

Q as

D̂2L
+

d (q0, v0) =
1

h

(
D2Ld(q1, v1) +D1Ld(q1, v1)

)
, v̂−0 =

v0 − q0
h

. (46)

On the other hand, the local expression of the (−)-discrete Dirac differential of Ld is denoted
in local coordinates (v1, q1) ∈ Q×Q by

d−
DLd : (v1, q1) 7→

(
v1,−D1Ld(v1, q1), D̂1L

−
d (v1, q1), v̂

+
1

)
,

where D̂1L
−
d (v1, q1) and v̂+1 are respectively approximations of D1Ld(v1, q1) and v1, which are

given in association with the map γd−
Q as

D̂1L
−
d (v1, q1) = − 1

h

(
D2Ld(v0, q0) +D1Ld(v0, q0)

)
, v̂+1 =

q1 − v1
h

. (47)

Discrete evolution operators. Next we will introduce (±)-discrete evolution operators,
which serve analogous roles to continuous vector fields.

Definition 6.6. Define the (±)-discrete evolution operators

Xd± : T ∗Q → T ∗Q× T ∗Q

such that
τ(T∗Q)2 ◦Xd+ = Id and τ(T∗Q)1 ◦Xd− = Id,
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which are locally given by

Xd+ : (q1, p1) 7→ (q0, p0, q1, p1),

Xd− : (q0, p0) 7→ (q0, p0, q1, p1).
(48)

Corresponding to the (±)-discrete evolution operators Xd±, the (±)-discrete flow maps are
defined by

(φ̃)−1 := τ(T∗Q)1 ◦Xd+ : T ∗Q → T ∗Q; (q1, p1) 7→ (q0, p0),

φ̃ := τ(T∗Q)2 ◦Xd− : T ∗Q → T ∗Q; (q0, p0) 7→ (q1, p1).

Associated with the (+)-discrete evolution operator Xd+ in (48), the approximation of (q̇1, ṗ1)
is given by using (+)-discretization map Ψ+

(T∗Q)2
: T ∗Q× T ∗Q → TT ∗Q as

X̂d+(q1, p1) = Ψ+
(T∗Q)2

(Xd+(q1, p1))

= Ψ+
(T∗Q)2

(q0, p0, q1, p1)

=
(
q1, p1, q̂

−
1 =

q1 − q0
h

, p̂+1 =
p2 − p1

h

)
∈ T(q1,p1)T

∗Q.

(49)

Similarly, associated with the (−)-discrete evolution operator Xd− in (48), the approxi-
mation of (q̇0, ṗ0) is given by using (−)-discretization map Ψ−

(T∗Q)1
: T ∗Q × T ∗Q → TT ∗Q

as

X̂d−(q0, p0) = Ψ−
(T∗Q)1

(Xd−(q0, p0))

= Ψ−
(T∗Q)1

(q0, p0, q1, p1)

=
(
q0, p0, q̂

+
0 =

q1 − q0
h

, p̂−0 =
p0 − p−1

h

)
∈ T(q0,p0)T

∗Q.

(50)

Q × Q

dLd

∈

R

Ld

T ∗(Q × Q)

∈

T ∗Q × T ∗Q

∈

(Ωd+
T∗Q)

�

Xd+

∈ F+Ld

γd+
Q

∈(q0, v0)(q1, p1 = D2L(q0, v0))

((q0, p0), (q1, p1))∈((q1, p1), (−p̂+1 , q̂
−
1 )) ((q0, v0), (D1Ld, D2Ld))

κd
Q

q1 = v0

πQ

πT∗Q τ(T∗Q)2

τQ2

πQ×QπQ × πQ

Figure 6. Geometric structure of (+)-discrete Lagrange–Dirac dynamical systems.
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Q × Q

T ∗Q × T ∗Q T ∗(Q × Q)

γd−
Q

R

∈∈

∈ ∈ ∈

∈

Ld

(Ωd−
T∗Q)

�

Xd−
dLd

((q0, p0), (q1, p1))

F−Ld

((q0, p0), (−p̂−0 , q̂
+
0 ))

κd
Q

πQ

πT∗Q

(v1, q1)

((v1, q1), (D1Ld, D2Ld))

q0 = v1

(q0, p0 = −D1Ld(v1, q1))

τQ1

τ(T∗Q)1 πQ×QπQ × πQ

Figure 7. Geometric structure of (−)-discrete Lagrange–Dirac dynamical systems.

Discrete Lagrange–Dirac dynamical systems. By analogy with the continuous set-
ting of Lagrange–Dirac dynamical systems given in Def. 4.2, we shall define (±)-discrete Lagrange–
Dirac dynamical systems as follows.

Definition 6.7. Let Ld : Q×Q → R be a discrete Lagrangian, let Xd± : T ∗Q → T ∗Q× T ∗Q
be discrete evolution operators and let Dd±

∆Q
be (±)-discrete induced Dirac structures.

The (+)-discrete Lagrange–Dirac dynamical system is defined by the triple (Xd+,d+
DLd,

Dd+
∆Q

) that satisfies the condition, for each ((q0, v0), (q1, p1)) ∈ (Q×Q)⊕ T ∗Q,(
Xd+(q1, p1),d

+
DLd(q0, v0)

)
∈ Dd+

∆Q
(q1, p1). (51)

Similarly, the (−)-discrete Lagrange–Dirac dynamical system is defined by the triple (Xd−,d−
DLd, D

d−
∆Q

)

that satisfies the condition, for each ((v1, q1), (q0, p0)) ∈ (Q×Q)⊕ T ∗Q,(
Xd−(q0, p0),d

−
DLd(v1, q1)

)
∈ Dd−

∆Q
(q0, p0). (52)

Then, we have the following theorem for the discrete Lagrange–Dirac dynamical systems.

Theorem 6.8. Consider a discrete path (qd, vd, pd) on (Q×Q)⊕T ∗Q, where qd={qk}Nk=0,
vd={vk}Nk=0 and pd={pk}Nk=0 with qk=qd(tk), vk=vd(tk), and pk=pd(tk).

(i) If a discrete path (qd, vd, pd) ∈ C((Q×Q)⊕ T ∗Q) is the solution of the (+)-discrete
Lagrange–d’Alembert–Pontryagin equations:

pk+1 =
∂Ld

∂vk
(qk, vk), pk+1 +

∂Ld

∂qk+1
(qk+1, vk+1) ∈ ∆◦

Q(qk+1),

qk+1 = vk, (qk, vk) ∈ ∆d+
Q ,

(53)

then the discrete path (qd, vd, pd) satisfies the condition for the (+)-discrete
Lagrange–Dirac dynamical system as

(Xd+(qk+1, pk+1),d
+
DLd(qk, vk)) ∈ Dd+

∆Q
(qk+1, pk+1), k = 1, ..., N − 1.

33



The (+)-discrete Lagrange–d’Alembert–Pontryagin equations recover the (+)-
discrete Lagrange–d’Alembert equations:

D2Ld(qk, qk+1) +D1Ld(qk+1, qk+2) ∈ ∆◦
Q(qk+1), (qk, qk+1) ∈ ∆d+

Q .

(ii) If a discrete path (qd, vd, pd) ∈ C((Q×Q)⊕ T ∗Q) is the solution of the (−)-discrete
Lagrange–d’Alembert–Pontryagin equations:

pk = − ∂Ld

∂vk+1
(vk+1, qk+1), pk − ∂Ld

∂qk
(vk, qk) ∈ ∆◦

Q(qk),

qk = vk+1, (vk+1, qk+1) ∈ ∆d−
Q ,

(54)

then the discrete path (qd, vd, pd) satisfies the condition for the (−)-discrete
Lagrange–Dirac dynamical system as

(Xd−(qk, pk),d
−
DLd(vk+1, qk+1)) ∈ Dd−

∆Q
(qk, pk), k = 1, ..., N − 1.

The (−)-discrete Lagrange–d’Alembert–Pontryagin equations recover the (−)-
discrete Lagrange–d’Alembert equations:

D2Ld(qk−1, qk) +D1Ld(qk, qk+1) ∈ ∆◦
Q(qk), (qk, qk+1) ∈ ∆d−

Q .

Proof. (i) For the (+) part, setting

Xd+(q1, p1) = (q0, p0, q1, p1), X̂d+(q1, p1) = (q1, p1, q̂
−
1 , p̂+1 ),

and

d+
DLd(q0, v0) =

(
v0, D2Ld(q0, v0),−D̂2L

+

d (q0, v0), v̂
−
0

)
=

((
v0,

∂Ld

∂v0
(q0, v0)

)
,

(
− ∂̂L

+

d

∂v0
(q0, v0), v̂

−
0

))
,

it follows from (37) that the condition (51) becomes

(q0, v0) ∈ ∆d+
Q , − ∂̂L

+

d

∂v0
(q0, v0) + p̂+1 ∈ ∆◦

Q(q1), q̂−1 = v̂−0

together with the (+)-Legendre transform p1 = ∂Ld
∂v0

(q0, v0). Then it follows from (46)
and (49) that

q̂−1 =
q1 − q0

h
, v̂−0 =

v0 − q0
h

, p̂+1 =
p2 − p1

h
,

∂̂L
+

d

∂v0
(q0, v0) =

1

h

(
∂Ld

∂q1
(q1, v1) +

∂Ld

∂v1
(q1, v1)

)
and we get the (+)-discrete Lagrange–d’Alembert–Pontryagin equations:

p1 =
∂Ld

∂v0
(q0, v0), p1 +

∂Ld

∂q1
(q1, v1) ∈ ∆◦

Q(q1), v0 = q1, (q0, v0) ∈ ∆d+
Q ,

which leads to the (+)-discrete Lagrange–d’Alembert equations:

∂Ld

∂q1
(q0, q1) +

∂Ld

∂q1
(q1, q2) ∈ ∆◦

Q(q1), (q0, q1) ∈ ∆d+
Q .
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(ii) Similarly, for the (−) part, setting

Xd−(q0, p0) = (q0, p0, q1, p1), X̂d−(q0, p0) = (q0, p0, q̂
+
0 , p̂−0 ),

and

d−
DLd(v1, q1) =

(
v1,−D1Ld(v1, q1), D̂1L

−
d (v1, q1), v̂

+
1

)
.

=

(
v1,−

∂Ld

∂v1
(v1, q1),

∂̂L
−
d

∂v1
(v1, q1), v̂

+
1

)
,

it follows from (39) that the condition (52) becomes

(q0, v0) ∈ ∆d−
Q ,

∂̂L
−
d

∂v1
(v1, q1) + p̂−0 ∈ ∆◦

Q(q0), q̂+0 = v̂+1 ,

together with the (−)-Legendre transform p0 = − ∂Ld
∂v1

(v1, q1). It follows from (47) and
(50) that

q̂+0 =
q1 − q0

h
, v̂+1 =

q1 − v1
h

, p̂−0 =
p0 − p−1

h
,

∂̂L
−
d

∂v1
(v1, q1) = − 1

h

(
∂Ld

∂q0
(v0, q0) +

∂Ld

∂v0
(v0, q0)

)
and we get the (−)-discrete Lagrange–d’Alembert–Pontryagin equations:

p0 = −∂Ld

∂v1
(v1, q1), p0 −

∂Ld

∂q0
(v0, q0) ∈ ∆◦

Q(q0), v1 = q0, (v1, q1) ∈ ∆d−
Q .

Finally, we can recover the (−)-discrete Lagrange–d’Alembert equations:

∂Ld

∂q0
(q−1, q0) +

∂Ld

∂q0
(q0, q1) ∈ ∆◦

Q(q0) (q0, q1) ∈ ∆d−
Q .

Remark 6.9. In Theorem 6.8, we derived the (±)-discrete Lagrange–d’Alembert equations
within the context of the (±) discrete induced Dirac structures, in which the nonholonomic con-
straints are described in different ways by using ∆d±

Q . In particular, the (−)-discrete Lagrange–
d’Alembert equations are identical to (19), which were originally derived in [7, 32].

Remark 6.10. Here we employ the (±) signs for the bundle structures in correspondence with
those of the discrete bundle maps; namely, the (+) sign of the formulas in Figs. 4 and 6 is
allocated to be consistent with the (+) signs of the discrete symplectic flat map (Ωd+

T∗Q)
♭, the

discrete map γ+
Q , and the discrete Legendre transform F+Ld. On the other hand, the (−) sign

of the formulas in Figs. 5 and 7 is allocated to be consistent with the (−) signs of the discrete
symplectic flat map (Ωd−

T∗Q)
♭, the discrete map γ−

Q , and the discrete Legendre transform F−Ld.

7 Variational discretization of Lagrange–Dirac dynam-
ical systems.
We have shown the (±)-discrete induced Dirac structures and the associated (±)-discrete
Lagrange–Dirac dynamical systems by analogy with the continuous setting proposed by [41].
In the continuous setting, it was shown by [42] that the variational structure of the Lagrange–
Dirac dynamical system is given by the Lagrange–d’Alembert–Pontryagin principle. Therefore,
here we will explore the variational structures associated with the (±)-discrete Lagrange–Dirac
dynamical systems by discretizing the Lagrange–d’Alembert–Pontryagin principle.
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7.1 Variational structure of Lagrange–Dirac dynamical systems
The Lagrange–d’Alembert–Pontryagin principle. There exists a variational struc-
ture behind the Lagrange–Dirac dynamical system, which is called the Lagrange–d’Alembert–
Pontryagin principle. Here following [42], we will make a brief review on this principle.

Consider a path space on the Pontryagin bundle TQ⊕ T ∗Q over Q as

C(TQ⊕ T ∗Q) = {(q, v, p) : I = [0, T ] → TQ⊕ T ∗Q | (q, v, p) is a smooth curve
on TQ⊕ T ∗Q such that q(0) = q1 and q(T ) = q2} ,

where I = [0, T ] ⊂ R+ is the space of time.

Define the action functional S̃ : C(TQ⊕ T ∗Q) → R by

S̃(q, v, p) =

∫ T

0

{L(q(t), v(t)) + ⟨p(t), q̇(t)− v(t)⟩} dt.

Let (q, v, p) = (q(t), v(t), p(t)) ∈ C((TQ⊕ T ∗Q) be a critical curve of S̃ : C(Q) → R, namely,

δS̃(q, v, p) = δ

∫ T

0

{L(q(t), v(t)) + ⟨p(t), q̇(t)− v(t)⟩} dt = 0, (55)

subject to δq(t) ∈ ∆Q(q(t)) with the fixed endpoint conditions δq(0) = δq(T ) = 0 and with the
kinematic constraint q̇(t) ∈ ∆Q(q(t)).

By direct computations, the critical condition of (55) can be developed as

δ

∫ T

0

{L(q(t), v(t)) + ⟨p(t), q̇(t)− v(t)⟩} dt

=

∫ T

0

{
∂L

∂q
δq +

∂L

∂v
δv + ⟨δp, q̇ − v⟩+ ⟨p, δq̇ − δv⟩

}
dt

=

∫ T

0

{〈
∂L

∂q
− ṗ, δq

〉
+

〈
∂L

∂v
− p, δv

〉
+ ⟨δp, q̇ − v⟩

}
dt+ ⟨p, δq⟩

T

0

= 0.

Imposing the variational condition δq(t) ∈ ∆Q(q(t)) with the fixed endpoint conditions
δq(0) = δq(T ) = 0 together with the kinematic constraints q̇(t) ∈ ∆Q(q(t)), we get the
Lagrange–d’Alembert–Pontryagin equations as

p =
∂L

∂v
, q̇ = v ∈ ∆Q(q), ṗ− ∂L

∂q
∈ ∆◦

Q(q),

which are equivalent with the equations of motion for the Lagrange–Dirac dynamical system
given in (29).

The variational formula based on the generalized energy. Now let us define the
generalized energy on TQ⊕ T ∗Q by

E(q, q̇, p) := ⟨p, q̇⟩ − L(q, q̇). (56)

Then, employing the generalized energy, the Lagrange–d’Alembert–Pontryagin principle in (55)
can be equivalently restated by

δ

∫ T

0

{⟨p(t), q̇(t)⟩ − E(q(t), v(t), p(t))} dt = 0

with respect to δq(t) ∈ ∆Q(q(t)), together with the kinematic constraint q̇(t) ∈ ∆Q(q(t)); see
[42].
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Setting u(t) = (q(t), v(t)) ∈ TQ and z(t) = (q(t), p(t)) ∈ T ∗Q, where q(t) = τQ(u(t)) =
πQ(z(t)) ∈ Q is the base curve on Q, the criticality condition of the Lagrange–d’Alembert–
Pontryagin principle can be intrinsically restated by, for each (u(t), z(t)) = (q(t), v(t), p(t)) ∈
TQ⊕ T ∗Q,

δ

∫ T

0

{ΘT∗Q(z(t))(ż(t))− E(u(t), z(t))} dt = 0, (57)

subject to the variational constraint δq(t) = TτQ(δu) = TπQ(δz(t)) ∈ ∆Q(q(t)) with δq(0) =
δq(T ) = 0, and also subject to the kinematic constraint q̇(t) = TτQ(u̇(t)) = TπQ(ż(t)) ∈
∆Q(q(t)).

7.2 The discrete Lagrange–d’Alembert–Pontryagin principles
Here, we introduce the (±) discretizations of the Lagrange–d’Alembert–Pontryagin principle
as given in (55) or (57). We then demonstrate that the resulting (±)-discrete Lagrange–
d’Alembert–Pontryagin equations are identical to the equations of motion for the (±)-discrete
Lagrange–Dirac systems and, consequently, equivalent to the discrete Lagrange–d’Alembert
equations in [7, 32], as presented in Theorem 6.8. This implies that the resulting (±)-nonholonomic
integrators preserve the (±)-induced discrete Dirac structures.

The discrete generalized energy. Recall from Def. 5.10 that the (±)-discrete canonical
one-form Θ±

T∗Q are given as by, for each (z0, z1) = (q0, p0, q1, p1) ∈ T ∗Q× T ∗Q,

Θd+
T∗Q(z0, z1) = ΘT∗Q(q1, p1)(q̂

−
1 , p̂+1 ) = (p1dq1)

(
q̂−1

∂

∂q1
+ p̂+0

∂

∂p1

)
= ⟨p1, q̂−1 ⟩,

Θd−
T∗Q(z0, z1) = ΘT∗Q(q0, p0)(q̂

+
0 , p̂−0 ) = (p0dq0)

(
q̂+0

∂

∂q0
+ p̂−0

∂

∂p0

)
= ⟨p0, q̂+0 ⟩.

Definition 7.1. Associated with the generalized energy in (56), let us introduce the (±)-
generalized energies E±

d : (Q×Q)⊕ T ∗Q → R as follows.

(i) For a given discrete Lagrangian Ld : Q × Q → R, define the (+)-discrete generalized
energy E+

d : (Q×Q)⊕ T ∗Q → R by using (qk, vk) ∈ Q×Q and (qk+1, pk+1) ∈ T ∗Q as

E+
d (qk, vk, pk+1) = h

〈
pk+1, v̂

−
k

〉
− Ld(qk, vk)

= ⟨pk+1, vk − qk⟩ − Ld(qk, vk).

(ii) Define the (-)-discrete generalized energy E−
d : (Q×Q)⊕T ∗Q → R by using (vk+1, qk+1) ∈

Q×Q and (qk+1, pk+1) ∈ T ∗Q as

E−
d (vk+1, qk+1, pk) = h

〈
pk, v̂

+
k+1

〉
− Ld(vk+1, qk+1)

= ⟨pk, qk+1 − vk+1⟩ − Ld(vk+1, qk+1).

Remark 7.2. More intrinsically, the (+)-discrete generalized energy can be given, in coordi-
nates (qk, qk+1, pk+1) ∈ (Q×Q)⊕ T ∗Q, by

E+
d (qk, qk+1, pk+1) = h ⟨(qk+1, pk+1, pk+1, 0), (qk, pk, qk+1, pk+1)⟩d+ − Ld(qk, qk+1)

= h
〈
(qk+1, pk+1, pk+1, 0),Ψ

+
(T∗Q)2

(qk, pk, qk+1, pk+1)
〉
− Ld(qk, qk+1)

= h
〈
(qk+1, pk+1, pk+1, 0), (qk+1, pk+1, q̂

−
k+1, p̂

+
k+1)

〉
− Ld(qk, qk+1)

= h
〈
(pk+1)qk+1 , q̂

−
k+1

〉
− Ld(qk, qk+1)

= h

〈
(pk+1)qk+1 ,

(qk+1 − qk
h

)
qk+1

〉
− Ld(qk, qk+1)

= ⟨pk+1, qk+1 − qk⟩ − Ld(qk, qk+1).
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Then, by setting vk = qk+1, we get E+
d (qk, vk, pk+1) = ⟨pk+1, vk − qk⟩ − Ld(qk, vk).

Similarly, the (−)-discrete generalized energy can be given, in coordinates (qk, qk+1, pk) ∈
(Q×Q)⊕ T ∗Q, by

E−
d (qk, qk+1, pk) = h ⟨(qk, pk, pk, 0), (qk, pk, qk+1, pk+1)⟩d− − Ld(qk, qk+1)

= h
〈
(qk, pk, pk, 0),Ψ

−
(T∗Q)1

(qk, pk, qk+1, pk+1)
〉
− Ld(qk, qk+1)

= h
〈
(qk, pk, pk, 0), (qk, pk, q̂

+
k , p̂−k )

〉
− Ld(qk, qk+1)

= h
〈
(pk)qk , q̂

+
k

〉
− Ld(qk, qk+1)

= h

〈
(pk)qk ,

(qk+1 − qk
h

)
qk

〉
− Ld(qk, qk+1)

= ⟨pk, qk+1 − qk⟩ − Ld(qk, qk+1).

Then, by setting vk+1 = qk, we get E+
d (vk+1, qk+1, pk) = ⟨pk, qk+1 − vk+1⟩ − Ld(vk+1, qk+1).

Definition 7.3. Consider a discrete path (qd, vd, pd) on (Q×Q)⊕ T ∗Q, where qd={qk}Nk=0,
vd={vk}Nk=0 and pd={pk}Nk=0 with qk=qd(tk), vk=vd(tk), and pk=pd(tk).

(i) Define the (+)-discrete action sum S̃+
d : Cd((Q×Q)⊕ T ∗Q) → R by

S̃+
d (qd, vd, pd) =

N−1∑
k=0

{
hΘd+

T∗Q(qk, pk, qk+1, pk+1)− E+
d (qk, vk, pk+1)

}

=

N−1∑
k=0

{
Ld(qk, vk) + h

〈
pk+1, q̂

−
k+1 −

vk − qk
h

〉}

=

N−1∑
k=0

{Ld(qk, vk) + ⟨pk+1, qk+1 − vk⟩} .

(ii) Define the (−)-discrete action sum S̃−
d : Cd((Q×Q)⊕ T ∗Q) → R by

S̃−
d (qd, vd, pd) =

N−1∑
k=0

{
hΘd−

T∗Q(qk, pk, qk+1, pk+1)− E−
d (vk+1, qk+1, pk)

}

=

N−1∑
k=0

{
Ld(vk+1, qk+1) + h

〈
pk, q̂

+
k − qk+1 − vk+1

h

〉}

=

N−1∑
k=0

{Ld(vk+1, qk+1) + ⟨pk, vk+1 − qk⟩} .

Theorem 7.4. The (±)-discretized Lagrange–d’Alembert–Pontryagin principle is given
by the following statements.

(i) A discrete path (qd, vd, pd) on (Q × Q) ⊕ T ∗Q joining q0 and qN satisfies the (+)-
discretized Lagrange–d’Alembert–Pontryagin equations

pk+1 =
∂Ld

∂vk
(qk, vk), pk +

∂Ld

∂qk
(qk, vk) ∈ ∆◦

Q(qk), vk = qk+1, (qk, vk) ∈ ∆d+
Q , (58)

if and only if

δS̃+
d (qd, vd, pd) = δ

N−1∑
k=0

{
hΘd+

T∗Q(qk, pk, qk+1, pk+1)− E+
d (qk, vk, pk+1)

}

= δ

N−1∑
k=0

{Ld(qk, vk) + ⟨pk+1, qk+1 − vk⟩} = 0,
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with respect to δqk ∈ ∆Q(qk), for all δvk and δpk+1, together with the discrete
constraints (qk, vk) ∈ ∆d+

Q .

From the (+)-discrete Lagrange–d’Alembert–Pontryagin equations in (58), the
(+)-discrete Lagrange–d’Alembert equations can be recovered as:

D2Ld(qk−1, qk) +D1Ld(qk, qk+1) ∈ ∆◦
Q(qk), (qk, qk+1) ∈ ∆d+

Q .

(ii) A discrete path (qd, vd, pd) on (Q × Q) ⊕ T ∗Q joining q0 and qN satisfies the (−)-
discretized Lagrange–d’Alembert–Pontryagin equations

pk = − ∂Ld

∂vk+1
(vk+1, qk+1), pk+1 −

∂Ld

∂qk+1
(vk+1, qk+1) ∈ ∆◦

Q(qk+1),

vk+1 = qk, (vk+1, qk+1) ∈ ∆d−
Q ,

(59)

if and only if

δS̃−
d (qd, vd, pd) =

N−1∑
k=0

{
hΘd−

T∗Q(qk, pk, qk+1, pk+1)− E−
d (vk+1, qk+1, pk)

}

= δ

N−1∑
k=0

{Ld(vk+1, qk+1) + ⟨pk, vk+1 − qk⟩} = 0,

with respect to δqk+1 ∈ ∆Q(qk+1), for all δvk+1 and δpk, together with the discrete
constraints (vk+1, qk+1) ∈ ∆d−

Q .

From the (−)-discrete Lagrange–d’Alembert–Pontryagin equations in (59), the
(−)-discrete Lagrange–d’Alembert equations can be recovered as:

D2Ld(qk, qk+1) +D1Ld(qk+1, qk+2) ∈ ∆◦
Q(qk+1), (qk, qk+1) ∈ ∆d−

Q .

Proof. (i) By direct computations, the criticality condition reads

δS̃+
d (qd, vd, pd) = δ

N−1∑
k=0

{
Ld(qk, vk) +

〈
pk+1, qk+1 − vk

〉}
=

N−1∑
k=0

{〈
∂Ld

∂qk
(qk, vk), δqk

〉
+

〈
∂Ld

∂vk
(qk, vk), δvk

〉
+
〈
δpk+1, qk+1 − vk

〉
+
〈
pk+1, δqk+1 − δvk

〉}
=

N−1∑
k=0

{〈
−pk+1 +

∂Ld

∂vk
(qk, vk), δvk

〉
+
〈
δpk+1, qk+1 − vk

〉}

+

N−1∑
k=1

〈
pk +

∂Ld

∂qk
(qk, vk), δqk

〉
+ ⟨pN , δqN ⟩+

〈
∂Ld

∂q0
(q0, v0), δq0

〉
= 0,

for all δqk ∈ ∆Q(qk), for all δvk and δpk+1, and with the discrete constraint (qk, vk) ∈ ∆d+
Q .

Imposing the fixed endpoint conditions δq0 = δqN = 0, we get (+)-discretized Lagrange–
d’Alembert–Pontryagin equations:

pk+1 =
∂Ld

∂vk
(qk, vk), pk +

∂Ld

∂qk
(qk, vk) ∈ ∆◦

Q(qk), vk = qk+1, (qk, vk) ∈ ∆d+
Q .
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Thus, we get the (+)-discrete Lagrange–d’Alembert equations can be recovered as:

D2Ld(qk−1, qk) +D1Ld(qk, qk+1) ∈ ∆◦
Q(qk), (qk, qk+1) ∈ ∆d+

Q .

(ii) Similarly, the criticality condition reads

δS̃−
d (qd, vd, pd) = δ

N−1∑
k=0

{Ld(vk+1, qk+1) + ⟨pk, vk+1 − qk⟩}

=

N−1∑
k=0

{〈
∂Ld

∂vk+1
(vk+1, qk+1), δvk+1

〉
+

〈
∂Ld

∂qk+1
(vk+1, qk+1), δqk+1

〉
+
〈
δpk, vk+1 − qk

〉
+
〈
pk, δvk+1 − δqk

〉}
=

N−1∑
k=0

{〈
pk − ∂Ld

∂vk+1
(vk+1, qk+1), δvk+1

〉
+
〈
δpk, vk+1 − qk

〉}

+

N−2∑
k=0

〈
−pk+1 +

∂Ld

∂qk+1
(vk+1, qk+1), δqk+1

〉
− ⟨p0, δq0⟩+

〈
∂Ld

∂qN
(vN , qN ), δqN

〉
= 0,

for all δqk+1 ∈ ∆Q(qk+1), for all δvk+1 and δpk, and with the discrete constraint (qk, vk) ∈
∆d−

Q . Imposing the fixed endpoint conditions δq0 = δqN = 0, we get the −discretized
Lagrange–d’Alembert–Pontryagin equations:

pk = − ∂Ld

∂vk+1
(vk+1, qk+1), pk+1 −

∂Ld

∂qk+1
(vk+1, qk+1) ∈ ∆◦

Q(qk+1),

vk+1 = qk, (vk+1, qk+1) ∈ ∆d−
Q .

Thus we get the (−)-discrete Lagrange–d’Alembert equations can be recovered as:

D2Ld(qk, qk+1) +D1Ld(qk+1, qk+2) ∈ ∆◦
Q(qk+1), (qk, qk+1) ∈ ∆d−

Q .

Remark 7.5. In particular, for the case where the distribution is locally given by (6), namely,

∆Q(q) = {q̇ ∈ TqQ | ⟨ωr(q), q̇⟩ = 0, r = 1, ...,m < n} ,

where ωr = ωr
i (q)dq

i, r = 1, ...,m < n are some given m independent one-forms on Q, the
(+)-discrete Lagrange–d’Alembert–Pontryagin equations can be rewritten by using Lagrange
multipliers as

pk+1 =
∂Ld

∂vk
(qk, vk), pk +

∂Ld

∂qk
(qk, vk) = (µr)kω

r(qk), qk+1 = vk,
〈
ωr(vk),

vk − qk
h

〉
= 0.

Hence, the corresponding (+)-discrete Lagrangian–d’Alembert equations are

D2Ld(qk−1, qk) +D1Ld(qk, qk+1) = (µr)kω
r(qk),

〈
ωr(qk+1),

qk+1 − qk
h

〉
= 0.

The (−)-discrete Lagrange–d’Alembert–Pontryagin equations can be rewritten using La-
grange multiplies as

pk = − ∂Ld

∂vk+1
(vk+1, qk+1), pk − ∂Ld

∂qk
(vk, qk) = (µr)kω

r(qk),

qk = vk+1,
〈
ωr(vk+1),

qk+1 − vk+1

h

〉
= 0,

Hence, the corresponding (−)-discrete Lagrangian–d’Alembert equations are

D2Ld(qk−1, qk) +D1Ld(qk, qk+1) = −(µr)kω
r(qk),

〈
ωr(qk),

qk+1 − qk
h

〉
= 0.
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8 Examples of the discrete Lagrange–Dirac dynamical
systems
In this section, we illustrate how nonholonomic mechanical systems can be described by the
(±)-discrete Lagrange–Dirac dynamical systems by two examples, i.e., the vertical rolling disk
on a plane and the classical Heisenberg system; as to these examples, refer to [1].

8.1 The vertical rolling disk on the plane
Continuous setting. In this example, we consider a homogenous disk rolling without
slipping on a horizontal plane or tilting away from the vertical. Let S1 denote the unit circle
in the plane; it is parameterized by an angular variable. The configuration space of the rolling
disk is then Q = R2 × S1 × S1, whose arbitrary point q is denoted by the local coordinates
(x, y, θ, ϕ). Here (x, y) indicates the position of the contact point on the xy-plane, θ the rotation
angle of the disk, and ϕ the orientation of the disk (Fig. 8). The kinetic energy of the rolling
disk is given by

K(q, q̇) =
1

2
m
(
ẋ2 + ẏ2)+ 1

2
Iθ̇2 +

1

2
Jϕ̇2,

where m is the mass of the disk, I is the moment of inertia of the disk about the axis perpen-
dicular to the plan of the disk, and J is the moment of inertia about an axis in the plan of the
disk. As illustrated in [7, 8], we add an artificial potential V = −10 sin θ in order to force the
system. Then the Lagrangian of the rolling disk to be

L(q, q̇) = K(q, q̇)− V (q) =
1

2
m
(
ẋ2 + ẏ2)+ 1

2
Iθ̇2 +

1

2
Jϕ̇2 − 10 sin θ.

As the point fixed on the rim of the disk has zero velocity at the point of contact with the
xy-plane, we have the following nonholonomic constraints of rolling without slipping

ẋ = R(cosϕ)θ̇,

ẏ = R(sinϕ)θ̇,
(60)

where R is the radius of the disk.

φ

Figure 8. A rolling disk on the plane.

Noting q1 = x, q2 = y, q3 = θ, and q4 = ϕ, the nonholonomic constraints are given by the
distribution

∆Q(q) = {(q, q̇) | ⟨ωr(q), q̇⟩ = 0, r = 1, 2} ,
where ωr(q) = ωr

i (q)dq
i, r = 1, 2 are the differential forms on Q given by

ω1(q) = dx−R(cosϕ)dθ, ω2(q) = dy −R(sinϕ)dθ,
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and where the non-zero coefficients are

ω1
1(q) = 1, ω1

3(q) = −R cosϕ, ω2
2(q) = 1, ω2

3(q) = −R sinϕ.

Using Lagrange multipliers µr, r = 1, 2, the equations of motion of the continuous Lagrange–
Dirac system given in (29) are

px = mvx, py = mvy, pθ = Ivθ, pϕ = Jvϕ,

ẋ = vx, ẏ = vy, θ̇ = vθ, ϕ̇ = vϕ,

ṗx = µ1ω
1
1 , ṗy = µ2ω

2
2 , ṗθ + 10 cos θ = µ1ω

1
3 + µ2ω

2
3 , ṗϕ = 0,

together with the nonholonomic constraints ωr
i (q)q̇

i = 0 in (60).

The (+)-discrete Lagrange–Dirac dynamical system. For the Lagrangian

L(q, v) =
1

2
m
(
v2x + v2y

)
+

1

2
Iv2θ +

1

2
Jv2ϕ − 10 sin θk,

the discrete Lagrangian is given in local coordinates (qk, vk) ∈ Q×Q by

Ld(qk, vk) = hL
(
qk,

vk − qk
h

)
= h

[
1

2
m

{(
(vx)k − xk

h

)2

+

(
(vy)k − yk

h

)2
}

+
1

2
I

(
(vθ)k − θk

h

)2

+
1

2
J

(
(vϕ)k − ϕk

h

)2

− 10 sin θk

]
,

where h = tk+1 − tk ∈ R+ is a constant time step. Recall from (53) that the equations of
motion for the (+)-discrete Lagrange–Dirac dynamical system are

pk+1 =
∂Ld

∂vk
(qk, vk), pk +

∂Ld

∂qk
(qk, vk) ∈ ∆◦

Q(qk), qk+1 = vk, (qk, vk) ∈ ∆d+
Q ,

and then we get

(px)k+1 =
m

h
{(vx)k − xk} , (py)k+1 =

m

h
{(vy)k − yk} , (pθ)k+1 =

I

h
{(vθ)k − θk} ,

(pϕ)k+1 =
J

h
{(vϕ)k − ϕk} , (vx)k = xk+1, (vy)k = yk+1, (vθ)k = θk+1, (vϕ)k = ϕk+1,

(px)k − m

h
{(vx)k − xk} = (µ1)k ω

1
1(qk), (py)k − m

h
{(vy)k − yk} = (µ1)k ω

2
2(qk),

(pθ)k − I

h
{(vθ)k − θk} − 10h cos θk = (µ1)k ω

1
3(qk) + (µ2)k ω

2
3(qk),

(pϕ)k − J

h
{(vϕ)k − ϕk} = 0,

together with (qk, vk) ∈ ∆d+
Q , namely,

(vx)k − xk

h
−R(cosϕk+1)

(
(vθ)k − θk

h

)
= 0,

(vy)k − yk
h

−R(sinϕk+1)

(
(vθ)k − θk

h

)
= 0.

Therefore, the (+)-discrete Lagrange–Dirac dynamical system (54) is simplified by eliminating
the variables vk and pk, and becomes

m

h
(2xk − xk−1 − xk+1) = (µ1)k,

m

h
(2yk − yk−1 − yk+1) = (µ2)k,

I

h
(2θk − θk−1 − θk+1)− 10h cos θk = −(µ1)kR cosϕk − (µ2)kR sinϕk,

J

h
(2ϕk − ϕk−1 − ϕk+1) = 0,
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subject to constraints
xk+1 − xk

h
−R cosϕk+1

θk+1 − θk
h

= 0,

yk+1 − yk
h

−R sinϕk+1
θk+1 − θk

h
= 0.

The (−)-discrete Lagrange–Dirac dynamical system. The discrete Lagrangian is
given in local coordinates (vk+1, qk+1) ∈ Q×Q by

Ld(vk+1, qk+1) = hL
(
vk+1,

qk+1 − vk+1

h

)
= h

[
1

2
m

{(
xk+1 − (vx)k+1

h

)2

+

(
yk+1 − (vy)k+1

h

)2
}

+
1

2
I

(
θk+1 − (vθ)k+1

h

)2

+
1

2
J

(
ϕk+1 − (vϕ)k+1

h

)2

− 10 sin(vθ)k+1

]
.

Recall from (54) that the equations of motion for the (−)-discrete Lagrange–Dirac dynamical
system are

pk = − ∂Ld

∂vk+1
(vk+1, qk+1), pk − ∂Ld

∂qk
(vk, qk) ∈ ∆◦

Q(qk), qk = vk+1, (vk+1, qk+1) ∈ ∆d−
Q ,

and then we get

(px)k =
m

h
{xk+1 − (vx)k+1} , (py)k =

m

h
{yk+1 − (vy)k+1} ,

(pθ)k =
I

h
{θk+1 − (vθ)k+1}+ 10 cos(vθ)k+1,

(pϕ)k =
J

h
{ϕk+1 − (vϕ)k+1} , (vx)k+1 = xk, (vy)k+1 = yk, (vθ)k+1 = θk, (vϕ)k+1 = ϕk,

(px)k − m

h
{xk − (vx)k} = (µ1)k ω

1
1(qk), (py)k − m

h
{yk − (vy)k} = (µ1)k ω

2
2(qk),

(pθ)k − I

h
{θk − (vθ)k} = (µ1)k ω

1
3(qk) + (µ2)k ω

2
3(qk), (pϕ)k − J

h
{ϕk − (vϕ)k} = 0,

together with (vk+1, qk+1) ∈ ∆d−
Q , namely,

xk+1 − (vx)k+1

h
−R cosϕk

θk+1 − (vθ)k+1

h
= 0,

yk+1 − (vy)k+1

h
−R sinϕk

θk+1 − (vθ)k+1

h
= 0.

Therefore, the (−)-discrete Lagrange–Dirac dynamical system (54) is simplified by eliminating
the variables vk and pk, and becomes

m

h
(xk+1 − 2xk + xk−1) = (µ1)k,

m

h
(yk+1 − 2yk + yk−1) = (µ2)k,

I

h
(θk+1 − 2θk + θk−1) + h10 cos θk = −(µ1)k R cosϕk − (µ2)k R sinϕk,

J

h
(ϕk+1 − 2ϕk + ϕk−1) = 0,

subject to the constraints

xk+1 − xk

h
−R(cosϕk)

(
θk+1 − θk

h

)
= 0,

yk+1 − yk
h

−R(sinϕk)

(
θk+1 − θk

h

)
= 0.
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Numerical tests. In the following numerical results, the step is set to be h = 0.001 while
the time interval is chosen as [0, 50]. We use the following parameters m = 1.0, r = 1.0,
I = 0.25, J = 0.5. The initial conditions are set to be

(x0, y0, ϕ0, θ0) =
(
0.0, 0.0,

π

3
, 0
)
,

and (x1, y1, ϕ1, θ1) are determined such that θ1 = θ0 + h(vθ)0 = 0.01, ϕ1 = ϕ0 + h(vϕ)0 =
1.0481976, x1 = x0+ r(θk − θk+1) cosϕ0 = 0.005 and y1 = z0+ r(θk − θk+1) sinϕ0 = 0.0086603.

We illustrate the trajectory of the vertical coin that is obtained by the (+)-discrete Lagrange–
Dirac dynamical system in Fig. 9 and also show the energy behavior of E+

d in Fig. 10 and we
also show the discrete path of the position x and the momentum pϕ respectively in Fig. 11 and
Fig. 12.
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Figure 9. Trajectory (x(t), y(t)) on a plane.
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Figure 10. Energy behavior E+
d (t).
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Figure 11. Discrete path x(t).
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Figure 12. Momentum pϕ(t).

We also illustrate the trajectory of the vertical coin that is obtained by the (−)-discrete
Lagrange–Dirac dynamical system in Fig. 13, and show the energy behavior of E−

d in Fig. 14
and the discrete paths of the position x and the momentum pϕ respectively in Fig. 15 and Fig.
16.

Figs. 10 and 14 exhibit good energy behavior, while Figs. 12 and 16 demonstrate the
conservation of momentum pϕ well.

8.2 The classical Heisenberg system
Continuous setting. As another example, let us consider a classical Heisenberg system
whose Lie algebra is similar to the Heisenberg algebra in quantum mechanics; see, e.g., [1].
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Figure 13. Trajectory (x(t), y(t)) on a plane.
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Figure 14. Energy behavior E−
d (t).

0 20 40 60 80 100

t

−25

−20

−15

−10

−5

0

5

10

x

Figure 15. Discrete path x(t).
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Figure 16. Momentum pϕ(t).

The configuration space is given by Q = R3, with local coordinates q = (x, y, z) ∈ Q, and the
system has a Lagrangian on TQ given by

L(q(t), q̇(t)) =
1

2

(
ẋ2(t) + ẏ2(t) + ż2(t)

)
. (61)

The motion q(t) ∈ Q, t ∈ [0, T ] ⊂ R+ of the system is subject to the nonholonomic constraint
as q̇ = (ẋ, ẏ, ż) ∈ ∆Q(q) ⊂ TqQ, in which ∆Q ⊂ TQ is the constraint distribution given by

∆Q(q) = {q̇ ∈ TqQ | ⟨ω(q), q̇⟩ = 0} ,

where ω(q) = dz − ydx+ xdy is a differential form on Q. The nonholonomic constraint can be
rewritten in local coordinates as

ż(t) = y(t)ẋ(t)− x(t)ẏ(t),

whose annihilator ∆◦
Q ⊂ T ∗Q is

∆◦
Q(q) :=

{
α ∈ T ∗

q Q | ⟨α, q̇⟩ = 0, ∀q̇ ∈ ∆Q(q)
}
,

α ∈ ∆◦
Q(q) is locally represented by using a Lagrange multiplier µ as α = µ(dz − ydx+ xdy).

Hence, the Lagrange–Dirac dynamical system in (29) is given by

ẋ = vx, ẏ = vy, ż = vz, px = vx, py = vy, pz = vz,

ṗx = −µy, ṗy = µx, ṗz = µ, ż = yẋ− xẏ.

Direct calculation shows that the energy 1
2

(
ẋ2(t) + ẏ2(t) + ż2(t)

)
is a constant of motion.
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The (+)-discrete Lagrange–Dirac dynamical system. The discrete Lagrangian is
given, in coordinates (qk, vk) ∈ Q×Q, by

Ld(qk, vk) = hL
(
qk,

vk − qk
h

)
=

h

2

{(
(vx)k − xk

h

)2

+

(
(vy)k − yk

h

)2

+

(
(vz)k − zk

h

)2
}
.

By using (53), we get the equations of motion for the (+)-discrete Lagrange–Dirac dynamical
system as

(px)k+1 =
1

h
{(vx)k − xk} , (py)k+1 =

1

h
{(vy)k − yk} , (pz)k+1 =

1

h
{(vz)k − zk} ,

(px)k − 1

h
{(vx)k − xk} = −µk yk, (py)k − 1

h
{(vy)k − yk} = µk xk,

(pz)k − 1

h
{(vz)k − zk} = µk, xk+1 = (vx)k, yk+1 = (vy)k, zk+1 = (vz)k,

together with (qk, vk) ∈ ∆d+
Q , namely,

zk+1 − zk
h

= yk+1
xk+1 − xk

h
− xk+1

yk+1 − yk
h

.

Thus, the (+)-discrete Lagrange–Dirac system are immediately obtained as follows:

2xk − xk−1 − xk+1

h
= −µkyk,

2yk − yk−1 − yk+1

h
= µkxk,

2zk − zk−1 − zk+1

h
= µk,

zk+1 − zk
h

= yk+1
xk+1 − xk

h
− xk+1

yk+1 − yk
h

.

The (−)-discrete Lagrange–Dirac dynamical system. The discrete Lagrangian is
given in local coordinates (vk+1, qk+1) ∈ Q×Q by

Ld(vk+1, qk+1) = hL
(
vk+1,

qk+1 − vk+1

h

)
=

h

2

{(
xk+1 − (vx)k+1

h

)2

+

(
yk+1 − (vy)k+1

h

)2

+

(
zk+1 − (vz)k+1

h

)2
}
.

By using (54), the equations of motion for the (−)-discrete Lagrange–Dirac dynamical system
are obtained as

(px)k =
1

h
{xk+1 − (vx)k+1} , (py)k =

1

h
{yk+1 − (vy)k+1} , (pz)k =

1

h
{zk+1 − (vz)k+1} ,

(px)k − 1

h
{xk − (vx)k} = −µk yk, (py)k − 1

h
{yk − (vy)k} = µk xk,

(pz)k − 1

h
{zk − (vz)k} = µk, (vx)k+1 = xk, (vy)k+1 = yk, (vz)k+1 = zk,

together with (qk, vk) ∈ ∆d−
Q , namely,

zk+1 − zk
h

= yk
xk+1 − xk

h
− xk

yk+1 − yk
h

.

Thus, the (−)-discrete Lagrange–Dirac system are immediately obtained as follows:

2xk − xk−1 − xk+1

h
= −µkyk,

2yk − yk−1 − yk+1

h
= µkxk,

2zk − zk−1 − zk+1

h
= µk,

zk+1 − zk
h

= yk
xk+1 − xk

h
− xk

yk+1 − yk
h

.
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Note that the obtained equations of motion for the (±)-discrete Lagrange–Dirac dynamical
systems are identical to each other. It can be shown by direct calculation that the corre-
sponding discrete energy, the one obtained by applying the Legendre transforms to the discrete
generalized energies E±

d ,

Ed(xk, yk, zk, xk+1, yk+1, zk+1) =
1

h

(
(xk+1 − xk)

2 + (yk+1 − yk)
2 + (zk+1 − zk)

2) ,
is a constant of motion.

Numerical tests. In the following numerical results, the step is set to be h = 0.01 while
the time interval is chosen as [0, 1000]. We use the same parameters as before except the initial
condition. The initial condition is chosen to be

(x0, y0, z0) = (1.0, 0.0, 0.1), (x1, y1, z1) = (1.05, 0.1, 0.0). (62)

We show the discrete path of the position (x(t), y(t), z(t)) of the particle in Fig. 17 and the
velocity (vx(t), vy(t), vz(t)) in Fig. 18. We also present the momentum (px(t), py(t), pz(t)) in
Fig. 19 and the energy behaviors in Fig. 20, each of which illustrates that the momentum and
the energy are well preserved, respectively.
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Figure 17. Position (x(t), y(t), z(t)).

0 200 400 600 800 1000

t

−15000

−10000

−5000

0

5000

10000

15000

ve
lo

ci
ty

vx
vy

vz

Figure 18. Velocity (vx(t), vy(t), vz(t)).
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Figure 19. Momentum (px(t), py(t), pz(t)).
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Figure 20. Energy behaviors E±
d (t).

9 Conclusions
In this paper, we have proposed (±)-discrete Dirac structures Dd±

M on a manifold M , which
are induced from the discrete two-forms Ωd±

M and the discrete constraint spaces ∆d±
M . These

structures serve as discrete analogues of the Dirac structure DM on M . Specifically, we have
developed the (±)-discrete induced Dirac structure Dd±

∆Q
⊂ (T ∗Q × T ∗Q) ⊕ T ∗T ∗Q over the
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cotangent bundle T ∗Q, corresponding to the continuous Dirac structure D∆Q ⊂ TT ∗Q⊕T ∗T ∗Q

described in [41]. Here, the (±)-discrete canonical symplectic one-forms Θd±
T∗Q are introduced,

and the (±)-discrete canonical symplectic structures Ωd±
T∗Q are defined as Ωd±

T∗Q = −dΘd±
T∗Q.

The key idea involves using (±)-finite difference maps to obtain forward and backward finite
difference approximations for Q×Q, T ∗(Q×Q), and T ∗Q×T ∗Q, corresponding to TQ, T ∗TQ,
and TT ∗Q, respectively. The base manifold Q is consistently assigned from Q × Q using the
(±)-Legendre transform F±Ld : Q×Q → T ∗Q.

For the discrete Lagrange–Dirac dynamical systems, we have demonstrated the discrete
analogue of the bundle structure between T ∗T ∗Q, TT ∗Q, and T ∗TQ, establishing a discrete
diffeomorphism between T ∗T ∗Q, T ∗Q × T ∗Q, and T ∗(Q × Q). Then, we have derived the
(±)-discrete Dirac differential of the discrete Lagrangian and have illustrated the (±)-discrete
Lagrange–Dirac dynamical system using (±)-discrete evolution maps. Furthermore, we have
shown that the discrete Lagrange–d’Alembert equations developed by [7, 32] can be recovered
from the (±)-discrete Lagrange–d’Alembert–Pontryagin equations. Finally, we have validated
our theory of discrete Lagrange–Dirac dynamical systems through illustrative examples, in-
cluding the vertical rolling disk on a plane and the classical Heisenberg system.

There are some interesting topics for future work that may be relevant with this paper as
follows:

• Development of discrete Hamilton–Dirac dynamical systems: We do not know how the
discrete Hamilton systems can be understood in the context of the (±)-discrete Dirac
structures. In particular, we will explore how the symplectic Euler-A and Euler-B methods
can be understood in the framework of discrete Hamilton–Dirac dynamical systems.

• Extension to the infinite dimensional Dirac dynamical systems: The exploration of this
paper has been restricted to the finite dimensional cases, but there may be natural ex-
tensions to the infinite dimensional case of the (±)-discrete Lagrange–Dirac dynamical
systems.

• Discretization of the Lie–Dirac reduction and the associated reduced discrete Lagrange–
Dirac systems: We will develop the discrete analogue of the Euler–Poincaré–Suslov re-
duction and the Lie–Poisson–Dirac reduction ([40]).

• Applications to nonequilibrium thermodynamic systems: The variational discretization
of simple closed nonequilibrium thermodynamic systems was explored in [18], while we
do not understand how such a simple closed nonequilibrium thermodynamic system can
be understood in the context of the (±)-discrete Lagrange–Dirac dynamical systems.
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