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Abstract
Dynamic Stackelberg games are a broad class of two-player games in which the leader acts first,
and the follower chooses a response strategy to the leader’s strategy. Unfortunately, only stylized
Stackelberg games are explicitly solvable since the follower’s best-response operator (as a function
of the control of the leader) is typically analytically intractable. This paper addresses this issue
by showing that the follower’s best-response operator can be approximately implemented by an
attention-based neural operator, uniformly on compact subsets of adapted open-loop controls for
the leader. We further show that the value of the Stackelberg game where the follower uses the
approximate best-response operator approximates the value of the original Stackelberg game. Our
main result is obtained using our universal approximation theorem for attention-based neural
operators between spaces of square-integrable adapted stochastic processes, as well as stability
results for a general class of Stackelberg games.

1. Introduction

In the classical formulation of Stackelberg games, there are generally two players: a leader (major)
who moves first and a follower (minor) who then reacts. One is typically interested in studying
the equilibrium of these games, in which both players cannot increase their utilities by (re)acting
differently. The generic structure of these games has led their equilibria to become a powerful
mathematical tool to describe the evolution of incentives in complex environments with economic
applications ranging from control of disease transmission in epidemiology Aurell et al. (2022); Hubert
et al. (2022), contract design Conitzer and Sandholm (2006); Elie et al. (2019); Keppo et al. (2024);
Hernández and Possamäı (2024); Hernández et al. (2024), advertising He et al. (2008), mobile net-
work planning Zheng et al. (2018), economic behaviour in oligopolies Carmona and Dayanıklı (2021),
brokerage Alvarez et al. (2023), (re)insurance Cao et al. (2022); Kroell et al. (2023); Ghossoub and
Zhu (2024), risk management Bensalem et al. (2020); Li et al. (2022), algorithmic auction/mechanism
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design Conitzer and Sandholm (2006); Konrad and Leininger (2007); Dierks and Seuken (2022), se-
curity Kar et al. (2017); An et al. (2011), and green investments Zhang et al. (2023). Most of these
applications consider dynamic Stackelberg games, where the game is played continuously in several
rounds. Even though these games provide powerfully descriptive theoretical vehicles, the highly
intertwined structure of Stackelberg equilibria can be challenging both numerically and analytically.

This paper shows that deep learning can provide a viable and generic computational vehicle
by which dynamic Stackelberg games can be computationally solved. We exhibit a class of neural
operators leveraging an attention mechanism which can approximately implement the follower’s
best response map to arbitrary precision, uniformly on compact subsets of the leader’s strategies
(defined below). Unlike most neural operator models, which focus on learning the solution map
of PDEs Kovachki et al. (2021); Lanthaler et al. (2022a); Lee et al. (2023); Lanthaler and Stuart
(2023); Kovachki et al. (2023); Benitez et al. (2023); Raonic et al. (2024); Bartolucci et al. (2024);
Fanaskov and Oseledets (2024) or inverse-problems Calderon-Macias (1997); Molinaro et al. (2023);
de Hoop et al. (2022, 2024), our neural operators are not defined between function spaces but between
spaces of stochastic controls. Our attention mechanism mimics that of Vaswani et al. (2017) used
in transformers Bahdanau et al. (2015) while reflecting the geometry of the input and output spaces
of stochastic processes, and it extends the attention mechanisms of Acciaio et al. (2023). We note
that, it is natural to consider compact sets of controls not only from approximation-theoretic vantage
point but also from the control-theoretic perspective; this is because this guarantees the existence
of a Stackelberg equilibrium under only minimal assumptions.

Here, we consider the following class of dynamic Stackelberg games, with stochastic effects, where
both players (re)act in continuous time according to the following general dynamics

dXt = f(Xt, u
0
t , u

1
t )dt+ σ(Xt, u

0
t , u

1
t )dWt

where W·
def.
= (Wt)t≥0 is d-dimensional standard Brownian motions and ui·

def.
= (uit)t≥0 are the

(re)actions/strategies of each player, where i = 0 is the leader and i = 1 indexes the follower.
Each player seeks to optimize their respective objective functions, one in which we impose mini-
mal continuity requirements since we are not interested in analytic expression, which would require
highly stylized assumptions on the dynamics and objective functions of all involved players. Rather,
our goal is to show that a deep learning solution via neural operators is possible for a broad class of
Stackelberg games lying outside the score of these classical stylized settings. Our first main result
(Theorem 7) shows under enough strong-convexity requirements on the utility of the follower the
best response maps depend continuously on each leader’s actions, then there is a neural operator
which can approximate the follower’s best response map, uniformly over any compact set of actions
of the leader, to any given precision.

In general, it is well-known that the approximation of non-linear maps/operators between infinite-
dimensional Hilbert spaces by deep learning models may be practically challenging due to necessarily
slow convergence rates; see e.g. Lanthaler and Stuart (2023), which is effectively an exacerbated
version of the curse of dimensionality known in the finite-dimensional setting, see e.g. Shen et al.
(2022). Unlike the finite-dimensional setting, sufficient smoothness is insufficient to obtain reasonable
convergence rates in general, Galimberti et al. (2022), and typically, one has to hope for favorable
structures which can be exploited by the neural operator; see e.g. Marcati and Schwab (2023), to
obtain fast convergence rates. Fortunately, we identify a set of structures that can be exploited by our
neural operator for a class of Stackelberg games that encompass analytically-solvable linear-quadratic
games. Our second main result (Theorem 11) shows that if the compact set of controls is compatible
with the best-response map, then one may guarantee efficient convergence rates for neural operator
approximations of the best response map for the follower. We conclude that neural operators can
efficiently approximate the solutions to a wide class of Stackelberg games, encompassing those games
which are solvable via classical analytic means.

Additionally, we identify an unsupervised objective function which provides a heuristic helping
to detect the suitability of a neural operator approximating the best response map of the follower
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(Theorem 8). Importantly, this heuristic objective function does not require observations of the true
optimal response (which would be an irrealistic supervised problem).

We use control theoretical arguments to prove that the leader and the follower have optimal
strategies with enough continuous dependence on one another to be uniformly approximable on
compact sets of (re)actions. We also provide an illustrative counterexample showing that the best-
response map might fail to be continuous without these strong-convexity requirements. Thus, with-
out the strong-convexity assumption, discontinuous functions cannot be uniformly approximated by
any continuous models due to the Uniform Limit Theorem; see e.g. (Munkres, 2000, Theorem 21.6).

On the technical front: our main control-theoretic contributions (Lemma B.5 together with 13)
show that generically the optimal response of the follower is 1/2-Hölder continuous in the leader’s
control if the problem of the follower is strongly convex. Our main approximation theoretic con-
tribution is a quantitative universal approximation theorem (Theorem 12) showing that neural
operators are capable of approximating Hölder continuous non-linear operators between space of
square-integrable F-adapted processes (open-loop controls). Together, these control-theoretic and
approximation-theoretic are enough to show that the best-response map is approximable by neural
operators. Moreover, for suitable sets of controls, our precise analysis both of the regularity of the
best response map and the dependence of the neural operator complexity on the set of controls,
allow us to conclude that polynomial approximation rates are possible (Theorem 11).

Our neural operators leverage an attention-like decoding layer, similar to transformers Vaswani
et al. (2017), which allows for nonlinear decoding, unlike PCA-net Lanthaler (2023), the encoder-
decoder models of Galimberti et al. (2022), and several others. The relationship between our infinite-
dimensional analogue of the classical attention of Bahdanau et al. (2015) is also discussed. Attention
mechanisms in operator learning, by now, have found common use in implementations; see e.g. the
Galerkin transformers of Cao (2021) or the Continuum Attention Mechanism of Calvello et al. (2024).

Organization of Paper Following the literature review in Section 2, the remainder of our paper
is organized as follows:

(i) Section 2 and 3, respectively, review the literature and the necessary background in stochastic
analysis and in deep approximation theory to formulate our main results.

(ii) Section 4 contains our main results.

(iii) Section 5 explains why our main results work by overviewing our proof strategy, during which
we showcase our supporting technical results of independent technical interest.

(iv) Section 6 showcases examples of Stackelberg games satisfying our convexity requirements.

All technical derivations are relegated to appendix B.

2. Related Literature

Stackelberg Games in Machine Learning In Stackelberg games, both players seek to maximize
their gain while being fully rational. This characteristic “conditional” sequential structure is the
hallmark challenge rendering Stackelberg games analytically intractable and the reason motivating
significant attention from the machine learning community Reisinger and Zhang (2020); Ito et al.
(2021); Gao et al. (2022); Haghtalab et al. (2023); Harris et al. (2023); Gerstgrasser and Parkes
(2023); Dayanikli and Lauriere (2023), and their related FBSDEs Furuya and Kratsios (2024), look-
ing for new algorithmic tools capable of solving this class of differential games. Nevertheless, there
is currently no available deep learning model which is guaranteed to solve a Stackelberg game, much
less in continuous time with stochastic effects.
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Neural Operators The power of deep learning to solve previously intractable high-dimensional
computational problems has motivated the deep learning community to extend these tools to the
infinite-dimensional setting with models such as DeepONets Lu et al. (2019, 2021); Goswami et al.
(2022) and a variety of neural operator architectures; e.g. Fourier Neural Operators Li et al. (2020);
Kovachki et al. (2021); Li et al. (2023), graph neural operators Anandkumar et al. (2020), causal
neural operators Galimberti et al. (2022), neural operator analogues of transformers Hao et al.
(2023), convolutional neural operators Raonic et al. (2024), encoder-decoder models such as PCA-
net Lanthaler et al. (2022b), and a myriad of other models. The community has largely been
motivated by demand in the scientific computing community, focusing on designing neural operators
tailored which can learn to solve (i.e. learn the solution operator) to high-dimensional partial integro-
differential equations (PIDEs) with applications ranging from physics and engineering De Ryck et al.
(2024) to quantitative finance Acciaio et al. (2023). However, the full power of neural operators
remains otherwise largely unexplored as the community has focused mainly on the approximation
capacity of these models between function spaces with a view towards PIDEs. Here, we probe the
limits of neural operators beyond PIDEs by showing that they can solve a broad class of problems
at the intersection of game theory and stochastic analysis.

Notation

We use the following notations. For any C ∈ N+, we denote the C-simplex by ∆C
def.
= {u ∈

[0, 1]C :
∑C

c=1 uc = 1} and we define the associated softmax function by softmaxC : RC ∋ w 7→(
ewc/

∑C
c=1 e

wc
)C
c=1

∈ ∆C . Both in ∆C and softmaxC , the subscript C will be suppressed when

clear from the context. We will write f ∈ Õ(g) if f ∈ O(g logk(g)) for some k ∈ N+.

3. Preliminaries

We now overview the background required to formulate the main results of our paper and formalize
our neural operator model. We first overview the notion of a square-integrable predictable process
from stochastic analysis and then the definition of a multilayer perceptron (MLP) from deep learning.
Additional details are included in Appendix B.3.

3.1 Predictable Processes

Fix a time horizon T > 0 and let (Ω,F ,F,P) be a filtered probability space whose filtration F def.
=

(Ft)0≤t≤T is generated by a d-dimensional Brownian motion W·
def.
= (Wt)0≤t≤T ; for some d ∈ N+. We

consider the space H2
T of all square-integrable F-predictable processes on (Ω,F ,F,P) whose elements

H·
def.
= (Ht)0≤t≤T ∈ H2

T consist of d-dimensional F-predictable processes for which the norm

∥H∥2H2
T

def.
= E

[∫ T

0

|Hs|2d s
]
,

is finite. Furthermore, H2
T is a separable infinite-dimensional Hilbert space whose inner product

⟨·, ·⟩H2
T

, is given for each H·, H̃· ∈ H2
T by

⟨H·, H̃·⟩2H2
T

def.
= E

[∫ T

0

H⊤
s H̃s ds

]
.

Similarly to the Fourier neural operator and the neural operators of, our approximation results
will rely on an orthogonal basis1 of H2

T . We begin by constructing a relatively computationally

1. Some authors emphasize that “orthonormal basis” is rather a complete orthonormal system since it is not a linear
algebraic basis. However, we follow the common abuse of terminology standard in functional analysis.
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convenient basis of L2(Ft) based on the Wiener Chaos decomposition. A key feature of the following
orthonormal basis is that no iterated stochastic integrals need to be explicitly computed, as is the
case with general Wiener Chaos decompositions; see Appendix B.3 for additional details.

For any i ∈ N, the Hermite polynomials (hi)i∈N are the eigenfunctions of the generator d2

dx2 −
x d
dx of the Ornstein-Uhlenbeck process dXt = −Xt +

√
2dWt. For each i ∈ N+, the ith Hermite

polynomial hi is given recursively by Rodrigues’ formula as

hi(x) =
(−1)i

i!
ex

2/2 d
i

dxi
e−x2/2, h0(x) = 1.

The Hermite polynomials allow us to define a family of random variables
{
uti,j,k : j ∈ N, i, k ∈

N, k+1
2i ≤ 1

}
⊂ L2(Ft) where each uti,j,k is defined by

uti,j,k
def.
=

j∏
j̃=1

hj̃
(
2iW tk

2i
− 2i+1W t(1+2k)

2i+1
+ 2iW t(k+1)

2i

)
. (1)

Using (1), we construct a predictable and dynamic version of the Wiener chaos decomposition.
First recall the Haar (wavelet) system on the larger space L2([0, T ]) where (ψi,k)i,k∈N;0≤k, k+1

2i
≤1 and

ψi,k(t)
def.
= 2i

(
I[T k

2i
,T 1+2k

2i+1 )(t) − I[T 1+2k

2i+1 ,T k+1

2i
)(t)
)

which is a complete orthonormal basis of L2([0, T ]), see (Meyer, 1990, Chapter 3). The Haar wavelet
system will allow us to activate/deactivate the random variables in Wiener Chaos, in (1), as a
function of time. We focus on the collection of simple processes obtained as linear combinations of

S def.
=
{
us1,s2i,j,k : i, j, k, s1, s2 ∈ N, s2 + 1 ≤ 2s1 ,

k + 1

2i
≤ s2

2s1

}
us1,s2i,j,k (t, ω)

def.
=ψs1,s2(t) · uTi,j,k(ω).

(2)

It can be shown, see Lemma B.6 in the proofs section, that S is an orthonormal basis of H2
T .

Furthermore, S has an elegant interpretation as a Haar wavelet expansion in time and the iterated
Itô stochastic integral of a Haar wavelet expansion in space. The ability to explicitly compute the
iterated Itô stochastic integrals of the Haar wavelet system in space makes this closed-form expansion
particularly favourable, especially in higher dimensions where the computation of iterated stochastic
integrals can be computationally intensive.

3.1.1 Examples of Compact Sets of Square-Integrable Controls

We will often be considering compact subsets of H2
T whereon we frame the existence of Stack-

elberg equilibria exist and uniform approximation is possible. There are several other examples
of a compact subset of H2

T routinely encountered in the literature, for example, sets of processes
which are Malliavin differentiable with uniformly bounded Malliavin Derivative, see (Baños et al.,
2018, Corollary C.3.), or perturbations of closed-loop controls which are efficiently approximable
(see Section 4.2). Two illustrative, but broad classes, of examples are now constructed; building on
compactness results in classical function spaces.

Example 1 (Compactness Via Regularity of the Malliavin Derivative). For given C ≥ 0, and
α ∈ (0, 1), define Kα,C ⊂ H2

T as the set of H ∈ H2
T so that

sup
0≤s≤t≤T

E[|DsHt|2+|Ht|2] ≤ C, sup
0≤s<t≤T

E[|Ht −Hs|2]

|t− s|α
≤ C, and sup

r,0≤s<t≤T

E[|DtHr −DsHr|2]

|t− s|α
≤ C.
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For H ∈ Kα,C , thanks to (Nualart, 2006, Proposition 1.3.8) we can compute the Malliavin derivative

Dt

∫ T

0
HrdWr = Ht +

∫ T

t
DtHrdWr for 0 ≤ s < t ≤ T so that we have the following estimate

E[|Dt

∫ T

0
HrdWr −Ds

∫ T

0
HrdWr|2]

|t− s|α

≤ 2
E[|Ht −Hs|2] + E[|

∫ t

s
DsHrdWr|2] + E[|

∫ T

t
DtHr −DsHrdWr|2]

|t− s|α

≤ 2
E[|Ht −Hs|2]

|t− s|α
+ 2

∫ t

s
E[|DsHr|2]dr

|t− s|α
+ 2

∫ T

t

E[|DtHr −DsHr|2]

|t− s|α
dr ≤ 2C(1 + T 1−α + T ).

Thanks to (Baños et al., 2018, Corollary C3), this estimate impiles that the set of random variables

{
∫ T

0
HsdWs : H ∈ Kα,C} is relatively compact in the set of square integrable random variables. This

implies by Ito’s isometry that Kα,C is relatively compact in H2
T .

In a very special case of Example 1, one may require the predictable process H· to be a (non-
random) smooth function. This next example shows precisely this, and it elucidates the link between
classical families of smooth functions and compact sets of open-loop controls.

Example 2 (Compactness Via Continuously Differentiable Martingale Controls). Fix T > 0. Let
W 1,2([0, 1]) denote the Sobolev space on the unit interval [0, 1]; and denote its norm by ∥ · ∥W 1,2 .
By the Rellich-Kondrashov Theorem, see e.g. (Evans, 2010, Theorem 5.1), the set of function ς :
[0, 1] → R satisfying

∥ς∥W 1,2 ≤ 1 (3)

is compact in L2([0, 1]). By the Ito isometry the set of FT -measurable random variables
∫ T

0
ς(t) dWt

is therefore compact in L2(FT ). Since conditional expectations are non-expansive (1-Lipschitz) then

the set K ⊂ H2
T of processes/open-loop controls u

def.
= (ut)0≤t≤T of the form

ut = E
[ ∫ T

0

ς(s) dWs

∣∣∣Ft

]
=

∫ t

0

ς(s) dWs

where ς satisfies (3), is compact in H2
T , and the last inequality held by the Martingale property of

the Itô (stochastic) integral.

Example 3 (Deterministic Hölder Continuous Controls). Fix T > 0, 0 < α ≤ 1, and consider the
set Kα of deterministic controls u· = (ut)t≥0 in H2

T where t 7→ ut is an α-Hölder function mapping
[0, T ] to [−1, 1]d. In this case, for each u·, v· ∈ Kα we have

E
[∫ T

0

|ut − vt|2
]1/2

=

(∫ T

0

|ut − vt|2
)1/2

≤ max
0≤t≤T

|ut − vt|.

Therefore, the map C([0, 1],Rd) → H2
T is a 1-Lipschitz embedding when the domain is equipped

with the uniform norm. By the Arzelá–Ascoli Theorem, we have that any set of uniformly bounded
α-Hölder functions is relatively compact in C([0, 1],Rd); thus, Kα is relatively compact in H2

T .

One can easily extend the construction in Example 2 to non-Martingale controls iterated integrals
using the isometries between the space of symmetric functions in L2([0, 1]q), for any q ∈ N+, and
the qth Wiener Chaos (see e.g. (Nualart, 2006, Theorem 1.1.1)); however, do not do so for simplicity
of presentation.

Example 4 (Conditioned Lipschitz Perturbations of Random Variables at Terminal Time). Fix
X ∈ L2(FT ), and fix T > 0. Consider the set X of 1-Lipschitz function f : Rd → [−1, 1]d which are
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supported on the hypercube [−1, 1]d; i.e. f(x) = 0 if x ̸∈ [−1, 1]d. By the Arzela-Ascoli Theorem, X
is relatively compact in C(Rd,Rd). Since the map sending any f ∈ C(Rd,Rd) to f(X) ∈ L2(FT ) is
1-Lipschitz then the set of random variables {f(X) ∈ L2(FT ) : f ∈ X} is compact in L2(FT ). As in

Example (2), since conditional expectations are 1-Lipschitz then the set of controls u·
def.
= (ut)t≥0 ∈

K ⊂ H2
T of the form

ut = E
[
f(X)

∣∣Ft

]
where f ∈ X , is relatively compact in H2

T . As a concrete example, one may take f to belong to the
set of 1-Lipschitz ReLU Neural Networks with output restricted to belong to [−1, 1]d; see e.g. (Hong
and Kratsios, 2024, Theorem 1.1).

Remark 1 (Alternative Proofs of Compactness Directly Via Example 1). Example 4 can also be
obtained from Example 1 upon adding Malliavin differentiability requirements on X and additional
regularity. Examples 2 and 3 can have alternatively be obtained as straightforward consequences
of Example 1. We opted for self-contained presentations for each example to illustrate various
construction methods for compacta in H2

T .

In practice, one often discretizes their space when implementing it on a digital machine. In these
cases, the set of controls is finite and, therefore, compact.

Example 5 (Finite Sets of Controls). Let I ∈ N and K def.
= {ui}Ii=1 ⊂ H2

T . Then, K is compact.

3.2 The Dynamic Stackelberg Game

In the previously introduced probability space (Ω,F , {F}0≤t≤T ,P), we consider a Stackelberg game
with a leader indexed with i = 0 and a follower indexed with i = 1. The state process of the game
is described by the stochastic differential equation

dXt = f(Xt, u
0
t , u

1
t )dt+ σ(Xt, u

0
t , u

1
t )dWt, (4)

and u0t ∈ Rd0 and u1t ∈ Rd1 are the controls of the leader and the follower, respectively. The exact
set of admissible controls will be provided below. We assume that a deterministic initial X0 ∈ Rd

is fixed and is known to both agents. Thus, we omit the dependence of various parameters on X0.
The cost functionals of the two players are given by

J0(u0, u1) = E
[ ∫ T

0

L0(Xt, u
0
t , u

1
t )dt+ g0(XT )

]
, (5)

J1(u0, u1) = E
[ ∫ T

0

L1(Xt, u
0
t , u

1
t )dt+ g1(XT )

]
, (6)

where Li : Rd × Rd0 × Rd1 7→ [0,∞) and gi : Rd 7→ [0,∞), i = 0, 1. We require the following
regularity conditions of the involved functions.

Assumption 2 (Regularity Conditions). There exists a constant K > 0 such that for h(x, u0, u1) =
f(x, u0, u1), σ(x, u0, u1), Li(x, u

0, u1), and gi(x), i = 0, 1,

|h(x, u0, u1) − h(x̃, ũ0, ũ1)| ≤ K(|x− x̃| + |u0 − ũ0| + |u1 − ũ1|). (7)

We define

Ui =
{
u : [0, T ] × Ω → Rdi |u(·) is {F}t-adapted, E

∫ T

0

|ut|2dt <∞
}

and fix K0 ⊂ U0 so that K0 is the set of possible controls of the leader, U1 is the set of possible
controls of the follower. The introduction of K0 is needed due to the fact that our operators in
Subsection 3.3 will only perform optimization relative to a compact subset K0 of U0.
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For each u0 ∈ U0, the set of best responses for the follower is

R(u0) =
{
u ∈ U1 : J1(u0, u) ≤ J1(u0, u1), ∀u1 ∈ U1

}
. (8)

Following the definitions in Bensoussan et al. (2015), we define adapted open-loop (AOL) responses
of the follower to the controls of the leader by

Ū1 =
{
u : [0, T ] × Ω ×K0 → Rd1 | ∀u0 ∈ K0, u(·, u0) ∈ U1}. (9)

We recall that implicitly we make the assumption that the initial point X0 of X is fixed throughout
the paper. If this initial condition is not fixed, one has to allow the elements of K̄1 to also depend
on this initial condition as it is the case in Bensoussan et al. (2015).

We study the Stackelberg equilibria for the leader-follower problem; that is, a set of leader-
follower strategies wherein the follower optimally responds to the preemptive optimal action of the
leader in such a way that neither player can gain utility by perturbing their strategy. Formally, a
Stackelberg equilibrium is defined as follows.

Definition 3 (Stackelberg Equilibrium). A Stackelberg equilibrium (relative to K0 ⊂ U0) of the
leader-follower game (4)-(5)-(6) is a pair (u0,⋆, U⋆) ∈ K0 × Ū1 such that U⋆(u0) ∈ R(u0) for all
u0 ∈ U0 and

J0(u0,⋆, U⋆(u0,⋆)) ≤ J0(u0, U⋆(u0)) for all u0 ∈ K0.

If it exists, a map U⋆ is called a best response map of the follower.

In general, R(u0) can be empty for some u0 ∈ K0. If this happens, the equilibrium will not exist.
However, if the problem of the follower is convex enough, R(u0) is reduced to a point U⋆(u0) ∈ U1

that can be described by an FBSDE. Thus, the existence of a Stackelberg equilibrium is reduced to
the optimization of u0 ∈ K0 7→ J0(u0, U⋆(u0)) that we call the effective criterion of the leader. This
can be done if K0 is compact or under additional structural assumption on the data as a form of
control of solutions of FBSDEs. We will assume that the optimal response operator of the follower
exists and possesses a minimal level of regularity.

Assumption 4 (Hölder Continuity of The Follower’s Best Response). There exists a Hölder con-
tinuous mapping u0 ∈ K0 7→ U⋆(u0) ∈ U1 so that U⋆(u0) ∈ R(u0) for all u0 ∈ K0.

Remark 5. Though several of our universal approximation results (Theorem 12) can be applied
only while assuming continuity of the following best response, our quantitative estimates fundamen-
tally rely on Hölder continuity since we use properties of doubling metrics, building on the method
of Kratsios et al. (2023a), and metric snowflakes; see (Weaver, 2018, page 66) for definitions.

In Section 5 and 6, below, we show this Holder dependence estimates of the optimal response
if the optimization problem of the follower is strongly convex. In fact, we provide an example of a
static game in Section A showing that even if the problem of the follower is only convex but not
strongly convex, the optimal response of the follower will lack continuous dependence on the control
of the leader. In such cases, our neural operator cannot approximate the optimal response. Thus,
Assumption 4 is not merely an often satisfied and purely technical assumption.

3.3 Neural Operators

Fix an activation function σ : R×R → R and, for any N ∈ N+, define its componentwise composition

with any vector x ∈ RN with trainable parameter α ∈ RN , by σα • x def.
=
(
σαi

(xi)
)d
i=1

. For the
majority of our paper, we consider neural operators either with an unattainable activation function
satisfying the condition of (Kidger and Lyons, 2020) or a trainable variant σ ∈ C(R2) of the super-
expressive activation function of Zhang et al. (2022); defined shortly. In the former case, we consider
the following activation functions.
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Example 6 (Kidger and Lyons (2020)-Type “Standard” Trainable Functions). There is a non-affine
σ0 ∈ C(R) such that: there exists some t0 ∈ R at which σ0 is differentiable and such that σ0(t0)′ ̸= 0.
Define σ ∈ C(R2) by (α, t) 7→ σα(t). Observe that the ReLU activation function falls into this class.

Example 7 (Super-Expressive Activation with Neuron-Specific Skip-Connection). We define the
trainable variant of the activation function σ : R2 → R mapping any (α, t) ∈ R2 to

σα(t)
def.
= αt+ (1 − α)

{
|t (mod 2)| if t ≥ 0

t
|t|+1 if t < 0

. (10)

When α = 0, then σ0 coincides with the super-expressive activation function of Zhang et al. (2022).
The parameter α allows us to apply a skip connection at any given specific neuron.

We now define the deep learning backbone of our neural operator model, namely the multilayer
perceptrons (MLP). Fix input and output dimensions n and m. An MLP with (trainable) activation
function σ, depth J ∈ N+, and width W ∈ N+ is a map f : Rn → Rm with iterative representation,

f̂θ(x)
def.
= x(J) + c,

x(j+1) def.
= A(j)σα(j) • (x(j) + b(j)),

x(0)
def.
= x.

(11)

where for j = 0, . . . , J−1: A(j) ∈ Rdj+1×dj , α(j), b(j) ∈ Rdj+1 , and n = d0, . . . ,m = dJ ≤W . Denote
the set of MLPs mapping Rn to Rm with depth at-most J and width at-most W by NN J,W :n,m.

The Attentional Neural Operator Model Neural operators (NOs) are natural, infinite dimen-
sional extensions of classical (finite-dimensional) neural networks. We follow the general encoder-
processor-decoder NO paradigm considered, e.g. in PCA-nets Lanthaler (2023), Castro (2023),
or Kratsios et al. (2023b). Our neural operators model, illustrated in Figure 1, maps inputs and
output in the space structure H2

T , as opposed to standard neural operators which are maps functions
on a Euclidean domain to functions in another Euclidean domain.

Feedforward Block:  
Transforms Latent Code

Linear Encoder: 
Projects onto first d Basis Coefficients 

Affine 
 + 

ReLULinear

Affine 
 + 

ReLU ... Affine Identity

Extract 
Basis 

Coefficients

Attentional Decoder: 
Adaptively Identifies and Parameterizes Simplex Containing Relevant Range

Figure 1: Attentional Neural Operator Workflow: Our attentional neural operator model
maps controls u· to square-integrable F-adapted processes Û(u·) in three phases. First, the (input)
control is linearly projected onto the wavelet-like (in time) Wiener Chaos-like (in space) orthonormal
basis of H2

T . Next, the basis coefficients are transformed by a feedforward neural network (MLP).
Lastly, the basis coefficients are used to identify extremal points in a simplex in H2

T and the outputs
of the MLP are used to parameterize a prediction in its relative interior.

The neural operators in Figure 1 can be formalized as follows.

Definition 6 (Attentional Neural Operator). Fix a trainable activation function σ· ∈ C(R2), an
encoding dimension d ∈ N+, a queries dimension Q ∈ N+, a values dimension N ∈ N+, depth and
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width parameters J,W ∈ N+, and an orthonormal basis S of H2
T .

The set NOσ
N,Q,d,J,W :S consists of all (non-linear) operators U : H2

T → H2
T admitting the following

representation: for each u· ∈ H2
T

U(u·)
def.
= D

(
f ◦ E(u·), E(u·)

)
E(u·)

def.
=

(
E
[∫ T

0

⟨ut, s(i)t ⟩dt
])d

i=1

(encoder)

D(w, x)
def.
=

N∑
n=1

softmax(w)n

Q∑
q=1

Vn,q(x)V (n,q), (H2
T -attentional decoder)

where {s(i)}di=1, {V (n,q)}N,Q
n,q=1 ⊂ S, f ∈ NN σ

J,W :d,N , V ∈ NN J,W :d,N×Q.
The number of (non-zero trainable) parameters defining the neural operators U is at most

JW 2︸ ︷︷ ︸
MLP (f)

+ NQ.︸︷︷︸
MLP (D)

The map E is called an encoder, D is called an attention-based decoder, (V, {V (n,q)}N,Q
n,q=1) are called

values, and U is called a attentional neural operator.

We henceforth take S to be (2) and denote its elements {s(i)}∞i=1. Thus, we write NOσ
N,Q,d,J,W

in place of NOσ
N,Q,d,J,W :S .

Link Between Our Decoder, Attention, and Transformers Before moving on, we discuss
the relationship between the decoder of our neural operator and the attention layer in Bahdanau
et al. (2015) in the standard transformer networks of Vaswani et al. (2017). For simplicity, we focus
on a single attention head, not the multi-head attention mechanism.

The standard attention mechanism attention maps N , d-dimensional vectors x1, . . . , xN , seen as
a N × d matrix x = (xn)dn=1 to another N × d̃ matrix attention(x) for some d̃ ∈ N. This attention
mechanism operates in two phases, first, it extracts contextual weights wx in the N -simplex via

wx def.
= softmax

((
⟨xnQ, xjK⟩/

√
d
)N
j=1

)N
n=1

(12)

where the key and query matrices K and Q are d̃ × d matrices. Using these weights, one defines a
set of N values v1, . . . , vN , depending on the given input x, by

vxn
def.
= V xn (13)

for n = 1, . . . , N . The attention mechanism then uses the weights wx to tweak the contextual
importance of each value vx1 , . . . , v

x
N when generating a weighted prediction by

attention(x)
def.
=

N∑
n=1

wx
nv

x
n. (14)

In this way, the standard attention mechanism parameterizes the interior of the convex hull of the
values vx1 , . . . , v

x
N using the softmax weights of any input.

If we streamline the contextual weight extraction step in (12), by simply an input weight w ∈ RN

which is mapped to contextual importance weights w by only using the softmax function itself. One
can relax the dependence on the contextual values vx1 , . . . , v

x
N in (13) to be vectors in the target

space, i.e. RN×d̃ for classical transformers and H2
T for our neural operator, depending non-linearly

on the given input. Here, we parameterize this non-linear dependence using a values neural network

10



V depending on the encoding instead of a values matrix V ; doing so, one arrives at the following
construction, which is precisely our H2

T -attention

D(w)
def.
=

N∑
n=1

softmax(w)n︸ ︷︷ ︸
Contextual Weights (12)

Q∑
q=1

V︸ ︷︷ ︸
n,q

(u·)V
(n,q)
Contextual Values (13).

Thus, one can interpret our H2
T -attention as an infinite-dimensional analogue of the standard at-

tention mechanism of Bahdanau et al. (2015). Note that, since D receives inputs from an MLP
and since MLPs can approximately implement continuous functions then there is no need to rely
on a vector of inner-products such as (⟨Qxn,Kxj/

√
d)Nj=1, in (12), since that can be approximately

implemented by the MLP in principle; by the universal approximation theorem.
Instead, we use the inner products to obtain low-dimensional approximate representations of any

given input (control) in our encoding layer (encoder). Thus, one can view our neural operator as an
infinite-dimensional take on the transformer network model.

4. Main Results

Our first result shows that that neural operators are rich enough to approximately minimize the
response functional of the follower, to arbitrary precision on any given compact set of actions which
the follower can take.

Theorem 7 (ε-Optimal Response Operators). Under Assumptions 2 and 4, for each compact K0 ⊆
U0, and each ε > 0 there is an encoding dimension d ∈ N+ and a neural operator Û ∈ NO : U0 → U1

satisfying
sup

u0∈K0

∥U⋆(u0) − Û(u0)∥H2
T
≤ ε. (15)

4.1 An Unsupervised Objective Function - Bypassing Computing U⋆

Theorem 7 alone does not guarantee that approximations produce Stackelberg equilibria. Our second
main result guarantees that approximately playing any such Stackelberg games is enough to yield
approximate Stackelberg equilibria.

Additionally, theorem 7 guarantees that the solution operator to the Stackelberg game can be
approximately implemented on compact sets, to arbitrary precision. However, it does not describe
how one could train such a network in practice. Indeed it seems most natural to minimize the
leader’s loss J0 for any given u0 in the relevant compact set K0. However, u0 may not be exactly
implementable in practice, instead one could consider minimizing J0 where u0 is replaced by a

finite-dimensional (e.g. linear) approximation û0
def.
= pd(u0) where pd : H2

T → span{si}di=1 is the

orthogonal projection; i.e. pd
(∑∞

i=1 βisi
)

=
∑d

i=1 βisi for all u =
∑∞

i=1 βi si ∈ H2
T . Thus, a

natural and tractable objective would be to minimize

min
U

min
û0
d∈pd(K0)

J0
(
û0d, U(û0d)

)
(16)

when training the attentional neural operator where Û is minimized over a compact class of neural
operators. Once a minimizer Û of (16) is identified, it can then be used to approximate the optimal
action of the leader by minimizing the following objective

min
û0
d∈pd(K0)

J0
(
û0d, Û(û0d)

)
(17)

.
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Our following result suggests that (17) can be used, after training Û , as an unsupervised objec-
tive function, which is small only when Û is has correctly approximated to optimal response U⋆.
Unlike the supersized criterion in (15), which requires us to knowing pairs of u0 and best responses
U⋆(u0), (15) can be minimized without having to first compute U⋆. Moreover, Û is only optimized
on a finite-dimensional subspace of our space of controls.

Theorem 8 (The Unsupervised Objective Function (17) Detects Optimality). The following hold
in the setting of Theorem 7.

(i) For every δ > 0 there exist ϵ > 0, and d ∈ N+ such that if Û satisfies (15), then the following
hold

sup
u0∈K0

∣∣J0(u0, U⋆(u0)) − J0
(
û0d, Û(û0d)

)∣∣ < δ. (18)

(ii) Moreover, there is a û0d =
∑d

i=1 βi si ∈ K0 such that the pair (û0d, Û(û0d)) is an ε-Stackelberg

equilibrium in the sense that the pair (û0d, Û) ∈ K0 × Ū1 satisfies for all (u0, u1) ∈ K0 ×U1 the
inequalities

J1(u0, Û(u0)) ≤ J1(u0, u1) + ϵ

J0(û0d, Û(û0d)) ≤ J0(u0, Û(u0)) + ϵ.

As with classical uniform approximation results in deep learning, we worked on a compact in the
space of square-integrable F-predictable processes. Though this is standard in the approximation
theory literature, it is not so in game theory. However, reducing the problem to compact K0 is
asymptotically coherent in the sense that if we take compact sets Kn ⊂ U0 so that ∪nKn = U0.
Then, for any δn ↓ 0 and (ûnd , Û

n) satisfying (18) with δn, we have that

inf
u0∈U0

J0(u0, U⋆(u0)) = lim
n→∞

J0
(
ûnd , Û

n(ûnd )).

Thus, by taking the compact set Kn and the NO larger, we approximate the optimum of the effective
value of the leader infu0∈U0

J0(u0, U⋆(u0)). Note that if U0 is not compact or if the problem of the
leader does not have additional properties such as convexity or coercivity of u0 7→ J0(u0, U⋆(u0)),
see e.g. (Dal Maso, 1993, Theorem 7.12), one cannot easily claim the existence of the optimizer of
infu0∈U0

J0(u0, U⋆(u0)) or the convergence of the family
(
ûnd , Û

n). However, these additional struc-
tural assumptions are not needed for the purposes of computationally approximating the optimal
value of the leader.

More insight can be gained into the inner workings of these results by inspecting the steps in
their derivations, at least at a high level. The next section shows the overarching structure of an
argument which one can use to derive any such result.

4.2 Rates For Perturbations of Closed-Loop Solutions to Linearized Game

This section shows that, contrary to the general approximation rates for neural operators (see
e.g. Lanthaler et al. (2022a) or Galimberti et al. (2022)), which may be highly inefficient due to
the infinite-dimensional nature of the involved spaces, there are stylized conditions which allow for
efficient approximation rates of the optimal response map by our attentional neural operator.

Building on the strategy of Shi et al. (2023), we focus on the case where the leader begins by
considering a proxy/ansatz/pre-trained control, ū Suppose that ū0 ∈ H2

T is a control for the leader.
Suppose that the leader is comfortable deviating from their strategy to an open-loop control, but only
marginally through “small residual perturbations”. If those deviations are not too large, efficient
approximation rates are possible. More precisely, consider the following situation.
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Assumption 9 (Perturbations of an Ansatz). Let C ≥ 0, r > 0, ū ∈ H2
T , and suppose that

Assumption 4 holds. Let K0 consist of all u ∈ H2
T for which:

(i) |⟨u− ū, si⟩| ≤ C e−ri,

(ii) |⟨U⋆(u− ū), si⟩| ≤ C e−ri.

Remark 10. Note that, for every C, r ≥ 0, ū ∈ H2
T the set K0 is non-empty since ū ∈ K0.

In both of the following examples, we consider the sets of “residual controls”. Let C, r > 0 and
define BC,r(u) to be the “exponentially ellipsoidal” set of open-loop “residual controls” relative to a

control ū ∈ H2
T to consist of all u ∈ H2

T such that v
def.
= u− ū =

∑∞
i=1 βi si ∈ H2

T satisfies

max{|⟨v, si⟩|, |⟨U∗(v), si⟩|} ≤ C e−ri (∀i ∈ N+). (19)

Illustrated by Figure 2, our primary example of a compact set satisfying the perturbation of the
Ansatz assumption above is given by first solving a linear-quadratic proxy of the general (non-linear)
Stackelberg game. Then, once an optimal feedback control for the leader is derived, for the linear-
quadratic proxy of our (non-linear) Stackelberg game, we build K0 by adding residual open-loop
controls in BC,r. Intuitively, these residual loops provide added freedom to the closed-loop control
optimizing the linear-quadratic proxy required when playing the Stackelberg game.

Explanation of Figure: The set K0 in Example 8 is a (compact)
ellipsoidal region in H2

T consisting of open-loop controls u which
are a small perturbation of a base strategy/control u1:⋆. The base
strategy u1:⋆ is the solution to a linearization, see (20)-(21), of
the dynamic Stackelberg game. The perturbations u of u1:⋆ in
K0 are built by adding a small residual term in each of the basic
directions s(i) ∈ S where we allow for possibly large perturbations
of the linearized strategy u1:⋆ for the “low-frequency directions”
(i.e. for small values of i) and much smaller perturbations of the
linearized strategy for “high-frequency directions” (i.e. for small
i). The key subtlety is that the size of the perturbations must
decay exponentially in i.

Figure 2: The ellipsoidal compact set K of Example 8.

Example 8 (Perturbations of Feedback Control For Linearized Problem - Pt. I). Consider a finite
subset {(xn, v

0
n, v

1
n)}Nn=1 ⊂ Rd and let A,B1, B2, C,D1, D2 be matrices minimizing the following MSE

problem over all matrices of compatible dimension

N∑
n=1

∥f(xn, v
0
n, v

1
n) − (Axn +B1v

0
n +B2v

1)︸ ︷︷ ︸
lin. approx. drift

∥2 + ∥σ(xn, v
0
n, v

1
n) − Cxn +D1v

0
n +D2v

1
n︸ ︷︷ ︸

lin. approx. diff.

∥2.

Consider the (controlled) “linearized” state-space process X lin
·

def.
= (X lin

t )t≥0 given by

dX lin
t = (AX lin

t +B1u
0
t +B2u

1
t )dt+ (CX lin

t +D1u
0
t +D2u

1
t )dWt (20)

Further, assume that Q1, Q2, R1, R2, G1, G2 are matrices minimizing the following MSE problem
over all matrices of compatible dimension

N∑
n=1

2∑
i=1

∥Li(xn, v
0
n, v

1
n) −

(
(Qixn)⊤xn + (Riv

i
n)⊤vin

)︸ ︷︷ ︸
lin. approx. running cost

∥2 + ∥ gi(xn) − (Gixn)⊤xn︸ ︷︷ ︸
lin. approx. terminal

∥2.
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Under (Yong, 2002, Assumptions (DI) and (H1)1035) the computations on (Yong, 2002, ages 1034
and 1035) together with (Yong, 2002, Proposition 2.2 and Theorem 2.), they imply that there is an
optimal control u0:⋆ for the leader minimizing the approximate objective function

E
[∫ T

0

L0(Xt, u
0
t , u

1
t ) dt+ (GiXT )⊤XT

]
(21)

across all controls in H2
T . Moreover, as shown in (Yong, 2002, Equastion (5.12)), u1:⋆ is given by

u1:⋆t = −R−1
1 B⊤

1 pt,

where (pt, qt)t≥0 solve the FBSDE

dpt = p(A⊤ p+Q0Xt)dt+ qt dWt

pT = G0XT .

Let K0 be the set of controls for the leader u ∈ H2
T for which there exists some open-loop “residual

perturbations” v ∈ BC,r(u1:⋆) such that

u = u1:⋆ + v.

By construction, K0 satisfies Assumption 9.

The set of open-loop perturbations of the closed-loop optimal control for the linearized game,
just described in Example 8, can be efficiently represented using few dimensions, and likewise for
its image under the optimal response map U⋆. Nevertheless, the set need not be coverable by few
controls; that is, it may still have high metric entropy (see e.g. Lorentz (1966) for an exposée). We,
therefore, adopt a technique used in statistical learning/empirical process theory to construct classes
of VC-dimension proportional to the metric entropy of high-dimensional balls (see e.g. (van der
Vaart and Wellner, 1996, Theorem 2.7.11)). Namely, we postulate the existence of a latent unknown
Lipschitz parameterization of a latent low-dimensional “manifold” of the set of open-loop controls
K0 constructed in Example 8.

Example 9 (Perturbations of Feedback Control For Linearized Problem - Pt. II). Fix a latent di-

mension d ∈ N+, a latent parameter space Bd
def.
= {x ∈ Rd : ∥x∥ ≤ 1}, and a latent parameterization

given by a 1-Lipschitz map π : Rd → K0. with the property that π(0) = u1:⋆; i.e. parameterizing a
latent low-dimensional structure which perturbs the optimal control for the linear-quadratic approx-

imation of the general Stackelberg games. Let Kd,π
def.
= π(Bd). By construction Kd,π ⊆ K0; thus,

Kd,π also satisfies Assumption 9. Finally, by (van der Vaart and Wellner, 1996, Theorem 2.7.11)2

and (Lorentz et al., 1996, Proposition 15.1.3), we have that: for each ε > 0 there exists at-most

N ≤ 3d
(√
d2/ε

)d
controls {u(n)}Nn=1 forming an ε-cover of Kd,π; that is,

sup
u·∈Kd,π

min
n=1,...,N

E
[∫ T

0

∥vt − ut∥2dt
]
≤ ε. (22)

In other words, if the latent dimension d is “small”, then Kd,π is small in metric entropy. In turn,
the parameter N in our transformer can be taken to also be proportionally small (see Theorem 11).

When the conditions of Assumption 9 are met, we are able to guarantee that the approximating
attention neural operator Û to the best-response map U⋆, given by Theorem 7, is determined by
relatively few parameters. This is the content of our last main result.

2. We have used the upper-bound of the ε-bracketing numbers on the ε/2-covering numbers (see e.g. (van der Vaart
and Wellner, 1996, page 84))
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Theorem 11 (Efficient Approximation of the Best-Response Map). Consider the setting of The-
orem 7 and additionally suppose that K0 satisfies Assumption 9. For every ε > 0, the conclusion
of Theorem 7 holds and there exists a neural operator Û ∈ NO : U0 → U1 satisfying the uni-
form estimate in (15) whose depth, width, decoding dimension, encoding dimension, and attentional
complexity are bound above by the estimates in Table 1.

Depth Width Decoding Dim. (Q) Encoding Dim. Att. Complexity (N)

O
(

ln(ε−1/r) ε− ln(C)/r
)

O
(
ε− ln(C)/r

)
O(ln(ε−1/r)) O(ε1/(1−r))

(
c̃ ε−1 ln(ε−1/r)1/2

)c(ln(ε−1/r)

Table 1: Parametric Complexity of Attentional Neural Operator Approximation of the Best Response
Map U⋆ over the compact set K0 of Assumption 9, with trainable activation function σ of (7).
Here, C, r > 0 are the constant defined in Assumption 9 and c > 0 is an absolute constant.

5. Overview of Proof for Theorems 7 and 8

The derivation of Theorem 7 is undertaken in two steps. First, one must show that, under mild
conditions, the best response operator set R is single-valued and there is a continuous selection
therein, i.e., the best response operator U⋆ is a well-defined continuous non-linear operator. This is
key since our neural operator architectures are continuous, and classes of continuous functions cannot
uniformly approximate discontinuous functions by the Uniform Limit theorem, see e.g. (Munkres,
2000, Theorem 21.6).

Since we now know that the best response operator is well-defined and continuous, we need to
show that our attentional neural operator class has the power to approximate it or, more generally,
functions of the same regularity. This is guaranteed by the following Universal Approximation the-
orem, guaranteeing that our class of neural operators can approximate, uniformly on compacta, any
continuous non-linear operator with square-integrable F·-adapted processes as inputs and outputs.

Theorem 12 (Universal Approximation for Operators Between F-Adapted 2-Integrable Processes).
For every (non-empty) compact subset K0 ⊂ H2

T , each continuous “target” function f : K0 → H2
T ,

and every “approximation error” ε > 0 there exists an attentional neural operator F̂ : H2
T → H2

T

satisfying
max
u∈K0

∥f(u) − F̂ (u)∥H2
T
≤ ε.

Lemma B.5 shows that U⋆ is 1/2-Hölder continuous. Together, Lemma B.5 and Theorem 12
imply that the best response map can be approximated. The main step in using these results to
deduce Theorem 8 lies in the continuous dependence of the leader’s response on the best response.

6. Examples of Stackelberg Games Satisfying Assumption 4

An easily verifiable sufficient condition guarantees that Assumption 4 holds. The condition requires
that the Hamiltonian of the follower satisfies a basic level of strong convexity; where the Hamiltonian
of the follower is given by

H1(x, u0, u1, p1, q1)
def.
= p⊤1 f(x, u0, u1) + Tr(q⊤1 σ(x, u0, u1)) + L1(x, u0, u1).

Proposition 13 (Hamiltonian Strong Convexity Implies Hölder Continuity). Assume Assumption
2 and that there exists κ > 0 such that the functions

(x, u1) ∈ Rd 7→ H1(x, u0, u1, p1, q1) − κ

2
|u1|2

x ∈ Rd 7→ g1(x)
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are convex for all values of other variables. Assume also that ∇xL1 and ∇xg1 are Lipschitz continu-
ous in their variables. Then, R(u0) is single valued and its unique element {U⋆

t (u0)} = R(u0) have
the following continuous dependence

κ

2
E
[ ∫ T

0

|U⋆
t (u0) − U⋆

t (ũ0)|2dt
]

≤ J1(ũ0, U⋆
t (ũ0)) − J1(u0, U⋆

t (u0)) + J1(u0, U⋆
t (ũ0)) − J1(ũ0, U⋆

t (ũ0)) (23)

and the Assumption 4 holds.

Remark 14 (Deriving Alternative Sufficient Conditions). 1) Another case where one can check
the Assumption 4 would be to directly rely on (Peng and Wu, 1999, Section 3) and check their
Assumption H3.1 uniformly in u0 and rely on the existence of solution to a fully coupled FBSDE.
Note that the case in Proposition 13 deviates from (Peng and Wu, 1999, Section 3). Indeed, our
proof is self-contained and only requires the existence of a solution for a BSDE (and not FBSDE)
(41) for a given u0, u1, ũ1 which is a trivial problem. Although it is out of scope of this work, one can
then check that the optimally controlled state together with the solution to (41) leads to a solution
to the same FBSDE.

The following is a broad class of functions satisfying the assumption of Proposition 13.

Example 10. Let A, Aσ be matrices of dimensions d× d, B, Bσ be matrices of dimensions d× d1,
(C,Cσ, CL) : Rd0 → R × R × R+ and (D,Dσ) : Rd0 → (Rd)2 be Lipschitz functions. Let L1

1 :
Rd×d1 → R convex in x and strongly convex in u1 and L2

1 : Rd0 → R+ and g : Rd → R have
Lipschitz gradients (in x) . Define

f(x, u0, u1)
def.
= C(u0)

(
Ax+Bu1

)
+D(u0)

σ(x, u0, u1)
def.
= Cσ(u0)

(
Aσ x+Bσu1

)
+Dσ(u0)

L1(x, u0, u1)
def.
= CL(u0)L1

1(x, u1) + L2
1(u0).

The Hamiltonian associated to these f , σ, and L1 and the map g satisfy the assumption of Propo-
sition 13.

In linear-quadratic Stackelberg games, e.g., Yong (2002), the coefficients f(x, u0, u1) and σ(x, u0, u1)
are linear in (x, u0, u1), and the costs Li(x, u

0, u1) and gi(x) i = 0, 1 are quadratic forms of (x, u0, u1).
With an additional assumption that the weight matrix of the quadratic form for u1 in L1 is positive
definite the assumption of Proposition 13 is satisfied.

7. Conclusion

We show that, the best response map for a broad class of dynamic Stackelberg games with random
effects, can be approximated by neural operators (Theorem 7). This implies that Stackelberg games
may be solved (approximate computation of equilibria in Theorem 8), and we can explicitly describe
how they are played (approximate representation of best response map) without making highly
stylized conditions needed in classical results needed to derive analytic expressions for the best
response and the equilibirum itself (see e.g. Example 8). Thus, our approach allows one to specify
realistic dynamics and action sets, and obtain an approximate solution.

We further showed that if the space of actions for the leader consists of perturbations of the
optimal solution for a linearized version of the Stackelberg game, then one can approximate the best
response map (for the general game) for the follower much more efficiently (Theorem 11).
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Future Research

Our universal approximation theorem for non-linear operators between spaces of F-adapted square-
integrable processes, namely Theorem 12, is quantitative. Though, as with most approximation
theorems between infinite-dimensional Hilbert spaces, the approximation rates are particularly in-
sightful. Nevertheless, we find that if one uses a trainable variant of the “super-expressive” activation
function of Zhang et al. (2022) (see (10)) when defining our neural operator and if the compact subset
on which the non-linear operator is sufficiently close to being finite-dimensional (see Definition B.8)
then exponential approximation rates can be achieved (see Table 2). The main challenge is then
to verify that the non-linear operator being approximated and the relevant compact set of adapted
open-loop controls satisfy the required compatibility conditions. Constructing examples of Stackel-
berg games with these properties, i.e. games whose best-response operator is efficiently approximable,
is a highly non-trivial but interesting project and is the objective of our future research.

Nevertheless, we include the relevant quantitative universal approximation theorem and condi-
tions for exponential approximation rates in the appendix of this paper so that these results may be
used in other operator learning problem in stochastic analysis and its applications; e.g. to economics
and finance.

A. Counterexamples

The effective optimization problem of the leader can be discontinuous
In Proposition 13, we show that a sufficient condition for the continuous dependence of the optimal
response function U⋆ is the strong convexity of the problem of the follower. We now provide the
example of a deterministic game that shows that both U⋆ and u0 7→ J0(u0, U⋆(u0)) might not be
continuous without the strong convexity assumption. Consider the deterministic single period game
where the controls are ui ∈ [0, 1]. Fix the loss functions l1(u0, u1) = u0u1 and l0(u0, u1) = −u1 so
that the leader’s problem is

inf
u0∈[0,1]

inf
u1∈R(u0)

l0(u0, u1) (24)

and R(u0)
def.
= {u1 ∈ [0, 1] : l1(u0, u1) ≤ inf l1(u0, ·)}. Note that l1 is convex in u1 but it lacks the

strong convexity in u1 needed in Proposition 13. Clearly R(u0) = {0} if u0 > 0 and R(0) = [0, 1].
Thus,

inf
u1∈R(u0)

l0(u0, u1) = −1{u0=0}

which is discontinuous in u0.

B. Proofs

B.1 Continuous Dependence of Ji

For the next result, it is convenient to recall that the H∞
T norm of a process X· in H2

T is given by

∥X·∥H∞
T

def.
= E

[
sup

0≤t≤T
|Xt|

]
.

Lemma B.1. Under Assumption 2, we have the following uniform continuity guarantees∥∥∥∣∣Xu0,u1

· −Xu0,ũ1

·
∣∣2∥∥∥

H∞
T

≤ C
∥∥u1 − ũ1

∥∥2
H2

T

, (25)∥∥∥∣∣Xu0,u1

· −X ũ0,u1

·
∣∣2∥∥∥

H∞
T

≤ C
∥∥u0 − ũ0

∥∥2
H2

T

, (26)
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where C ≥ 0 is a constant that depends on T and the Lipschitz constant K in Assumption 2;
moreover, ∥∥∥Xu0,u1

· −Xu0,ũ1

·

∥∥∥
H∞

T

≤ C
∥∥u1 − ũ1

∥∥
H2

T

, (27)∥∥∥Xu0,u1

· −X ũ0,u1

·

∥∥∥
H∞

T

≤ C
∥∥u0 − ũ0

∥∥
H2

T

. (28)

Proof. We prove (25), noting that the derivation of (26) is carried out in a nearly identical similar

manner. Let X and X̃ be the strong solution of (4) under (u0, u1) and (u0, ũ1), respectively, i.e.,

X = Xu0,u1

, X̃ = Xu0,ũ1

. Denote h(s) = h(Xs, u
0
s, u

1
s) and h̃(s) = h(X̃s, u

0
s, ũ

1
s), where h is as

defined in Assumption 2.
By Jensen’s inequality, we have

|Xr − X̃r|2 =
∣∣∣ ∫ r

0

f(s) − f̃(s)ds+

∫ r

0

σ(s) − σ̃(s)dWs

∣∣∣2
≤2
∣∣∣ ∫ r

0

f(s) − f̃(s)ds
∣∣∣2 + 2

∣∣∣ ∫ r

0

σ(s) − σ̃(s)dWs

∣∣∣2
≤2

∫ r

0

|f(s) − f̃(s)|2ds+ 2
∣∣∣ ∫ r

0

σ(s) − σ̃(s)dWs

∣∣∣2
We deduce that

sup
0≤r≤t

|Xr − X̃r|2 ≤ 2

∫ t

0

|f(s) − f̃(s)|2ds+ 2 sup
0≤r≤t

∣∣∣ ∫ r

0

σ(s) − σ̃(s)dWs

∣∣∣2. (29)

By Burkholder-Davis-Gundy’s inequality (Cohen and Elliott, 2015, Theorem 11.5.5), Tonelli’s the-
orem (Cohen and Elliott, 2015, Theorem 1.4.6), and Assumption 2, we have

E sup
0≤r≤t

∣∣∣ ∫ r

0

σ(s) − σ̃(s)dWs

∣∣∣2 ≤C · E
∫ t

0

|σ(s) − σ̃(s)|2ds

≤C ·
∫ t

0

E sup
0≤r≤s

|Xr − X̃r|2 + |u1s − ũ1s|2 ds. (30)

By Tonelli’s Theorem and Assumption 2, we have

E
∫ t

0

|f(s) − f̃(s)|2 ds ≤C ·
∫ t

0

∣∣Xs − X̃s

∣∣2 + |u1s − ũ1s|2 ds

≤C ·
∫ t

0

E sup
0≤r≤s

|Xr − X̃r|2 + |u1s − ũ1s|2 ds (31)

Combining (29), (30), and (31), we obtain

E sup
0≤r≤t

|Xr − X̃r|2 ≤C ·
∫ t

0

E sup
0≤r≤s

|Xs − X̃s|2ds+ C · E
∫ t

0

|u1s − ũ1s|2 ds.

From the above inequality and Grönwall’s inequality we obtain

E
[

sup
0≤t≤T

∣∣Xu0,u1

t −Xu0,ũ1

t

∣∣2] ≤ C · E
∫ T

0

|u1t − ũ1t |2dt. (32)

Arguing nearly identically, we may also obtain

E
[

sup
0≤t≤T

∣∣Xu0,u1

t −X ũ0,u1

t

∣∣2] ≤ C · E
∫ T

0

|u0t − ũ0t |2dt. (33)
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Note that the right-hand side of (32) (resp. (33)) is simply a scalar multiple (by a factor of C ≥ 0)
of the squared norm between u1 and ũ1 (resp. u0 and ũ0). By definition of the ∥ · ∥H∞

T
norm applied

to the “squared difference processes”
∣∣Xu0,u1

· −Xu0,ũ1

·
∣∣2 and

∣∣Xu0,u1

· −X ũ0,u1

·
∣∣2, (32) and (33) can

be re-expressed as (25) and (26). (27) and (28) follows from (25) and (26) by Cauchy-Schwarz
inequality; thus concluding our proof.

Lemma B.2. The costs Ji, i = 0, 1 are Lipschitz in u0 and u1 such that for each ui, ũi ∈ Ui ∩H2
T ,

i = 0, 1, ∣∣Ji(u0, u1) − Ji(ũ
0, ũ1)

∣∣ ≤ C
(∥∥u0 − ũ0

∥∥
H2

T

+
∥∥u1 − ũ1

∥∥
H2

T

)
, (34)

where C is a constant depending on T and the Lipschitz constant K in Assumption 2.

Proof. For each ui, ũi ∈ Ui ∩H2
T , i = 0, 1, it follows from Assumption 2 that

|Ji(u0, u1) − Ji(ũ
0, ũ1)|

≤E
[ ∫ T

0

∣∣Li(X
u0,u1

t , u0t , u
1
t ) − Li(X

ũ0,ũ1

t , ũ0t , ũ
1
t )
∣∣ dt+

∣∣gi(Xu0,u1

T ) − gi(X
ũ0,ũ1

T )
∣∣]

≤E
[ ∫ T

0

K(|Xu0,u1

t −X ũ0,ũ1

t | + |u0t − ũ0t | + |u1t − ũ1t |) dt+K|Xu0,u1

T −X ũ0,ũ1

T |
]
.

≤K(1 + T )
∥∥Xu0,u1

−X ũ0,ũ1∥∥
H∞

T

+K
(∥∥u0 − ũ0

∥∥
H2

T

+
∥∥u0 − ũ0

∥∥
H2

T

)
,

where the last inequality is due to the Cauchy-Schwarz inequality. By the triangle inequality and
Lemma B.1, we have∥∥∥Xu0,u1

· −X ũ0,ũ1

·

∥∥∥
H∞

T

≤2
(∥∥∥Xu0,u1

· −X ũ0,u1

·

∥∥∥
H∞

T

+
∥∥∥X ũ0,u1

· −X ũ0,ũ1

·

∥∥∥
H∞

T

)
≤C

(∥∥u0 − ũ0
∥∥
H2

T

+
∥∥u1 − ũ1

∥∥
H2

T

)
.

It then follows that∣∣J1(u0, u1) − J1(ũ0, ũ1)
∣∣ ≤ C

(∥∥u0 − ũ0
∥∥
H2

T

+
∥∥u1 − ũ1

∥∥
H2

T

)
.

Lemma B.3. Assume Assumption 2 and that for all u0 ∈ K0, R(u0) is not empty and choose
U⋆(u0) ∈ R(u0). Then, the map u0 ∈ K0 7→ J1(u0, U⋆(u0)) is continuous; particularly, for each
u0, ũ0 ∈ U0 ∩H2

T , it satisfies for the follower that∣∣J1(u0, U⋆(u0)) − J1(ũ0, U⋆(ũ0))
∣∣ ≤ C

∥∥u0 − ũ0
∥∥
H2

T

. (35)

The constant C is depend on T and the Lipschitz constant K in Assumption 2.

Remark B.4. With the assumption of Lemma B.3, u0 ∈ K0 7→ J1(u0, U⋆(u0)) is continuous but as
shown in counterexample in Section A, u0 ∈ K0 7→ J0(u0, U⋆(u0)) might fail to be continuous.

Proof. By (34), we have for any u ∈ U0 ∩H2
T ,

J1(u0, u) ≤J1(ũ0, u) + |J1(ũ0, u) − J1(u0, u)|
≤J1(ũ0, u) + C∥u0 − ũ0∥H2

T
,
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and furthermore

J1(u0, U⋆(u0)) = inf
u
J1(u0, u) ≤ inf

u
J1(ũ0, u) + C∥u0 − ũ0∥H2

T

=J1(ũ0, U1,⋆(ũ0)) + C∥u0 − ũ0∥H2
T
. (36)

Exchanging the roles of (u0, U1,⋆(u0)) and (ũ0, U1,⋆(ũ0)) in (36), we have

J1(ũ0, U⋆(ũ0)) ≤ J1(u0, U⋆(u0)) + C∥u0 − ũ0∥H2
T
. (37)

Combining (36) and (37), we obtain (35).

Lemma B.5 (Hölder Regularity of the Leader’s Utility on Optimal Response). Under Assumptions 2
and 4, there exists C,α > 0 depending only on K,T and the Holder norm in Assumption 4 so that
for each u0, ũ0 ∈ U0 ∩H2

T , we have∣∣J0(u0, U⋆(u0)) − J0(ũ0, U⋆(ũ0))
∣∣ ≤ ω̃

(
∥u0 − ũ0∥H2

T

)
where ω̃(t)

def.
= C max{|t|α, |t|} for each t ≥ 0.

Proof of Lemma B.5. By (36) and Assumption 4, we have∣∣J0(u0, U⋆(u0)) − J0(ũ0, U⋆(ũ0))
∣∣ ≤C∥u0 − ũ0∥H2

T
+ C

∥∥U⋆(u0) − U⋆(ũ0)
∥∥
H2

T

≤C∥u0 − ũ0∥H2
T

+ (CC̃)∥u0 − ũ0∥αH2
T
, (38)

for some constant C ≥ 0 depending only on T,K and C̃, α ≥ 0 the Holder continuity parameters

of the best response function given by Assumption 4. Define C ′ def.
= C max{1, C̃}/2 . Note that

a+ b ≤ 2 max{a, b} for every a, b ≥ 0 then (38) implies that∣∣J0(u0, U⋆(u0)) − J0(ũ0, U⋆(ũ0))
∣∣ ≤ C ′ · max

{
∥u0 − ũ0∥H2

T
, ∥u0 − ũ0∥αH2

T

}
. (39)

Define the modulus of continuity ω̃(t)
def.
= C ′ max{|t|α, |t|}. Since t ≤ tα when t ∈ [0, 1) and t ≥ tα

when t ∈ [1,∞) then, (39) cleans up as∣∣J0(u0, U⋆(u0)) − J0(ũ0, U⋆(ũ0))
∣∣ ≤ ω̃

(
∥u0 − ũ0∥H2

T

)
. (40)

Relabelling C as C ′ concludes our proof.

B.2 Proof of The Sufficient conditions for Assumption 4 In Proposition 13

Proof of Proposition 13. We fix u0 ∈ U0 and choose u1, ũ1 ∈ U1, λ ∈ [0, 1]. Denote Xλ
t the state

controlled by the pair (u0, uλ) = (u0, λu1 + (1 − λ)ũ1) respectively. Thus,

J1(u0, uλ) − λJ1(u0, u1) − (1 − λ)J1(u0, ũ1)

= E
[ ∫ T

0

L1(Xλ
t , u

0
t , u

λ
t ) − λL1(X1

t , u
0
t , u

1
t ) − (1 − λ)L1(X0

t , u
0
t , ũ

1
t )dt

]
+ E

[
g1(Xλ

T ) − λg1(X1
T ) − (1 − λ)g1(X0

T )
]

= E
[ ∫ T

0

L1(Xλ
t , u

0
t , u

λ
t ) − λL1(X1

t , u
0
t , u

1
t ) − (1 − λ)L1(X0

t , u
0
t , ũ

1
t )dt

]
− E

[
λ(g1(X1

T ) − g1(Xλ
T )) + (1 − λ)(g1(X0

T ) − g1(Xλ
T ))
]

≤ −λE
[ ∫ T

0

L1(X1
t , u

0
t , u

1
t ) − L1(Xλ

t , u
0
t , u

λ
t )dt+ ∇xg1(Xλ

T )⊤(X1
T −Xλ

T )
]

− (1 − λ)E
[ ∫

L1(X0
t , u

0
t , ũ

1
t ) − L1(Xλ

t , u
0
t , u

λ
t )dt+ ∇g1(Xλ

T )⊤(X0
T −Xλ

T )
]
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where we used the the convexity of g1 to obtain the last line. We now provide an upper bound for
the last two terms. For fixed λ, by the definition of Xλ, uλ and our assumptions on H1, the function
(y, z) 7→ ∇xH1(Xλ

t , u
0
t , u

λ
t , y, z) is uniformly Lipschitz continuous and ∇g1(Xλ

T ) is square integrable.
Thus, there exists a unique solution (Y λ

t , Z
λ
t ) to the BSDE

dY λ
t = −∇xH1(Xλ

t , u
0
t , u

λ
t , Y

λ
t , Z

λ
t )dt+ Zλ

t dWt (41)

Y λ
T = ∇g1(Xλ

T ) (42)

so that by Ito’s formula we have

E
[
∇g1(Xλ

T )⊤(X0
T −Xλ

T )
]

= E
[
Y λ
T

⊤
(X0

T −Xλ
T )
]

= E
[ ∫ T

0

Y λ
t

⊤
(f(X0

t , u
0
t , ũ

1
t ) − f(Xλ

t , u
0
t , u

λ
t ))dt

]
+ E

[
Tr
(
Zλ
t

⊤
(σ(X0

t , u
0
t , ũ

1
t ) − σ(Xλ

t , u
0
t , u

λ
t ))
)
dt
]

− E
[
∇xH1(Xλ

t , u
0
t , u

λ
t , Y

λ
t , Z

λ
t )(X0

t −Xλ
t )dt

]
= E

[ ∫ T

0

H1(X0
t , u

0
t , ũ

1
t , Y

λ
t , Z

λ
t ) −H1(Xλ

t , u
0
t , u

λ
t , Y

λ
t , Z

λ
t )dt

]
− E

[
∇xH1(Xλ

t , u
0
t , u

λ
t , Y

λ
t , Z

λ
t )(X0

t −Xλ
t )dt

]
− E

[ ∫ T

0

L1(t,X0
t , u

0
t , ũ

1
t ) − L1(t,Xλ

t , u
0
t , u

λ
t )dt

]
.

Thus, we obtain

E
[
∇g1(Xλ

T )⊤(X0
T −Xλ

T )
]

+ E
[ ∫ T

0

L1(X0
t , u

0
t , ũ

1
t ) − L1(Xλ

t , u
0
t , u

λ
t )dt

]
= E

[ ∫ T

0

H1(X0
t , u

0
t , ũ

1
t , Y

λ
t , Z

λ
t ) −H1(Xλ

t , u
0
t , u

λ
t , Y

λ
t , Z

λ
t )dt

]
− E

[
∇xH1(Xλ

t , u
0
t , u

λ
t , Y

λ
t , Z

λ
t )(X0

t −Xλ
t )dt

]
and

E
[
∇g1(Xλ

T )⊤(X1
T −Xλ

T )
]

+ E
[ ∫ T

0

L1(X1
t , u

0
t , u

1
t ) − L1(Xλ

t , u
0
t , u

λ
t )dt

]
= E

[ ∫ T

0

H1(X1
t , u

0
t , u

1
t , Y

λ
t , Z

λ
t ) −H1(Xλ

t , u
0
t , u

λ
t , Y

λ
t , Z

λ
t )dt

]
− E

[
∇xH1(Xλ

t , u
0
t , u

λ
t , Y

λ
t , Z

λ
t )(X1

t −Xλ
t )dt

]
.

Combining these equalities, we obtain

− λE
[ ∫ T

0

L1(X1
t , u

0
t , u

1
t ) − L1(Xλ

t , u
0
t , u

λ
t )dt+ ∇xg1(Xλ

T )⊤(X1
T −Xλ

T )
]

− (1 − λ)E
[ ∫

L1(X0
t , u

0
t , ũ

1
t ) − L1(Xλ

t , u
0
t , u

λ
t )dt+ ∇xg1(Xλ

T )⊤(X0
T −Xλ

T )
]

= E
[ ∫ T

0

H1(λX0
t + (1 − λ)X1

t , u
0
t , u

λ
t , Y

λ
t , Z

λ
t ) − λH1(X1

t , u
0
t , u

1
t , Y

λ
t , Z

λ
t )dt

]
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− E
[ ∫ T

0

(1 − λ)H1(X0
t , u

0
t , ũ

1
t , Y

λ
t , Z

λ
t )dt

]
+ E

[ ∫ T

0

H1(Xλ
t , u

0
t , u

λ
t , Y

λ
t , Z

λ
t ) −H1(λX0

t + (1 − λ)X1
t , u

0
t , u

λ
t , Y

λ
t , Z

λ
t )dt

]
+ E

[ ∫ T

0

∇xH1(Xλ
t , u

0
t , u

λ
t , Y

λ
t , Z

λ
t )(λX1

t + (1 − λ)X0
t −Xλ

t )dt
]
.

By the convexity of H1 in x and strong convexity in u1 we have that

E
[ ∫ T

0

H1(λX0
t + (1 − λ)X1

t , u
0
t , u

λ
t , Y

λ
t , Z

λ
t ) − λH1(X1

t , u
0
t , u

1
t , Y

λ
t , Z

λ
t )
]

− E
[ ∫ T

0

(1 − λ)H1(X0
t , u

0
t , ũ

1
t , Y

λ
t , Z

λ
t )dt

]
≤ −κλ(1 − λ)

2
E
[ ∫ T

0

|u1t − ũ1t |2dt
]

and

H1(x, u0, u1, y, z) −H1(x̃, u0, u1, y, z) + ∇xH1(x, u0, u1, y, z)(x̃− x) ≤ 0.

Thus,

J1(u0, uλ) − λJ1(u0, u1) − (1 − λ)J1(u0, ũ1) ≤ −κλ(1 − λ)

2
E
[ ∫ T

0

|u1t − ũ1t |2dt
]

which is the strong convexity in u1.
Due to this strong convexity, for all u0, there exists a unique minimizer for the optimal response

of the follower that we denote U⋆(u0). To prove (23), we use the first order optimality condition for
U1,∗(u0) which reads

J1(u0, u1) − J1(u0, U⋆(u0)) ≥ κ

2
E
[ ∫ T

0

|u1t − U⋆
t (u0)|2dt

]
which is (23) for u1 = U⋆(ũ0).

To conclude the proof of the Proposition it remains to prove the 1/2 Holder continuity of the
best response function which allows us to verify Assumption 4. By (23), we have∥∥U⋆(u0) − U⋆(ũ0)

∥∥
H2

T

≤ 2

κ1/2

{∣∣J1(ũ0, U⋆(ũ0)) − J1(u0, U⋆(u0))
∣∣1/2 +

∣∣J1(u0, U⋆(ũ0)) − J1(ũ0, U⋆(ũ0))
∣∣1/2}. (43)

By (34) and (35), we have∣∣J1(u0, U⋆(ũ0)) − J1(ũ0, U⋆(ũ0))
∣∣ ≤ C · ∥u0 − ũ0∥H2

T
, (44)∣∣J1(ũ0, U⋆(ũ0)) − J1(u0, U⋆(u0))

∣∣ < C · ∥u0 − ũ0∥H2
T
. (45)

Then the desired result follows from (43), (44) and (45).

B.3 Additional Background on the Wiener Chaos

For any time 0 ≤ t ≤ T , since the σ-algebra Ft is generated by {Ws}0≤s≤t then, any u ∈ L2(Ft)
admits the following Wiener chaos expansion

u = E[u] +

∞∑
i=0

∫ T

0

∫ sn

0

· · ·
∫ s2

0

fi(sn, . . . , s1) dWs1 . . . dWsn (46)
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where, for each i ∈ N+, the deterministic functions fi belongs to L2(Si,T ) where Si,T
def.
= {(sj)

i
j=1 ∈

[0, T ]i : 0 < s1 < · · · < si < T}.
We consider an alternative description of the Wiener chaos expansion of any random variable

u ∈ L2(Ft) for a given 0 ≤ t ≤ T , which both extends more easily to multiple dimensions and
does not require to lengthy computation of multiple iterated stochastic integrals. For any i ∈ N,

the Hermite polynomials (hi)i∈N are the eigenfunctions of the generator d2

dx2 − x d
dx of the Ornstein-

Uhlenbeck process dXt = −Xt +
√

2dWt. For each i ∈ N+, the ith Hermite polynomial hi is given
recursively by Rodrigues’ formula as

hi(x) =
(−1)i

i!
ex

2/2 d
i

dxi
e−x2/2 h0(x) = 1.

The multi-dimensional version of the ith iterated integral in (46) is given by

∑
|α|=i

βi,αj

Ji∏
j=1

hαj

(∫ T

0

ψi,k(s) dBs

)
(47)

where α
def.
= (α1, . . . , αJi) is a multi-index consisting of positive integers with i = |α| def.

=
∑Ji

j=1 αi,

βi,αj
∈ R, and where (ψi,k)i,k∈Z;0≤k, k+1

2n ≤t is an orthonormal basis of L2([0, t]). Here, we will consider

the Haar (wavelet) system given by

ψi,k(s)
def.
= 2i

(
I[t k

2i
,t 1+2k

2i+1 )(s) − I[t 1+2k

2i+1 ,t k+1

2i
)(s)

)
.

Since L2([0, t]) ⊂ L2([0, T ]) we can replace the t in indicator functions with T and we can consider
the Haar (wavelet) system on the larger space L2([0, T ]) where (ψi,k)i,k∈N;0≤k, k+1

2i
≤1 and

ψi,k(s)
def.
= 2i

(
I[T k

2i
,T 1+2k

2i+1 )(s) − I[T 1+2k

2i+1 ,T k+1

2i
)(s)

)
.

By elementary functional analytic considerations, for each 0 ≤ t ≤ T , L2(Ft) is closure of the span
on the of orthogonal L2(Ft) random variables

j∏
j̃=1

hαj̃

(∫ t

0

ψi,k(s) dBs

)
(48)

where j ∈ N, and i, k ∈ N; 0 ≤ k, k+1
2i ≤ t

T , for some I ∈ N, β0, β1,α1 , . . . , βI,αJI
∈ R, and (fi)i∈N

is an orthonormal basis of L2([0, t]). Since (ψi,k)i,k∈N;0≤k, k+1

2i
≤ t

T
is piecewise constant, then the

stochastic integrals in (48) simplify to∫ t

0

ψi,k(s) dBs = 2iW tk

2i
− 2i+1W t(1+2k)

2i+1
+ 2iW t(k+1)

2i

where T k+1
2i ≤ t. Thus, the random variables

{
ui,j,k : j ∈ N, i, k ∈ N, k+1

2i ≤ t
T

}
⊂ L2(Ft) where

u
(t)
i,j,k

def.
=

j∏
j̃=1

hαj̃

(
2iW tk

2i
− 2i+1W t(1+2k)

2i+1
+ 2iW t(k+1)

2i

)
(49)

form an orthonormal basis of L2(Ft). Conveniently, each of the ui,j,k can be computed without any
explicit stochastic integration. We refer to Nualart (2006) for more details on Wiener Chaos.

Next, we will derive our universal approximation guarantees for our transformer model.
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B.4 Proof of Universal Approximation Theorem 12

Our main universal approximation theorem relies on the following orthonormal basis of simple pro-
cesses in H2

T , defined by linear combinations of the elementary processes in (2).

Lemma B.6 (Orthonormal Basis of H2
T ). The collection of simple processes

S def.
=
{
us1,s2i,j,k : i, j, k, s1, s2 ∈ N, s2 + 1 ≤ 2s1 , k+1

2i ≤ s2
2s1

}
where

us1,s2i,j,k (t, ω)
def.
= ψs1,s2(t) · uTi,j,k(ω)

is an orthonormal basis of H2
T .

Proof of Lemma B.6. We denote the set of indices

I def.
= {(i, j, k, s1, s2) ∈ N5 :

k + 1

2i
≤ s2

2s1
≤ 1,

s2 + 1

2s1
≤ 1},

I(s1, s2)
def.
= {(i, j, k) ∈ N3 : (i, j, k, s1, s2) ∈ I}, (s1, s2) ∈ N2.

and observe the following equality

S =
{
us1,s2i,j,k

}
(i,j,k,s1,s2)∈I

⊂ H2([0, T ]).

It is easy to check that S is orthonormal in H2([0, T ]) as the set {ψs1,s2}(s1,s2)∈N2 is orthornormal

in L2([0, T ]), and for all (s1, s2) ∈ N2,
(
uTi,j,k

)
(i,j,k)∈I(s1,s2)

is orthonormal in L2(FT ). It remains to

show that H2([0, T ]) is the closure of the span of S.
We denote Ĥ0 to the set of simple processes Z ∈ H2([0, T ]) satisfying

Z
def.
=

m∑
l=1

ξl1[t2l−1,t2l), (50)

where m ∈ N, (ti)
m+1
i=1 is a strictly increasing sequence of real numbers satisfying t1 = 0, t2m < T ,

and ξl ∈ L2(Ft2l−1
), for 1 ≤ l ≤ m.

We notice that
¯̂H0 = H2([0, T ]). Indeed, we observe that for every simple process Z :=∑m

l=1 ξl1[tl,tl+1), t1 = 0, tm+1 = T can be written as the H2([0, T ])-limit of the sequence (Zn)n∈N ⊂
Ĥ0:

Zn
t =

m∑
l=1

ξl1[tl,tl+1− 1
n ). (51)

The previous shows that
¯̂H0 = H̄0 = H2([0, T ]).

Next, assume that Z ∈ Ĥ0 is such that: for all U ∈ S∫ T

0

E [UtZt] dt = 0. (52)

We notice that for any s̃1 ∈ N sufficiently large there exists s̃2 ∈ N satisfying

1 + s̃2 ≤ 2s̃1 ,

t1 <
s̃2T

2s̃1
≤ t2 <

(1 + 2s̃2)T

2s̃1+1
<

(1 + s̃2)T

2s̃1
< t3. (53)
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Then, for any (i, j, k) ∈ I(s̃1, s̃2), we set

U
def.
= us̃1,s̃2i,j,k ∈ S. (54)

Plugging in the process (54) into (52), we obtain∫ T

0

E [UtZt] dt = 2s̃1
(
t2 −

s̃2T

2s̃1

)
E
[
uTi,j,kξ1

]
= 0, ∀(i, j, k) ∈ I(s̃1, s̃2). (55)

Finally, we will prove that the closure of the span of
(
uTi,j,k

)
(i,j,k)∈I(s̃1,s̃2)

contains L2 (Ft1). Using

(53), we observe that for all (i, k) ∈ N2, 1 + k ≤ 2i the following inequality holds:

0 ≤ t1(k + 1)

T2i
<

s̃2
2s̃1

≤ 1.

Using that the set of the dyadic rationals is dense in [0, 1], there exists a sequence (in, kn) ∈ N2,
kn + 1 ≤ 2in , satisfying:

lim
n→∞

(kn + 1)

2in
=
t1(k + 1)

T2i
,

t1(k + 1)

T2i
≤ (kn + 1)

2in
≤ s̃2

2s̃1
, n ∈ N.

Hence, for all j ∈ N,
(
uTin,j,kn

)
n∈N

⊂ S. By continuity of the paths of the Brownian motion and the

Hermite polynomials, we obtain that (uTin,j,kn
)n∈N converges P-a.s. to u

(t1)
i,j,k. Moreover, we observe

that
(
ξ1u

T
in,j,kn

)
n∈N

is uniformly integrable. Indeed, for 0 < ϵ0 small enough, applying Hölder’s

inequality, there exist constants p1 := 3
2(1+ϵ0)

, and p2 := 1
1− 1

p1

such that

sup
n∈N

E
[∣∣ξ1uTin,j,kn

∣∣1+ϵ0
]

≤ E
[
|ξ1|(1+ϵ0)p1

]
sup
n∈N

E

 j∏
j̃=1

∣∣∣hj̃ (2in WTkn
2in

− 2in+1WT (1+2kn)

2in+1
+ 2in WT (kn+1)

2in

)∣∣∣p2


<∞.

We therefore deduce that
E
[
ξ1u

(t1)
i,j,k

]
= lim

n→∞
E
[
ξ1u

T
in,j,kn

]
= 0. (56)

Using completeness of the basis {u(t1)i,j,k}(i,j,k)∈N3 in L2(Ft1) we obtain that

ξ1 = 0, P-a.s.

Finally, we repeat the same argument in (53) for every addend in (50), obtaining

Z = 0, dt⊗ P− a.e.

Hence,

span(S)
⊥
∩ Ĥ0 = {0}, (57)

where H0 denotes the set of simple processes in H2([0, T ]). Finally, using the decomposition

H2([0, T ]) = span(S) ⊕ span(S)
⊥
,

and (57), we have that Ĥ0 ⊂ span(S). The later implies that span(S) = H2([0, T ]).
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Generally, deep learning faces the curse of dimensionality in finite-dimensions; see e.g. Lanthaler
and Stuart (2023). Nevertheless, the impact of infinite-dimensionality on the parametric complex-
ity of deep learning models can be reduced by considering the following trainable version of the
“super-expressive” activation function of Zhang et al. (2008) designed to exploit the bit-extraction
mechanism of Bartlett et al. (2019). The next lemma provides quantitative rates for attentional
neural operators with the activation function (10); since, in that case, they are not overwhelmingly
large (as is the case approximation of general Lipschitz non-linear operators).

Lemma B.7 (Approximation Of Lipschitz Operators with By Attentional Neural Operator). Let
K0 ⊆ H2

T be compact, F : H2
T → H2

T be an L-Lipschitz (non-linear) operator, and consider respective
“dimension reduction” and “approximation” errors εD, εA > 0. There exists an attentional neural
operator F̂ : H2

T → H2
T satisfying

sup
u∈K0

∥F (u) − F̂ (u)∥H2
T
≤ εD + εA.

Furthermore, the complexity of the neural operator F̂ is recorded in Table 2.

We provide explicit quantitative parameter estimates in the special cases where the compact
set K0 and the target neural operator are compatible. We consider the following notion of a small
compact subset of a Banach space.

Definition B.8 ((r, f)-Exponentially Ellipsoidal). Let r > 0, f : H2
T → H2

T , and fix an orthonormal
basis {ui}∞i=0 of H2

T . A subset K ⊆ H2
T is of (r, f)-exponentially width if the following holds for each

u ∈ K:

(i) u =
∑∞

i=1 βiui and |βi| ≲ e−ri,

(ii) f(u) =
∑∞

i=1 ciui and |ci| ≲ e−ri.

Exponentially ellipsoidal compact sets can be efficiently approximated by low-dimensional rep-
resentations arising from projections onto the relevant basis. However, they may still be large in
metric entropy (i.e. they may be difficult to cover by a few small metric balls). This is not the case if
there is something akin to a latent “low-dimensional submanifold” on which the data/approximation
is focused. The following definition makes this rigorous for our infinite-dimensional setting.

Definition B.9 ((r, f, d)-Exponential Manifold). Let r > 0, f : H2
T → H2

T , fix an orthonormal basis

{ui}∞i=0 of H2
T , and let K̃ be an (r, f)-exponentially ellipsoidal subset of H2

T . A compact subset K ⊆ K̃
is said to be an (r, f, d)-Exponential Manifold if there exists a 1-Lipschitz “latent parameterization”
map π : Rd → H2

T and K = π({z ∈ Rd : ∥z∥ ≤ 1}).

Notably, the map π need not be known nor be injective (as in Kratsios et al. (2024)), nor
does it need to be inverted by the deep learning model (either explicitly or implicitly during the
approximation theorem). Instead, it simply encodes (in a possibly non-linear way) a low-dimensional
stricture into the compact set of controls, allowing for an efficient approximation by controlling
the entropy number, see e.g. Carl (1997); Lorentz (1966); Petrova and Wojtaszczyk (2023), of the
compact set on which the approximation is performed number.
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Param. Example 7 Example 6

No. Param O
(
ε
−3 ln(C)/r
D ln

(
ε
−1/r
D

)4)
Finite

Depth O
(

ln(ε
−1/r
D ) ε

− ln(C)/r
D

)
Finite

Width O
(
ε
− ln(C)/r
D

)
O
(
dd+1N2d+2ε−3d−3

D

)
Decoding Dim. (Q) O(ln(ε

−1/r
D )) Finite

Encoding Dim. (d) O(ε
1/(1−r)
D ) Finite

Att. Complexity (N)
(
c̃ ε−1

A ln(ε
−1/r
D )1/2

)c(ln(ε−1/r
D )

Finite

Table 2: Complexity of the neural operator. Case 1: K is an (r, f, d)-exponential manifold in
controls in H2

T and σ is the super-expressive activation function with neuron-specific skip-connections
in (7); c, c̃ > 0 are absolute constants.
Case 2: K is an arbitrary compact subset of controls in H2

T and σ is the standard non-trainable
activation functions of Example (6).

The error εD > 0 in Table 2 expresses the “dimension reduction” error resulting from the
encoding (E) and decoding (D) maps used in the definition of our attentional neural operator, in
Definition 6. That is, εD expresses the error made in encoding infinite dimensional objects, namely F-
adapted processes, into finite-dimensional objects, namely vectors in some Euclidean spaces. Once
the neural operator has implicitly transformed the approximation problem as an approximation
problem between finite-dimensional spaces, it is approximated by the MLP (f) between the encoding
and decoding layers of the attentional neural operator. The error εA > 0 in Table 2 expresses the
error incurred in this finite-dimensional approximation step.

Proof of Lemma B.7. Fix respective “dimension reduction” and “approximation” errors εD, ε̄A > 0.
Step 1 - Finite Dimensional Encoding
Enumerate S = {si}∞i=1, where S is as in Lemma B.6. For any d ∈ N (which we fix retroactively)
define the 1-Lipschitz encoder Ed : H2

T → Rd given, for each u ∈ H2
T , by

Ed(u·)
def.
= (⟨u, sj⟩H2

T
)dj=1.

Consider its right-inverse ιd : Rd → H2
T given, for each x ∈ Rd, by

ιd(x)
def.
=

d∑
i=1

xi si.

Observe that ιd is an isometric embedding; we will come back to this point shortly.

• K0 is the exponentially ellipsoidal K in Definition B.8: By the exponential decay
condition in Definition B.8, we have that: for each u ∈ K, with representation u =

∑∞
i=1 βi si

the following error estimate holds by orthonormality of the (si)
∞
i=1∥∥u− ιd ◦ Ed(u)

∥∥2
H2

T

=
∥∥ ∞∑

i=1

βi si − ιd ◦ Ed(u)
∥∥2
H2

T

=

∞∑
i=1

|βi|2 Ii≤d ∥si∥2H2
T

=

∞∑
i=d+1

|βi|2

≤ C e−rd

1 − e−r

def.
= C̃K e−rd

(58)
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where C̃K
def.
= C/(1− e−r). Fix ε0 > 0. We now can retroactively set d

def.
= ln

(
2rC̃r

K

(1−e−r)r ε
−r
0

)
=

ln(CKε
−r
0 ) ∈ O(ln(ε

−1/r
0 )) where CK

def.
=
(

C
3L(1−e−r)

)1/r
> 0.

• Exponential Sub-manifold: If K0 satisfies Definition B.9, then this case is implied by the
previous case (i.e. that of exponentially ellipsoidal compacta),

• General K0: If K0 is general, then by the 1-bounded approximation property (e.g. see
Szarek (1987)) of Hilbert spaces with orthonormal bases (which are simply Banach spaces with
Schauder bases), for every ϵ0 > 0 there is some d ∈ N for which supx∈K0

∥x− Ed(x)∥ ≤ ϵ0.

In each case, we have that
sup
u∈K0

∥u− ιd ◦ Ed(u)∥ ≤ ε0. (59)

Let L ≥ 0 denote the optimal Lipschitz constant of F . We note that the map

f (1)
def.
= F ◦ ιd : Rd → H2

T

is (L,α)-Hölder since F is (L,α)-Hölder and since is 1-Lipschitz. In particular, the Lipschitz constant
of f (1) is independent of d.
Step 2 - Quantization of The Image and The Domain:

Since K0 is compact and since Ed is continuous, then Ed(K0) is compact and thus Ed(K0) is totally

bounded. Therefore, for every ε1 > 0 there exists a finite subset {xn}
Nε1
n=1 ⊆ Ed(K0), of minimal

cardinality N
def.
= Nε1 (a so-called minimal ε1-net) such that:

max
x∈K0

min
n=1,...,Nε1

∥x− xn∥2 <
( 1

L

ε1
3

)1/α
. (60)

Since, f (1) is an L-Lipschitz surjection of K0 onto f(K0) then (60) implies that

max
x∈K0

min
n=1,...,Nε1

∥f (1)(x) − f (1)(xn)∥H2
T
≤L max

x∈K0

min
n=1,...,Nε1

∥x− x2∥α2

<L

(( ε1
3L

)1/α)α

=
ε1
3
.

(61)

By Lemma B.6, (si)
∞
i=1 is an orthonormal basis of the Hilbert space H2

T . Therefore, it realizes the
1-bounded approximation property. This means that since F (K0) is compact then, for each Q ∈ N

max
y∈F (K0)

∥∥y − PQ(y)
∥∥
H2

T

N 7→∞→ 0 and ∥PQ∥op ≤ 1 (62)

where PQ : H2
T → H2

T is the (rank Q) orthogonal projection operator of H2
T onto span({si}Qi=1);

that is, PQ(u) 7→
∑Q

i=1 ⟨si, u⟩H2
T

; where ∥ · ∥op denotes the operator norm. Thus, for each ε2 > 0

(to be fixed retroactively) there exists some Q
def.
= Qε2 ∈ N for which

max
y∈F (K0)

∥∥y − PQ(y)
∥∥
H2

T

≤ ε2.

In the special case where F (K0) satisfies Definition (B.8) then, by a similar computation to Step

1 (58), we obtain the following bounds on Q
def.
= Qε2 :

• Exponentially Ellipsoidal K0: Q ∈ O(ln(ε
−1/r
D )),

• Exponential Sub-manifold: As before, if K0 satisfies Definition B.9, then this case is implied
by the previous case,
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• General K0: Q→ ∞ as ε2 → 0.

To summarize this step, the set {xn}Nn=1 discretized Ed(K0) and the set {yn}Nn=1 discretized the
“finitely parameterized” image of K0 under F .
Step 3 - Simplicialization of Target Function:
Our next objective is to replace the target function F , with a function which maps between Ed(K0) to
an N -simplex and which, informally speaking, is an approximate continuous selection to the nearest
neighbour problem

x 7→ argmin
n=1,...,N

∥F (x) − yn∥.

First, we construct an “projection-like/extremal” version of this solution, as in Step 4 of the proof
of (Acciaio et al., 2023, Theorem 3.8). In the second step, we “mollify” that function to make it
comparable with the softmax operation.

Fix ε3 > 0. Let P1({xn}Nn=1,W1) denote the 1-Wasserstein space over {xn}Nn=1 with respect to
the α-snowflaked of the Euclidean distance ∥ · ∥α2 on the inherited finite set {xn}Nn=1; ; i.e. the metric
Rd×Rd ∋ (x, x̃) 7→ ∥x−x̃∥α2 restricted to the set {xn}Nn=1. By (Bruè et al., 2021, Theorem 3.2), there
exists a Lipschitz map (a so-called weak random projection) Π : (Ed(K0), ∥ · ∥2) → P1({xn}Nn=1,W1)
with the property that: for each x ∈ Ed(K0) if x ∈ {xn}Nn=1 then Π(x) = δx; where δx is the pointmass
on x. Furthermore, the Lipschitz constant LΠ of Π is at-most c log2(C({xn}N

n=1,∥·∥α
2 )) where c > 0

is an absolute constant and C({xn}N
n=1,∥·∥α

2 ) > 0 is the doubling constant of the set {xn}Nn=1 with

respect to the α-snowflake of the Euclidean distance restricted to {xn}Nn=1. By (Robinson, 2011,
Lemma 9.3), since the inclusion of {xn}Nn=1 into Rd is an isometric embedding (with respect to the
Euclidean distance on Rd) then the doubling constant of ({xn}Nn=1, ∥ · ∥2) is no larger than that of
(Rd, ∥ · ∥2). By (Robinson, 2011, Lemma 9.3), the doubling constant of Rd in the Euclidean metric
is 2d+1. Thus, the first statement in (Acciaio et al., 2023, Lemma 7.1) implies that doubling of
({xn}Nn=1, ∥ · ∥α2 ) is at-most equal to the doubling constant of Rd to the power of ⌈ 1

α⌉. Hence, the
Lipschitz constant LΠ of Π is

LΠ ≤ c log2(C({xn}N
n=1,∥·∥α

2 )) ≤ c
⌈ 1

α

⌉
log2(C({xn}N

n=1,∥·∥2)) ≤ c
⌈ 1

α

⌉
(d+ 1) ≤ c̃

⌈ 1

α

⌉
d

def.
= CΠ (63)

where c̃
def.
= 2 max{1, c} > 0.

As shown in (Acciaio et al., 2023, Equations (41)-(46)), the map ιN : P({xn}Nn=1,W1) ∋ µ =∑N
n=1 wnδxn

→ (wn)Nn=1 ∈ (∆N , ∥ · ∥2) is 2
ε1

-Lipschitz since the minimal distance between any

distinct pairs of points in {xn}Nn=1 is ε1. Together with the right-hand side of (63), this shows that
the α-Hölder constant Lf(2) of composite map f (2) : ιN ◦ ΠN : Ed(K0) → ∆N is bounded-above by

Lf(2) ≤ LΠ
2

ε1
≤ c̃

⌈ 1

α

⌉
N

2

ε1

def.
= L̃f(2) . (64)

For n = 1, . . . , N , let yn
def.
= PQε3

(f (1)(xn)) =
∑Qε3

i=1 ⟨f (1)(u), si⟩H2
T
si. Define the Lipschitz map

ηN : ∆N → H2
T by

ηN : w 7→
N∑
i=1

wi yn. (65)

Note that ηN : (∆N , ∥·∥2) → (H2
T , ∥·∥H2

T
) is Lη

ε1,ε2-Lipschitz with optimal Lipschitz constant, which

we denote by Lip(ηϵN ) ≥ 0, bounded-above by the constant Lη
ε1,ε2 > 0 defined by

∣∣ηN (w) − ηN (v)
∣∣ ≤ N∑

i=1

∥yi∥H2
T
|wi − vi| (66)
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≤(diam(f(Ed(K0))) + 2ϵ2)

N∑
i=1

|wi − vi| ≤ (Ldiam(K0)α + 2ϵ2)

N∑
i=1

|wi − vi|

≤(Ldiam(K0)α + 2ϵ2)
√
N ∥w − v∥2

def.
= Lη

ε1,ε2∥w − v∥2 (67)

where w, v ∈ ∆N are arbitrary and we have used the inequality ∥ · ∥1 ≤
√
N ∥ · ∥2 (on RN ).

Next, we show that ηN ◦ f (2) approximates F on Ed(K0).
Since H2

T is a QAS space (see (Acciaio et al., 2023, Definition 3.4) with p = 1 and Cη = 1,
as shown in (Acciaio et al., 2023, Example 5.1)) then Step 4 of the proof of (Acciaio et al., 2023,
Theorem 3.8) holds unaltered in our setting (with X = Ed(K0), (Y, dY = (H2

T , ∥ · ∥H2
T

), the α-Hölder

target function with respect to the α-Hölder seminorm L > 0 of f (1)).

Set3 ε1
def.
= εD

3·3LCΠ
= εD

9Lc̃d > 0 and ε2
def.
= εD

9 > 0. Arguing identically to the (Acciaio et al., 2023,
Proof of Theorem 3.8 - Step 3), following (Acciaio et al., 2023, Equation 51), we conclude that

sup
x∈Ed(K0)

∥f (1)(x) − ηN ◦ f (2)(x)∥H2
T
≤ εD

3
. (68)

where, for us, our improved estimate on CΠ was given in (63); as is summarized in (68).
We now modify the map f (2) so that it takes values in the range of the softmax function; that is,

in the relative interior of the N -simplex, i.e., in the set int(∆N )
def.
= {w ∈ (0, 1)N :

∑N
n=1 wn =

1}. We subsequently associate f (2) to a map taking values RN−1. Finally, this latter map will be
approximated by a neural network in step 3.

Fix 0 < ε3 ≤ 1, to be determined retroactively. Consider the 1-Lipschitz homotopy H : [0, 1] ×
∆N → ∆N given by H(t, w)

def.
= t(w − ∆̄N ) + ∆̄N , where4 ∆̄N = (1/N, . . . , 1/N) ∈ ∆N is the

barycenter of the N -simplex. Observe that, for each t ∈ [0, 1) we have H(t,∆N ) ⊂ int(∆N ) and for
each 0 ≤ ε3 ≤ maxw∈∆N

∥w − ∆̄N∥21 − 1
N there exists a tε3 ∈ [0, 1) satisfying5

max
w∈∆N

∥H(tε3 , w) − w∥2 ≤ max
w∈∆N

∥H(tε3 , w) − w∥1 ≤ ε3. (69)

The right-hand inequality can be solved explicitly for the largest value of tε3 in [0, 1); this is be-
cause w⋆ ∈ ∆N given by w⋆

1 = 1 and w⋆
j = 0 for j = 2, . . . , N is a non-unique maximizer of

maxw∈∆N
∥H(tε3 , w) − w∥1 . We therefore compute

∥H(tε3 , w) − w∥1 = |(tε3(1 − 1/N) + 1/N) − 1|︸ ︷︷ ︸
1rst component

+ (N − 1) |(tε3(0 − 1/N) + 1/N) − 0|︸ ︷︷ ︸
j > 1rst components

(70)

=|1 − tε3 | |(1 − 1/N)| + (N − 1)|1 − tε3 | |1/N |
=|1 − tε3 | (N − 1)/N + |1 − tε3 | (N − 1)/N

=(1 − tε3)
2(N − 1)

N
. (71)

If ε3 > 0 is small enough, 6 then setting the right-hand side of (71) equal to ε3 and solving for tε3
yields tε3 = 1 − Nε3

2(N−1) . For general values of ε3, we may set

tε3 = 1 − min

{
Nε3

2(N − 1)
, 1/2

}
. (72)

3. In the notation of (Acciaio et al., 2023, Proof of Theorem 3.8 - Step 3), we have set ε̄A
def.
= εQ

def.
= εD/3.

4. I.e. ∆̄N
def.
= (1/N, . . . , 1/N) is the barycenter of the N -simplex ∆N .

5. For the interested reader: we have just noted that the boundary of ∆N is a Z-set, in the sense of (van Mill, 2001,
Section 5.1).

6. Namely, one needs that 0 < ε3 <
2(N−1)

N
.
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Consider the map

ρ
def.
= softmaxN ◦W : RN−1 → int(∆N ) (73)

where W : RN−1 ∋ x → (x1, . . . , xN−1, 1) ∈ RN . A right-inverse of the smooth function R :
int(∆N ) → RN−1 given for each y ∈ int(∆N ) by

R(y)
def.
=
(
(ln(yi) − ln(yN ) + 1)

)N
i=1

. (74)

Finally, we define the “mollified simplicial target function” f (3)
def.
= R ◦ H(tε3 , ·) ◦ f (2) : Rd →

RN−1.
We therefore, have the following uniform estimate between ρ ◦ f (3) and f (2)

max
x∈Ed(K0)

∥f (2)(x) − ρ ◦ f (3)(x)∥H2
T

= max
x∈Ed(K)

∥f (2)(x) − ρ ◦
(
R ◦H(tε3 , ·) ◦ f (2)(x)

)
∥H2

T
(75)

= max
x∈Ed(K)

∥f (2)(x) −H(tε3 , ·) ◦ f (2)(x)
)
∥H2

T

= max
w∈∆N

∥w −H(tε3 , w)∥H2
T

(76)

≤ε3, (77)

where we have use the fact that f (2) takes values in the N -simplex in deducing (76), and (77) held
by (69). Combining our estimate in (68) with those in (75)-(77) yields

sup
x∈Ed(K0)

∥f (1)(x) − ηN ◦ ρ ◦ f (3)(x)∥H2
T
≤ sup

x∈Ed(K0)

∥f (1)(x) − ηN ◦ f (2)(x)∥H2
T

(78)

+ sup
x∈Ed(K0)

∥ηN ◦ f (2)(x) − ηN ◦ ρ ◦ f (3)(x)∥H2
T

≤ sup
x∈Ed(K0)

∥f (1)(x) − ηN ◦ f (2)(x)∥H2
T

+ Lip(ηN ) sup
x∈Ed(K0)

∥f (2)(x) − ρ ◦ f (3)(x)∥H2
T

≤εD
3

+ Lip(ηN ) ε3

≤εD
3

+
(
(Ldiam(K0)α + 2ε2)

√
N
)
ε3, (79)

where Lip(ηN ) denotes the optimal Lipschitz constant of the map ηN which we have bounded above
by Lη

ε1,ε2 , in (67). Combining the estimates in (61) and in (59) with those in (78)-(79) yields

sup
u∈K0

∥F (u) − ηN ◦ ρ ◦ f (3) ◦ Ed(u)∥H2
T
≤ sup

u∈K0

∥F (u) − F ◦ ιd ◦ Ed(u)∥H2
T

(80)

+ sup
u∈K0

∥F ◦ ιd ◦ Ed(u) − ηN ◦ ρ ◦ f (3) ◦ Ed(u)∥H2
T

≤ L sup
u∈K0

∥u− ιd ◦ Ed(u)∥H2
T

+ sup
u∈K0

∥F ◦ ιd ◦ Ed(u) − ηN ◦ ρ ◦ f (3) ◦ Ed(u)∥H2
T

= L sup
u∈K0

∥u− ιd ◦ Ed(u)∥H2
T

+ sup
u∈Ed(K0)

∥f (1)(x) − ηN ◦ ρ ◦ f (3)(x)∥H2
T

≤ Lε0 + sup
u∈Ed(K0)

∥f (1)(x) − ηN ◦ ρ ◦ f (3)(x)∥H2
T

≤ Lε0 +
εD
3

+
(
(Ldiam(K0)α + 2ε2)

√
N
)
ε3. (81)
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Retroactively setting

ε0
def.
=

εD
3L

and ε3
def.
=

εD

min
{

1, 3(Ldiam(K0)α)
√
N
} , (82)

implying that ε0 ∈ O(εD) and ε3 ∈ O(εD/
√
N). Consequentially,

sup
u∈K0

∥F (u) − ηN ◦ ρ ◦ f (3) ◦ Ed(u)∥H2
T
≤ εD. (83)

Next, we will obtain upper-bound the best α-Hölder constant of f (3) to obtain quantitative
parameter estimates on our MLP, which will approximate f (3).
Step 4 - Computing the Regularity of the Surrogate Target Function To, apply a quanti-
tative universal approximation theorem, we need a handle on the regularity of the target function

being approximated. We first observe that, on the set ∆ϵ2
N

def.
= H(tϵ2 ,∆N ) the map R, defined in

(74), is Lf(3)ϵ2,N -Lipschitz with constant given by

Lf(3)ε2,N = sup
w∈∆

ε3
N

∥∇R(w)∥2 ≤ sup
w∈∆

ε3
N

∥∇R(w)∥1 (84)

= sup
w∈∆N

N∑
i=1

1

|tε3(wi − 1/N) + 1/N |
(85)

≤
N∑
i=1

1

minw∈∆N
λ|tε3(wi − 1/N) + 1/N |

=
N2

(1 − tε3)

=N max
{

2N,
2(N − 1)

ε3

}
≤ 2N2

min{ε−1
3 , 1/2}

def.
= L̃f(3)ε3,N (86)

where ∇R denotes the Jacobian of R and where the inequality (84) holds by the Rademacher-
Stephanov theorem, see e.g. (Federer, 1969, Theorems 3.1.6-3.1.9).

We thus conclude that, from the estimates in (64), (84)-(86), and the observation that H is
1-Lipschitz, that f (3) is Lf(3)-Lipschitz; where

Lf(3) ≤ Lf(2) Lf(3)ϵ2,N =
c̄N3

ε1 min{min{1, ϵ3}, 1/2}

=
9c̄dN2

εD min{εD/3, 1/2}
def.
= L̃,

(87)

where c̄
def.
= 4c̃ > 0. We now construct our deep-learning approximation.

Step 5 - Neural Approximation of Surrogate Target Function f̂ (3):
We consider two cases; in the former, the activation function is smooth and in the latter, it is the
trainable super-expressive activation (defined in (10)).

1. Case 1 - σ as in Example 6: By (Kratsios and Papon, 2022, Proposition 53), there is a MLP

f̂ : Rd → RN with activation function σ0 ∈ C(R) (in the notation of Example 6) satisfying

sup
x∈Ed(K0)

∥f̂(x) − f (3)(x)∥2 < ε̄A (88)

with depth and width given by:
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• Width: d+N + 2

• Depth: Finite, and if σ is non-affine and smooth then: O
(
N((1−d/4)N)2d/α (2C)2d ε−2d/α

)
where we use the fact that the diameter of K0 is at-most 2C.

2. If σ is the trainable super-expressive activation function in (10), then: for i = 1, . . . , N (Gao

et al., 2022, Theorem 1) there exists an MLP f̂i : Rd → R with activation function σ0 satisfying

max
i=1,...,d

sup
x∈Ed(K0)

∥⟨f (3)(x), ei⟩ − f̂i(x)∥2 < ε̄A/N (89)

where {ei}Ni=1 is the standard orthonormal basis of RN . Moreover, by (Gao et al., 2022, The-
orem 1), and the remark directly after, the width, depth, and number of non-zero parameters
determining each network is exactly

• Width: 11,

• Depth: 36 (2d+ 1),

• No. Params: 5437 (d+ 1) (2d+ 1).

Since σ1(x) = x, for all x ∈ R, then the trainable activation function σ has the 1-identity
requirement (see (Cheridito et al., 2021, Definition 4)) applies (Cheridito et al., 2021, Propo-

sition 5) from which we conclude that there exists an MLP f̂ : Rd → RN with activation
function σ satisfying: for each x ∈ Rd

f̂(x) =

N∑
i=1

fi(x) ei,

furthermore, the with, depth, and number of non-zero determining f̂ are

• Width: 12N ∈ O(N),

• Depth: d(N − 1) + 36 (2d+ 1) ∈ O
(
dN
)
,

• No. Params: at-most 3738N2(d2 − 1)N(d+ 1) (2d+ 1) ∈ O
(
N3 d4

)
.

Consequentially, (89) implies that

sup
x∈Ed(K0)

∥f (3)(x) − f̂(x)∥2 ≤
N∑
i=1

sup
x∈Ed(K0)

∥⟨f (3)(x), ei⟩ − f̂i(x)∥2 < N
ε̄A
N

= ε̄A (90)

where ei is the ith standard basis vector in RN with 1 in the ith coordinate and 0 otherwise. We are
now ready to complete the proof by combining the estimates from the previous steps.

Step 6 - Putting it All Together:

Set F̂
def.
= ηNε1

◦ ρ ◦ f̂ ◦ Ed : H2
T → H2

T . The estimates in (83) with those in (88) (resp. (90)) yield

sup
u∈K0

∥F (u) − F̂ (u)∥H2
T
≤ sup

u∈K0

∥F (u) − ηNε1
◦ ρ ◦ f (3) ◦ Ed(u)∥H2

T

+ sup
u∈K0

∥ηNε1
◦ ρ ◦ f (3) ◦ Ed(u) − F̂ (u)∥H2

T

≤εD + sup
u∈K0

∥ηNε1
◦ ρ ◦ f (3) ◦ Ed(u) − F̂ (u)∥H2

T

=εD + sup
x∈Ed(K0)

∥ηNε1
◦ ρ1 ◦ f̂(x) − ηNε1

◦ ρ1 ◦ f̂(x)∥H2
T
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=εD + Lip(ηNε1
◦ ρ) sup

x∈Ed(K0)

∥f (3)(x) − f̂(x)∥2

=εD + Lip(ηNε1
◦ ρ) ε̄A. (91)

Since W is an isometric embedding and the softmax function is at-most 1-Lipschitz then ρ is at-most
1-Lipschitz and Lip(ηNε1

◦ ρ) = Lip(ηNε1
), which by (67) is at-most

Lip(ηNε1
) ≤ (Ldiam(K0)α + 2ϵD/9)

√
N.

Since this upper-bound on Lip(ηNε1
◦ ρ)) depends only on εD and is independent of ε̄A. Consequen-

tially for the right-hand side of (91) can be made arbitrarily small by choosing εD and ε̄A large
enough.

It remains to bound N explicitly. There are three cases which we consider here, each of which
corresponds to the respective assumptions made on K0 and its relationship to the target (non-linear)
operator f :

1. Exponentially Ellipsoidal: Suppose that K0 ⊂ H2
T is such that: for each K0 ∋ x =∑∞

i=1 βisi we have that |βi| ≤ C ri. Recall that, e.g. as noted on (Dumer et al., 2004, in
Remark 1), that the ϵA-covering number of pd(ε−1

A · K0) (where δK0 denotes the δ-thickening
of K0 in Rd). Therefore, for each such x ∈ K0 we have that

d∑
i=1

|βi|2

θ2i
≤ 1

where the scaling constants (θi)
∞
i=1 (independent of d) are given by

θi =

(
r
(

1 +
( C
εA

)2)1/2)i

. (92)

Therefore, (Dumer et al., 2004, Theorem 2), with the description of o(1) given in its proof
on (Duchi et al., 2011, Equation (40)), by (92) we find that

N ≤ exp
( d∑
i=1

i log
(
Cr (C−2 + ε−2

A )1/2
))

= exp
(d(d+ 1)

2
log
(
Cr (C−2 + ε−2

A )1/2
))

=
(
r (1 + (C/εA)2)1/2

) d(d+1)
2

(93)

Since, in this case, d ∈ O(ln(ϵ
−1/r
D )) then there exists some C1 > 0 such that (93) reduces to

N ≤
(
r (1 + (C/εA)2)1/2

)C1 ln(ϵ
−1/r
D )2 (94)

2. Exponential Manifold: Suppose that K0 satisfies Definition B.9. For every ε̃A > 0 (to be
fixed momentarily), (Lorentz et al., 1996, Proposition 15.1.3), implies that ε̃A-covering number

Ñ of the Euclidean unit ball Bd
def.
= {x ∈ Rd : ∥x∥ ≤ 1} is bounded above and below by

2−d
(√
d/ε̃A)d ≤ Ñ ≤ 3d

(√
d/ε̃A

)d
. (95)

Since the “latent parameterization” map π : Rd → H2
T was assumed to be 1-Lipschitz and

maps onto K0 then, the image of every ε̃A of Bd under π must be 1 · ε̃A covering of K0. Set
ε̃A = εA. Then, (95) implies that

N ≤
(
3
√
d/ε̃A

)d
=
(
ε−1
A 3(c(ln(ε

−1/r
D ))1/2

)c(ln(ε−1/r
D )
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where we have used the fact that K0 is contained in an (r, f)-exponentially ellipsoidal set to

deduce that d ≤ c ln(ε
−1/r
D ) for some absolute constant c > 0.

3. General Case: In the case of general K0, (Acciaio et al., 2023, Lemma 7.1) and the upper-
bound of 2d+1 on the doubling constant of Ed(K0), just prior to Equation (64), implies that

N ≤
(
2(d+1)

)log2(diam(K0))− 1
α log2(εD/L̃)+ 1

α log2(c̃d)

for some absolute constant c̃ > 0.

Setting εA
def.
= ε̄A/

(
c(Ldiam(K0)α + εD)

√
N
)
∈ O

(
ε̄A

ϵD
√
N

)
yields the conclusion.

Step 7 - Elucidating the Model

Let V ∈ RN×Q be such that, for n = 1, . . . , N and i = 1, . . . , Q, Vn,q
def.
= ⟨F ◦ ιd(xn), si⟩H2

T
.

Then, (65) implies that: for each w ∈ ∆N

η(w) =

N∑
n=1

( Q∑
i=1

⟨F ◦ ιd(xn), si⟩H2
T

)
=

N∑
n=1

Q∑
i=1

wn Vn,q (96)

For either σ is smooth or σ as in (89), consider the MLP with σ activation function V : Rd → RN×Q

given for each x ∈ Rd by

V(x)
def.
= 0(1)σ •

(
0(2)x+ 0(3)

)
+ V

where 0(1) is the ND × 1 zero matrix, 0(2) is the 1 × d zero matrix, and 0(3) = (0) ∈ R, and where
we have identified RN×D with RND. In either case, observe that the number of non-zero parameters
defining V are at-most ND.

For each n = 1, . . . , N and i = 1, . . . , Q, we V (n,i) def.
= si. By construction: for each u ∈ H2

T and
every w ∈ ∆N we have that

D(w, u)
def.
=

N∑
n=1

wn [V ◦ Ed(u)]n V
(n,q) = ηN (w). (97)

Since the map W in the definition of ρ, see the line just below (73), was affine then our approximation

F̂ = ηNε1
◦ ρ ◦ f̂ ◦ Ed : H2

T → H2
T is of the form in Definition 6.

The number of non-zero parameters defining the model F̂ are, therefore, at-most

Depth(f̂) Width(f̂)2︸ ︷︷ ︸
No. Param. f̂

+ NQ︸︷︷︸
No. Param. V

(98)

where the depth and width of f̂ were computed in step 4. In particular, if σ is the trainable
super-expressive activation function in (89) then the quantity in (98) is O

(
N(N2d4 +Q)

)
.

Proof of Theorem 12. Fix a non-empty compact subset K0 ⊂ H2
T , a continuous function f : K0 →

H2
T , and a ε > 0.
Let K0 ⊂ H2

T be non-empty and compact. We would like to use (Miculescu, 2002/03, Theorem
1) to reduce the problem of approximating f to ε precision, to the problem of approximating an
ε/2 Lipschitz approximation of our target function f to ε/2 precision. Thus, we will be able to
employ our technical approximation theorem for Lipschitz maps between H2

T to itself, to deduce our
conclusion. On a technical note, we do not argue on the domain H2

T but rather on the compact
subspace K0, since all continuous functions are both bounded and uniformly continuous thereon;
which then directly allows us to (Miculescu, 2002/03, Theorem 1) which only allows us to uniformly
approximate bounded continuous functions on compacta.
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Step 1 - Verification of Lipschitz Extension Property
In order to apply (Miculescu, 2002/03, Theorem 1) we will need to show that the pair (K0, ∥·∥H2

T
) and

H2
T have the so-called “Lipschitz extension property” (as named in (Miculescu, 2002/03, Theorem

1)). This means that the Lipschitz function from (B, ∥ · ∥H2
T

) to H2
T , for any subset B of K0, can be

extended to a Lipschitz function of all of K0 with roughly the same Lipschitz constant.
Let B ⊆ K0. Note that, as K0 ⊂ H2

T then, B is a subset of H2
T . Since H2

T is a separable Hilbert
space then the extension theorem of (Benyamini and Lindenstrauss, 2000, Theorem 1.12): for every
L ≥ 0 and each L-Lipschitz (non-linear operator) g : (B, ∥ · ∥H2

T
) → H2

T there exists an L-Lipschitz

extension G̃ : H2
T → H2

T ; i.e. G̃ is L-Lipschitz

G̃|B = g. (99)

Since the restriction operator ιK0
: H2

T ∋ g̃ → g̃|K ∈ K0 is 1-Lipschitz then the composite map

G
def.
= ιK0

◦ G̃ = G̃|K0
: (K0, ∥ · ∥H2

T
) → H2

T is L-Lipschitz. Furthermore, (99) and the inclusion of B
in K0 imply that

G|B = (G̃|B)|K0 = g. (100)

Thus, G is an L-Lipschitz extension of g to (K0, ∥ · ∥H2
T

). Thus, the pair (K0, ∥ · ∥H2
T

) and H2
T

has the Lipschitz extension property; thus (Miculescu, 2002/03, Theorem 1) implies that the space
of Lipschitz functions from (K0, ∥ · ∥H2

T
) to H2

T is dense in the space of uniformly continuous and

bounded functions from (K0, ∥ · ∥H2
T

) to H2
T with respect to the uniform norm.

Step 2 - ε/2-Approximation of f by Lipschitz Maps
Since K0 is compact and f is continuous on K0 then f is uniformly continuous and bounded thereon.
By (Miculescu, 2002/03, Theorem 1), we deduce that there exists a Lipschitz function f̃ε : (K0, ∥ ·
∥H2

T
) → H2

T satisfying

max
u∈K0

∥f(u) − f̃ε(u)∥H2
T
≤ ε/2. (101)

Again applying (Benyamini and Lindenstrauss, 2000, Theorem 1.12), we deduce that f̃ε admits
a Lipschitz extension fε : H2

T → H2
T , with the same Lipschitz constant. Since fε is a Lipschitz

extension of f̃ε, beyond K0, then (101) implies that

max
u∈K0

∥f(u) − fε(u)∥H2
T

= max
u∈K0

∥f(u) − f̃ε(u)∥H2
T
≤ ε/2. (102)

Step 3 - ε/2-Approximation of fε by Attentional Neural Operator
Since K0 is a compact subset of H2

T and fε : H2
T → H2

T is Lipschitz then Lemma B.7 applies.

Whence, there exists an attentional neural operator F̂ : H2
T → H2

T satisfying

max
u∈K0

∥fε(u) − F̂ (u)∥H2
T
. (103)

Combining (102) and (103) yield

max
u∈K0

∥f(u) − F̂ (u)∥H2
T
≤ max

u∈K0

∥f(u) − fε(u)∥H2
T

+ max
u∈K0

∥fε(u) − F̂ (u)∥H2
T
≤ ε/2 + ε/2 = ε,

which concludes our proof.

B.5 Proof of Main Stackelberg Equilibria Results

Theorems 7 and 8 are two parts of a larger whole. As such, their derivation is most naturally merged
into a single proof; we now do.
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Joint Proof of Theorems 7, 8, and 11. Let Û : H2
T → H2

T be a map, to be fixed retroactively.
For any d ∈ N+, let pd : H2

T → span{si}di=1 be the orthogonal projection; i.e. pd
(∑∞

i=1 βisi
)

=∑d
i=1 βisi for all u =

∑∞
i=1 βi si ∈ H2

T . We will retroactively adjust d. Fix u0 ∈ K0, denote

û0d
def.
= pd(u0) and compute∣∣J0(u0, U⋆(u0)) − J0

(
û0d, Û(û0d)

)∣∣ ≤ ∣∣J0(u0, U⋆(u0)) − J0
(
û0d, U

⋆(û0d)
)∣∣︸ ︷︷ ︸

(I)

(104)

+
∣∣J0(û0d, U⋆(û0d)

)
− J0

(
û0d, Û(û0d)

)∣∣︸ ︷︷ ︸
(II)

.

Step 1 - Bounding Term Term (I) By Lemma B.5 , we can bound Term (I) from above by

(I) =
∣∣J0(u0, U⋆(u0)) − J0

(
û0d, U

⋆(û0d)
)∣∣ ≤ ω̃

(
∥u0 − û0d∥H2

T

)
(105)

where ω̃(t) = C max{|t|, |t|1/2} for each t ∈ R and for some constant C ≥ 0 depending only on T .
Note that, t 7→ ω̃

(
t
)

is continuous, monotonically increasing on [0,∞) and subjective, thus it is a
homomorphism of [0,∞) to itself with continuous inverse given by

ω̄(t)
def.
=

{
(t/C)2 if 0 ≤ t ≤ 1

(t/C) if 1 ≤ t.

We emphasize that, ω̄ has range [0,∞).
Since H2

T has the 1-bounded approximation property implemented by the (finite-rank) projection
operators (pd)d∈N+

then choosing d large enough, we may ensure that supu0∈K0
∥u0 − û0d∥H2

T
<

ω̄(ε/2). The right-hand side of (105) can be bounded-above as follows

(I) ≤ ω̃
(
∥u0 − û0d∥H2

T

)
≤ ω̃

(
sup

u0∈K0

∥u0 − û0d∥H2
T

)
≤ ω̃

(
ω̄
(ε

2

))
=
ε

2
. (106)

It remains to bound Term (II).

Step 2 - Bounding Term Term (II) By Lemma B.2, we find that

(II) =
∣∣J0(û0d, U

⋆(û0d)) − J0(û0d, Û(û0d))
∣∣ ≤ C ·

∥∥U⋆(û0d) − Û(û0d)
∥∥
H2

T

. (107)

By our universal approximation theorem, in Lemma B.7, we have that there exists an attentional
neural operator Û : H2

T → H2
T , as in Definition 6

sup
v∈pd(K0)

∥∥U⋆(v) − Û(v)
∥∥
H2

T

≤ ε

2C
(108)

where we have set εD
def.
= εA

def.
= ε/4C. Thus, the estimate in (108) implies that the right-hand side

of (107) can be bounded above as follows

(II) ≤ C
∥∥Û(û0d) − U⋆(û0d)

∥∥
H2

T

≤ C sup
v∈pd(K0)

∥∥U⋆(v) − Û(v)
∥∥
H2

T

≤ C
ε

2C
=
ε

2
. (109)

Upon combining the estimates in (106) and in (109) we obtain the following upper-bound for the
right-hand side of (104)∣∣J0(u0, U⋆(u0)) − J0

(
û0d, Û(û0d)

)∣∣ ≤ (I) + (II) ≤ ε

2
+
ε

2
= ε. (110)
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Step 3 Suppose additionally that u0 ∈ K0 is such that (u0, U⋆(u0)) is a (0−)Stackelberg equilib-
rium. If (u0, U⋆(u0)) is a Stackelberg equilibrium, see Definition 3, then this pair is optimal for J1
and the left-hand side of (110) becomes

0 ≤
∣∣J0(u0, U⋆(u0)) − J0

(
û0d, Û(û0d)

)∣∣ = J0
(
û0d, Û(û0d)

)
− J0(u0, U⋆(u0)). (111)

Consequentially, (111) can be rearranged yielding

J0
(
û0d, Û(û0d)

)
≤ J0(u0, U⋆(u0)) + ε. (112)

Since the left-hand side of (112) is optimal, then taking infima overall v in H2
T does not reduce it

further. Thus, (112) becomes

inf
u0∈K0

J0(u0, U⋆(u0)) = J0(u0, U⋆(u0)). (113)

Combining (112) and (113) yields

J0
(
û0d, Û(û0d)

)
≤ J0(u0, U⋆(u0)) + ε = inf

u0∈K0

J0(u0, U⋆(u0)) + ε.

This concludes our proofs of Theorems 7 and 8.
To obtain the conclusion of Theorem 11, we first note that the non-linear operator U⋆ is 1/2-

Hölder continuous. Since Example 9 showed that K is an exponential manifold (in the sense of
Definition B.9) then the complexity estimates for the attentional neural operator Û selected in (108)
must be as in Table 2. Consider the special case where εD = εA completes the proof of Theorem 11.
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