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Abstract. Fixed target experiments where beam electrons are focused upon a thin target
have shown great potential for probing new physics, including the sub-GeV dark matter (DM)
paradigm. However, a signal in future experiments such as the light dark matter experiment
(LDMX) would require an independent validation to assert its DM origin. To this end, we
propose to combine LDMX and next generation DM direct detection (DD) data in a four-step
analysis strategy, which we here illustrate with Monte Carlo simulations. In the first step,
the hypothetical LDMX signal (i.e. an excess in the final state electron energy and transverse
momentum distributions) is recorded. In the second step, a DM DD experiment operates with
increasing exposure to test the DM origin of the LDMX signal. Here, LDMX and DD data are
simulated. In the third step, a posterior probability density function (pdf) for the DM model
parameters is extracted from the DD data, and used to predict the electron recoil energy and
transverse momentum distributions at LDMX. In the last step, predicted and recorded electron
recoil energy and transverse momentum distributions are compared in a chi-square test. We
present the results of this comparison in terms of a threshold exposure that a DD experiment
has to operate with to assert whether predicted and recorded distributions can be statistically
dependent. We find that this threshold exposure grows with the DM particle mass, m,. It
varies from 0.012 kg-year for a DM mass of m, = 4 MeV to 1 kg-year for m, = 25 MeV,
which is or will soon be within reach.


mailto:catena@chalmers.se
mailto:taylor.gray@chalmers.se
mailto:lundand@chalmers.se

Contents

1 Introduction 1
2 Theoretical framework 2
3 Simulation framework 3
3.1 LDMX: hypothetical signal 3
3.2 Direct detection: tests with increasing exposure )
3.3 LDMX: direct detection predictions 7
4 Statistical framework 8
5 Inferring the dark matter nature of an LDMX signal 10
6 Summary and conclusion 15

1 Introduction

There is mounting interest in dark matter (DM) models where the DM particle is lighter than
a GeV, and lies in the same mass range of the known constituents of matter, such as electrons,
protons and neutrons [1-3]. The reason for this increased interest is twofold. On the one hand,
a DM candidate in this mass range would carry a kinetic energy smaller than ~ IO_GmX in our
galaxy, where m, is the DM mass, and would thus “by construction” evade the increasingly
strong constraints from direct DM searches in nuclear recoil experiments [4]. On the other
hand, a DM candidate in this mass range could also be produced in the early universe via the
canonical freeze-out mechanism [5], as long as the relevant number-changing processes involve
the exchange of a new particle mediator, so that the Lee-Weinberg bound [6] (that applies to
weak-scale processes) can be circumvented. This latter observation in particular implies that
the search for sub-GeV DM is tightly related to the search for new mediator particles.

New particle mediators can be searched for at fixed target experiments, where a beam of
particles (electrons or protons) collides with a target at rest, producing the new mediator in,
e.g.: 1) “dark” bremsstrahlung processes, where the new particle replaces the ordinary final
state photon, or 2) meson decays, where the new mediator is produced in 7¥ or 1 decays [7].
Once produced, the new mediator particle can decay visibly into Standard Model particles, or
invisibly into DM particles, which illustrates the aforementioned interplay between mediator
and DM particle searches in the sub-GeV DM context. In the next generation fixed target
experiment LDMX [8], 4 — 8 GeV beam electrons are focused upon a thin tungsten target, and
the hypothetically produced new particle mediator is searched for by full reconstruction of
the final state electron recoil energy and transverse momentum distributions. The prospects
for new mediator particle or DM production at LDMX are reviewed in [9] (and references
therein), and a recent extension of the LDMX analysis framework to spin-1 DM is discussed
in [10].

Importantly, if an excess above the expected inclusive single electron background is found
at LDMX in the recorded electron recoil energy and transverse momentum distributions, there
is no guarantee that this excess is related to DM. Indeed, from this LDMX signal one could



only infer that an invisible particle carrying a significant fraction of the initial beam energy
has been produced. Whether or not this new particle is associated with DM, and plays a
key role in the DM cosmological production is a question that would have to be addressed
separately.

In this work, we propose a strategy that can be used to test the DM origin of a future
LDMX signal. Besides the LDMX signal itself, our proposal relies on information that can
be extracted from next generation DM direct detection experiments, and consists of four
steps. In the first step, the hypothetical LDMX signal is recorded (or, to illustrate our
approach, simulated). In the second step a DM direct detection experiment operates with
increasing exposure, and parameter inference is performed on the recorded data to extract
posterior probability density function (pdf) and associated credible regions for the DM mass
and coupling constants. Here, we perform Monte Carlo simulations of electron/hole pair
production in a silicon target to emulate the operation of a next generation, DM direct
detection experiment. In the third step, the posterior pdf obtained from DM direct detection
data is used to predict the electron recoil energy and transverse momentum distributions
that are expected at LDMX based on the outcome of the DM direct detection experiment
in question. Obviously, the predicted distributions will depend on the assumed experimental
exposure. In the last step, predicted and observed electron recoil energy and transverse
momentum distributions are compared in a chi-square test to determine whether the two
distributions have been sampled from different underlying models. This last step allows us to
find the exposure that is required to assert the compatibility of the hypothetical LDMX signal
with a DM origin. This strategy highlights the strong complementarity of mediator particle
searches at fixed target experiments and DM searches at direct detection experiments.

Our work is organised as follows. In Sec. 2 we review the particle physics model used
to describe DM in our analysis strategy (the four steps of which were outlined above). In
Sec. 3 and Sec. 4 we introduce the simulation and statistical frameworks used to implement
our strategy. The numerical results are presented in Sec. 5, while we summarise and conclude
in Sec. 6.

2 Theoretical framework

In order to illustrate our proposal, we extend the Standard Model Lagrangian, £\, as
follows [11-13]

L = Lom — iFL’wF’“” — %mA/A;A’“ — A, (eeJby + gpJp) (2.1)
where AL is the gauge boson of a new U(1) gauge group with field strength tensor F, ;/w =
OuA, — 0y A, and mass my. The Lagrangian in Eq. (2.1) is valid at energies below the
electroweak symmetry breaking scale, and assumes that the vector field AL has acquired a
mass either through the Higgs mechanism (which implies potentially relevant couplings of AL
with an additional Higgs field not included in Eq. (2.1)) or via the Stueckelberg mechanism
(where Aj, is manifestly decoupled from other scalar degrees of freedom) [5]. The Lagrangian
in Eq. (2.1) also assumes that the fields have been transformed to mass eigenstates, and
my < my, where my is the Z-boson mass. The vector field AL introduces new particles
referred to as “dark photons”.

The coupling between the dark photon and the charged fermions of the Standard Model
arises from a kinetic mixing between A;‘ and the hypercharge field, and is associated with the



current,

Tau =D Qs IS, (2.2)
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where the sum runs over the Standard Model fermions of electric charge () and Dirac spinors
f- In Eq. (2.1), the kinetic mixing parameter is denoted by e, while e is the elementary charge.
The coupling between the dark photon field and the DM field, y, is associated with the current

Jh =i (x"0"x — xo"x") , (2.3)

where we assumed that y is a complex scalar. The corresponding coupling constant is denoted
by gp.

In the case of complex scalar DM, angular momentum conservation implies that the
thermally averaged, s-channel annihilation cross section is p-wave, and thus suppressed by
two powers of the DM speed in the non-relativistic limit. Consequently, DM can be ther-
mally produced in the early universe, while constraints from exotic energy injection into the
photon-baryon plasma prior recombination and from X-ray measurements are basically ab-
sent [14, 15]. At the same time, Eq. (2.1) implies a velocity-independent coupling between
DM and the nucleon and electron densities in materials, which can therefore be probed with
DM direct detection experiments [16].

We refer to Ref. [3] for a comprehensive global analysis of complex scalar DM within
GAMBIT.

3 Simulation framework

In this section, we introduce the simulation framework we apply to test the DM origin of an
LDMX signal. Specifically, Sec. 3.1 introduces the framework we use to simulate a hypothet-
ical LDMX signal from a point in parameter space where DM has the correct relic density.
Sec. 3.2 focuses on the tools we employ to simulate a future DM direct detection experiment
operating with increasing exposure. Finally, Sec. 3.3 revisits our LDMX computations, and
describes how we translate the recorded data of a future DM direct detection experiment into
a prediction for the electron recoil energy and transverse momentum distributions at LDMX.

3.1 LDMX: hypothetical signal

In order to simulate a signal at LDMX, i.e. an excess in the electron recoil energy and
transverse momentum distributions over the expected inclusive single electron backgrounds,
we employ the Monte Carlo event generator MadGraph5 aMCGONLO [17]|. Specifically, we
use MadGraph to simulate the process e W — e WA’ — e~ Wy, where a dark photon is
produced in electron-tungsten collisions, and then invisibly decays into a pair of DM particles.
In experiments exploiting an electron beam, such as LDMX, vector meson decays significantly
contribute to the experimental sensitivity only for DM particle masses above 100 MeV [1§],
and we thus neglect this contribution to dark photon production here. In the simulations,
we set the beam energy to 4 GeV, and model tungsten as an “elementary” particle of spin-
1/2, mass 171 GeV, and electric charge +74, coupling to the ordinary photon via the vertex
iG(t)y*, where [19]

G(t) = Gg’el(t) =+ Gg’in(t) , (3.1)



is a nuclear form factor receiving an elastic contribution (which dominates for most masses

considered here),
a’t 2 1 2
a(t) = zZ? 2
Gr.al?) <1+a2t) <1+t/d> (3:2)

and an inelastic contribution,
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Here, v* denotes a 4 x 4 gamma-matrix, d = 0.164 GeV? A=%/3, A =184, a = 111 Z~ /3 /m,,
a =773 2723 me, Z = 14, tp = 2.79 GeV, m,, is the proton mass, and t = —(P;, — Py)?,
P; and Py being the initial and final tungsten four momenta, respectively. Furthermore, we
assume a thickness (density) of 0.035 cm (19.3 g cm™3) for the tungsten target, an integrated
luminosity L corresponding to 4 x 10'4 electrons on target (EOT)!, and a 50% experimental
efficiency, n = 0.5

The above information is encoded into a UFO file, which extends the Standard Model by
a “tungsten particle” (modelled as explained above), a dark photon, and a scalar DM particle
with interactions that can be extracted from the Lagrangian in Eq. (2.1). Following [8], we
also assume the relation m 4 = 3m,, which implies that, once produced, the dark photon
decays invisibly into a pair of DM particles with branching ratio close to 1. Finally, we set
ap = 0.5.

In all simulations, we treat m, and ¢ as free parameters. The input number of e W —
e WA — e Wyxyx events provided by the user to MadGraph, Nyq, is determined by the
choice of m, and €, namely

NMG(mxwg) = nLUee(mxys) s (34)

where oee(my, €) is the cross section for the e”W — e WA’ — e~ Wiy process at m, and
€.

We distribute the Nyg events recorded in a MadGraph run in n, = 30 bins for the
final state electron recoil energy, F., and n, = 30 bins for the final state electron transverse
momentum Pp = |Prp|, and denote the corresponding number of counts per bin by Nfl\e/[G

and Nﬁ\ﬂG, i =1,...nyp, respectively. The bins are constructed up to a maximum energy or
transverse momentum threshold, so that each bin has sufficient statistics (i.e. more than 5
samples). Notice that we use the symbol N; v for both distributions, and let the labels E.
and Pr specify the type of counts. Notice also that?

23

E
> Nific = Mg,
=1

ny
> N = Nua. (3.5)
i=1

!Specifically, L is given by 0.1 x Xo x EOT x No/A where 0.1X, stands for 10% radiation length, and
No/A is the number of particles per gram of material. See [8] for further details.

2This relation is true to good approximation, since only a few energies or transverse momenta are discarded
when constructing histograms with at least 5 counts per bin.



It is computationally cumbersome to run a new Madgraph simulation for many choices of m,,
and &, which is particularly detrimental when determining the sensitivity of the LDMX result
to the uncertainties from a parameter estimation of m, and €. In order to circumvent this, we
are interested in finding an analytical expression that relates NZ%;[G(mX, ¢) and Nﬁ\ﬂG (my, €)
to a reference run with Nﬁ\j{G(mX, Eret) and N;}flc(mx, eret) counts. Here, eyf is a reference

value for the kinetic mixing parameter at which we evaluate oo using MadGraph for each
given m,. Focusing on the number of counts NiE °(my, €), we find the following relation,

NMG (mX7 5)
NMG(mX7 Eref)
77L520-ee(mxa Eref)

?efNMG (mx ) Eref)

E. E.
Ni,ﬁG(mX’ E) = NinG(mxa gref)

= Nﬁ\e/{G(mxa Eref)é_

62

E.
= =~ Ninia(mxs eret) (3.6)
Eref

where we used the fact that ee(m,,€) depends quadratically on €. Notice that Nﬁ@lG (my, €)
only depends on ¢ through the 2 factor in Eq. (3.6). A relation analogous to Eq. (3.6) applies
also to Nﬁ\T/{G(mw £).

Within this framework, we simulate a hypothetical LDMX signal by running MadGraph
with the UFO file described above, setting m, = m} and ¢ = &%, where m} and " are
values of the DM mass and kinetic mixing parameter that correspond to the correct DM relic

density. For each given m%, we read the corresponding value of ¢* from Fig. 5 of [8].

X7
We denote the electron recoil energy and transverse momentum distributions represent-
ing the simulated LDMX signal by NI%MXJ and NngX’i, i =1,...,nyp, respectively. Since

MadGraph is a Monte Carlo generator, there is an intrinsic error associated with our simulated
signal, which is due to the finite size of our Monte Carlo samples. We estimate this error

by simulating the distributions NI%MXi and NngX 51 =1,...,n, 10 times for each given
mZ, €*) pair. We denote the resulting Monte Carlo errors b oPe, and olr , respectively.
X & Y OMG MG ¥y

3.2 Direct detection: tests with increasing exposure

Having generated a positive signal at LDMX from the benchmark point (m}, £*) as explained
in Sec. 3.1, we now proceed by simulating a next generation DM direct detection experiment
that operates with increasing exposure to test the DM origin of the hypothetical LDMX
signal.

To this end, we employ the DarkELF computer program [20]. DarkELF calculates inter-
action rates of light DM in dielectric materials, including screening effects. Detector material
properties are parametrised in terms of the dielectric function, €,, which is pre-computed
and tabulated for a number of target materials by using the density-functional theory code
GPAW [21], which implements the projector-augmented wave method. Here we focus on sil-
icon as a target material, and restrict ourselves to the calculation of electronic transitions
induced by DM-electron scattering in the detector. We therefore neglect DM absorption and
the Migdal effect, which are found to be sub-leading in the DM mass range studied in this
work.

In terms of the dielectric function, the rate per unit detector mass of electronic transitions
induced by the scattering of DM particles by the electrons bound to a detector material takes



the following form

4 L pxoem 3 / d*q 2 1

dw " mprmytia ) amyp ¢ 1 Im | ——— ) 6(w+AE

dw — 27mpr my uiea/ v /x(v) (2r)3 ! [Fom(g)|” Im = (a) (w+AE)) ,
(3.7)

where pr is the target density, m, is the DM particle mass, p, is the local DM density, f, (v)
is the local DM velocity distribution in the laboratory frame, AE, = ¢*/(2my) — q - v, fiye is
the reduced DM-electron mass, q is the momentum transferred from the DM to the target,
w is the deposited energy, « is the fine structure constant, and o, is a reference cross section
given by

2,2
16maap ey,
(m?, + a?m2)?’

O¢ —

(3.8)

where ap = g]% /(47). In all numerical applications below, we will assume ap = 0.5. Finally,

2 2,2
EM@%_Tﬁizgk’ (3.9
is the so-called DM form factor. For m%, > o?*m?2 and m?%, > ¢, Fpm(q) = 1, corresponding
to the heavy mediator case. In the light /massless mediator case, instead, one has Fpym(q) =
a?m?/q%. In the context of DM direct detection, we will use Eq. (3.8) and adopt o, rather
than e, as free parameter. The two approaches are equivalent, as long as one assumes m 4 =
3m,.

The dielectric function in Eq. (3.7) is the longitudinal part of the dielectric tensor in
units of the vacuum permittivity. In linear response theory, the dielectric tensor arises as the
proportionality factor between an external electric field, and the induced displacement vector
[22].

In our simulations, we are interested in the number of electronic transitions, i.e. events,
where an integer number @ of ete™ pairs is produced. This is obtained from Eq. (3.7) as
follows

dN(Q) 42 (w)
dQ N 5 Aw(Q) dw dw ’

where ¢ is the experimental exposure (detector mass x data taking time), whereas Aw(Q) is
the range of deposited energies that solves

(3.10)

Q=1+Uw1%@”, (3.11)

for a given number @ of electron/hole pairs [23|. Here, |z] is the floor function, which
rounds the real number x down to the nearest integer. For silicon, the band gap is given by
Wgap = 1.11 €V, and the amount of energy that DM has to deposit in the material to generate
an additional electron/hole pair is given by @ = 3.6 eV [23].

We can now simulate the outcome of a silicon-based DM direct detection experiment
operating with an exposure £ by random sampling the number of observed events with @
electron/hole pairs from a Poisson distribution of mean d%(Q)/dQ|s.=cz; m\=msz, Where o]

and m}, are the values of the reference cross section and DM particle mass, respectively, that



correspond to the observed DM relic density. Here and in all simulations below, we assume
ap = 0.5 and my = 3m,, which is a standard benchmark point in the LDMX literature.
For a given DM particle mass m}, we read the corresponding value of o7 from Fig. 5 of [8].
Finally, for the local DM density we assume p, = 0.4 GeV/cm3, and for f,(v) we assume
a truncated Maxwell-Boltzmann distribution with galactic escape speed vese = 500 km s71,
local standard of rest speed vy = 220 km s~ and Earth’s speed in a reference frame where
the mean DM particle velocity is zero, v. = 240 km s~!, which are the default values in
DarkELF [20].

Having generated synthetic data for a given exposure, kinetic mixing parameter, and DM
particle mass, we use this data to perform Bayesian inference in the (m,, o) plane by employ-
ing the multimodal nested sampling algorithm, MultiNest [24]. To this end, we run MultiNest
with log-uniform prior pdfs for m, € [1 MeV,100 MeV] and o, € [1074! cm?,1073° cm?],
setting the number of active points and efficiency parameter to 400 and 1.3, respectively. The
outcome of this computation is a two-dimensional posterior pdf in the (m,, o.) plane, and
one-dimensional marginal posterior pdfs for m, and o, separately. From these pdfs, we finally
calculate means and credible regions for the kinetic mixing parameter and the DM particle
mass.

In the Bayesian inference process, we adopt a Poisson likelihood for the direct detection
data,

nQ
LUNL My, 00) = [ £9 (NigImy, o) (3.12)
i=1
with
. . _Nz(m 70-6) i
LONL_[my, o) = S Ny(my, 00) Voo (3.13)
P Nig!

where ¢ runs from 1 electron/hole pair to ng = 10 electron/hole pairs, Neixp is sampled from
a Poisson distribution of mean d%(Q)/dQ|s,=cs; m\=mz; Q=i as explained above, and, finally,
Ni(my, 0c) is the expected number of events with () = ¢ that we calculate using the DarkELF
code.

Means and posterior pdfs for m, and e obtained in this part of the analysis, represent
the information one would be able to extract from a future silicon-based DM direct detection
experiment that operates with an exposure £ to test the DM nature of a signal recorded at

LDMX.

3.3 LDMX: direct detection predictions

Our analysis in Sec. 3.2 informs us about the region in the (m,, o.) plane that would be
“preferred” by a silicon-based DM direct detection experiment operating with exposure &,
when the true DM model is characterised by the parameter values mj and o;. We now
want to use this information to predict the expected electron recoil energy and transverse
momentum distributions at LDMX based on the recorded (here simulated) direct detection
data.

Let us denote by fpp(m,,e) the posterior pdf that we obtained from a Bayesian analy-
sis of the direct detection data (see Sec. 3.2). Using the information encoded in fpp(my,¢),
we can now make the following prediction for the electron recoil energy and transverse mo-
mentum distributions that the LDMX experiment should observe, that is N§E)7i and N]];TDJ,



Ngf),i = /dmx/d5 fop(my, ) Nﬁf/IG(mX,e) = NfI\E/IG(mx’g)
NI})DBZ' = /dmx/de fop(my, €) thT/IG(mX,E) ~ NZ.IE\T/IG(WX,E), (3.14)
where
my, = /dmx/dsmx Jop(my, €)
E= /dmx/deefDD(mX,s). (3.15)

Using the information contained in fpp(m,,¢e), we can also estimate the associated errors,
namely

2
Jgai = \// dmx/ds fop(my,€) [Ngﬁi - NfﬁG(mX,s)] + aﬁ*g,

2
oph = \/ / dm,, / de fop(my,e) [N]I;Tm —NfﬁG(mX,s)] + oyt (3.16)

where we have summed in quadrature the error associated with the posterior pdf (first term
in the square roots) with the error due to the final size of our Monte Carlo samples, (see
Sec.3.1).

4 Statistical framework

Using the strategy and simulation framework introduced in the previous sections, we are
now ready to test a hypothetical LDMX signal described by the distributions Nﬁ%MXi and

NSSMX ; against the predicted electron recoil energy and transverse momentum distributions,

Ngﬁ ;, and Ngg ;» that we extract from simulated, next generation DM direct detection data.
Specifically, we are interested in finding the threshold exposure, &, above which one would
be able to infer the compatibility, i.e. the common DM origin of the distributions NI%MX i

and N]]DE]eD,i’ as well as NSSMXJ- and N]§TD7Z., when they are indeed statistically dependent.
Equivalently, the threshold exposure &, could be interpreted as follows: for & < &y, the
exposure is so small that the above distributions would appear to be statistically independent,
and one would thus erroneously reject the common DM origin of the observed LDMX signal
and direct detection data, even in a scenario where the two E. and Pr distributions are indeed
statistically dependent. We perform this test within a statistical framework based on the test
statistic,

2 2
E E Pr Pr
"0 (“LSMX,i - NDE),Z‘) " (NLDMX,z‘ - “DD,i)

Ee Ee PT PT
= Nibwx T Nob =1 Nipmx, + Vo

X%‘S = ) (41)

and the null hypothesis according which LDMX signal and DM direct detection data have a
common DM origin. When the LDMX data, NI]JEBMX - and NIJJDSMX ;» and the direct detection

(2



data, Ngf) ;, and Ngf) ;» are sampled from this null hypothesis, i.e. from Poisson distributions
of means

fDMXi: gD,i: fMG ;7 ’
(N)1T (N)pb.i = Niyig(my, ")

P P P * %
(N)Lbmx,; = <N>D7]5,i = Ni,l\T/IG(mxae ) (4.2)

Xgrs’s pdf is a chi-square distribution with 2(n, — 1) degrees of freedom in the large sample
limit. When using Eq. (4.1) in statistical tests that account for information from the E. (Pr)
distribution only, we set to zero the second (first) sum in Eq. (4.1), and assume nj — 1 degrees
of freedom. Within this statistical framework, we define the threshold exposure &, as the
solution to

(€ =x2, (4.3)

where the observed value of X%s, denoted here and in the figures by x?, is given by ngS
evaluated at

NI%MXz = Nz‘%}{(}(m;v@*)
NI_{J]:SMX’L = fo/{(;(m;a’f*)
Nbb. g Nfﬁc(mxf)
Npb: = Niia (7.2 (4.4)
while x?2 is defined by,
o0
/X2 dz fr(x) = 0.05. (4.5)

Here, f, is a chi-square pdf with n degrees of freedom, while n = 2(ny — 1) or n = n — 1
depending on whether information on both electron recoil energy and transverse momentum
is accounted for or not. For n = 2(n, — 1), x? = 76.78, while for n = n, — 1 we obtain
X2 = 42.56.

In the right hand side of Eq. (4.4), we obtain the LDMX observed data from N vig and

N PTG evaluated at the true DM particle mass, m}, and kinetic mixing parameter, £*: the
LDMX signal reflects the true nature of DM. On the other hand, we obtain the DD predlcted
histograms from N v and N v evaluated at the mean DM mass, m,, and kinetic mixing
parameter, g: the DD hlstograms are predictions based on direct detection data.

For x?(€) < x2 the exposure ¢ is large enough to argue that the histograms constructed
from m, and € and from m} and £ are statistically compatible, although not necessarily
drawn from the same model. Here, by “statistically compatible” we mean that the two sets
of histograms could be statistically dependent, but not necessarily®. On the other hand, for
X2(€) > x? the exposure £ is so small that our chi-square test would fail to identify a common
DM origin of the LDMX and direct detection data (by rejecting the null hypothesis at the
95% C.L. or higher), even when the two datasets have indeed a common DM origin.

3In particular, even if we fail to reject the null hypothesis, we still cannot confirm to a given statistical
significance that the direct detection and LDMX data are from the same DM origin.
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Figure 1. Histograms labelled by “LDMX result”: Simulated electron recoil energy and trans-

verse momentum distributions for the benchmark point mj = 10 MeV and £* = 4.7 x 107°. Sim-

ulations are performed with MadGraph assuming Nyi¢ = 10* events per simulation. Finite sample
errors are estimated by performing 10 independent simulations, and then calculating mean number of
counts and associated standard deviation for each recoil energy and transverse momentum bin. Left
(right) panels refer to the simulated recoil energy (transverse momentum) distributions. Histograms
labelled by “Direct detection prediction”: Energy and transverse momentum distributions that
we predict from the (simulated) data of a future, silicon-based DM direct detection experiment oper-
ating with the exposures of £ = 1 kg-year (top panels) and £ = 0.01 kg-year (bottom panels).

5 Inferring the dark matter nature of an LDMX signal

We are now ready to estimate the threshold exposure a DM direct detection experiment has
to operate with in order to assert the compatibility of a future LDMX signal with its DM
origin.

We start by simulating an LDMX signal from a benchmark point in the (m,, €) plane.
Fig. 1 shows the simulated electron recoil energy and transverse momentum distributions for
the benchmark point m}, = 10 MeV and £* = 4.7 x 10~°. The generated events are distributed
in 30 energy and momentum bins. In order to estimate the error induced by the finite sample
of our Monte Carlo simulations, we perform 10 independent simulations for a given set of
DM and MadGraph parameters, and then calculate mean number of counts and associated
standard deviation for each electron recoil energy and transverse momentum bin. The results
of this computation correspond to the data points and error bars labelled as “LDMX result”
in Fig. 1, where the left panels refer to the simulated electron recoil energy distributions,
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Figure 2. Posterior probability density function (pdf) in the (m,, o.) (left) and in the (m,,€) (right)
planes. The pdf is obtained using MultiNest by fitting the DarkELF electron/hole pair production rate
to simulated data of a next generation DM direct detection experiment. Data are sampled from the
benchmark point m}, = 10 MeV and e* = 4.7 x 10~° (corresponding to o, = 4.67 x 1073® ¢cm?), and
assume three experimental exposures, namely, £ = 0.1 kg-year, £ = 1 kg-year and £ = 10 kg-year.
Benchmark point and predicted posterior means are superimposed to the associated 95% credible
regions.

whereas the right panels correspond to the simulated transverse momentum data.

In Fig. 1, we also compare the LDMX signal we simulate as described above and in
Sec. 3.1 with the energy and transverse momentum distributions that we predict from the
(simulated) data of a future, silicon-based DM direct detection experiment operating with
the exposures of 1 kg-year (top panels) and 0.01 kg-year (bottom panels). To obtain this
prediction, first we run DarkELF to calculate the expected rate of electron-hole pair production
in a silicon target for mj = 10 MeV and &* = 4.7 x 1073 (corresponding to o, = 4.67 x
10738 c¢m?). This is the same benchmark point from which the LDMX signal has been
simulated. Second, from the electron-hole pair production rate expected at this benchmark
point we random sample the number of events with Q = 1,...,10 electron-hole pairs a direct
detection experiment with & = 0.01 kg-year and £ = 1 kg-year would observe. We then fit the
DarkELF pair production rate to the simulated data by using MultiNest to obtain a posterior
pdf in the (m,, €) plane, as explained in Sec. 3.2. As an example of our MultiNest runs, Fig. 2
shows the posterior pdf that we find for three values of £. Finally, we use this pdf to calculate
the mean predicted DM mass and mixing parameter, and Egs. (3.6) and (3.16) to obtain the
FE. and Pr histograms and associated errors shown in Fig. 1. From this figure, we can already
conclude that the recoil energy and transverse momentum distributions observed at LDMX
and the analogous ones extracted from the direct detection data are qualitatively comparable
for £ = 1 kg-year, although a quantitative comparison requires the statistical methods of Sec.
4, as we discuss below.

We now compare the “observed” energy and transverse momentum distributions NI%MX?Z.
and NIIJDIT)MXJ with the predicted counterparts Ngf),z‘ and Ngfm. by using the test statistic in
Eq. (4.1). The results of this comparison are reported in Fig. 3, which shows x? as a function
of the experimental exposure £ for three different analysis settings. In the left panel, we report
results obtained by considering the information contained in the recoil energy and transverse
momentum data separately (i.e. first and second setting, respectively). The right panel shows
the &-dependence of x? when information on both the recoil energy and transverse momentum
distributions is taken into account (third analysis setting). As anticipated in Sec. 4, for the
first two settings the effective number of degrees of freedom is (n, — 1), for the third one is
2(ny, — 1). For all settings, we calculate x? at a given ¢ for 10 different realisations of the
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Figure 3. Comparison between the “observed” recoil energy and transverse momentum distributions
NI%MXJ and Nf[T)MXJ, and the predicted distributions Ngﬁi and er)jg,i' The comparison is made by
computing the chi-square test statistic, x2, in Eq. (4.1) as a function of the experimental exposure &
for different analysis settings. Left panel: Results obtained by considering the information contained
in the recoil energy and transverse momentum data separately. Right panel: x? as a function of &
assuming that information on both the recoil energy and transverse momentum distributions is taken
into account. For all settings, we calculate x? at a given ¢ for 10 different realisations of the DM
direct detection data, and then compute the mean value of 2 and associated standard deviation over
these 10 realisations. In both panels of Fig. 3, the horizontal blue line corresponds to x?2, defined as
in Sec. 4. For x? > x2, one would reject the common DM origin of LDMX and DM direct detection
data at 95% C.L. For x? < x2, the direct detection exposure is large enough to rightfully identify the
common DM origin of DM direct detection and LDMX data, when the two datasets are statistically
dependent.

DM direct detection data, and then compute the mean value of x? and associated standard
deviation over these 10 realisations. This allows us to report in Fig. 3 mean x?(¢) and an
associated error band for each experimental setting (the colour code and the distribution type
is indicated in the legends). In both panels of Fig. 3, the horizontal blue line corresponds to
X2, defined as in Sec. 4.

In the two panels of Fig. 3, we observe an approximately exponential decay of x? as a
function of £. For large values of the experimental exposure, e.g. & > &, this behaviour is
due to the fact that when evaluating x? we neglect statistical fluctuations in NI%MXJ and

*

Y and € = €7, as explained in

NI{DSMX@ which are fixed at the value they take for m, = m
Sec. 4.

For & < &y ~ 0.02 kg-year, x> > x2, and the distributions NI%MX’Z, and Nf]ng‘
appear to be statistically independent from the distributions Nl%),i and N§TD7i. We would in
this case reject the common DM origin of the LDMX signal and direct detection data, even
in a scenario where these distributions are indeed statistically dependent. We therefore need
to operate a DM direct detection experiment with an experimental exposure that is larger
than &, ~ 0.02 kg-year to avoid erroneously rejecting the DM origin of a hypothetical LDMX
signal, and infer the common DM origin of the distributions, e.g. NI%MX,i and Ngf)’i, when
they are indeed statistically dependent. From Fig. 3 we can also conclude that both the E.
and the Pp distributions play an important role in determining the threshold exposure &y,
with the recoil energy distribution being slightly more informative for the specific benchmark
point that has been considered in the figure.
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Figure 4. Chi-square test statistic, x? in Eq. (4.1), as a function of the experimental exposure ¢ for
six values of the DM particle mass, ranging from 4 MeV to 25 MeV. In all panels, a vertical green line
denotes our estimated threshold experimental exposure, &, which we obtain from the intersection of
the black line associated with an exponential fit to the mean x2(¢) curve and the blue horizontal line,
corresponding to x2. Above &, one would be able to infer the compatibility, i.e. the common DM
origin of the distributions NI%MXJ and Ngf)’i, as well as NfSMX,i and NII;ITM, when they are indeed
statistically dependent. Equivalently, for & < &, the exposure is so small that the above distributions
would appear to be statistically independent, even when the two F, and Pr distributions are indeed
statistically dependent. The value we obtain for &, grows with the DM particle mass, and varies from
0.012 kg-year for a DM particle mass of m, = 4 MeV up to 1 kg-year for a DM mass m, = 25 MeV.
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Figure 5. Same as Fig. 1, now assuming different masses for the LDMX, mpwm .pmx, and direct
detection, mpwm,pp, simulations.

So far, we focused on a benchmark point in the (m,, €) parameter space where m,, =
10 MeV. In Fig. 4, we explore how the function ¢ — x?(¢) changes when the DM particle
mass varies from 4 MeV to 25 MeV. In all panels, a vertical green line denotes our estimated
threshold experimental exposure, &1, which we extract from the intersection of the blue
horizontal line, corresponding to x?, and the black line associated with an exponential fit to
the mean x2(¢) curve. The value we obtain for &y, grows with the DM particle mass, and
varies from 0.012 kg-year for a DM particle mass of m, = 4 MeV to 1 kg-year for m, = 25
MeV. A difference of two orders of magnitude in &, can be understood by realizing that the
sensitivity to € of DM direct detection experiments grows by about one order of magnitude
when varying m, from 25 MeV to 4 MeV, and that this sensitivity scales with the exposure

as 1/v/€.

Imagine now that the distributions N]%MXi and NngXi are indeed statistically inde-
pendent from the distributions Nglg ;, and Ngg ;- We can emulate this scenario, by sampling
NI%MX’Z» and NngX’i from a benchmark point with m, = 10 MeV while Ngﬁ’i and NgTD,i
from a second benchmark point corresponding to a different DM particle mass. Would the
formalism based on the test statistic in Eq. (4.1) allow us to identify the statistical indepen-
dence of the two distributions, and thus reject the hypothesis that they have been drawn
from the same model at 95% C.L. or higher? We address this question in Fig. 5 and Fig. 6.
Fig. 5 compares the energy distributions NESMX ;, and Ngﬁ ; (left panels), and the trans-
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Figure 6. Same as Fig. 4, now assuming different masses for the LDMX, mpwm .omx, and direct
detection, mpy pp, simulations. As expected, x? is always above the blue line (corresponding to x?)
with the exception of the top right panel, where the DM mass used in the LDMX and direct detection
simulations are fairly close.

verse momentum distributions NI{DSMX ;, and Nggi (right panels) for & = 1 kg-year, and for
m, = 8 MeV (top panels) and m, = 15 MeV (botﬁom panels). One can appreciate significant
differences in the two sets of distributions, especially when comparing the transverse momen-
tum distributions obtained by assuming m, = 10 MeV at LDMX and m, = 8 MeV in the
direct detection simulations. These qualitative differences are confirmed quantitatively from
the results of a chi-square test reported in Fig. 6. In particular, the formalism based on the
test statistics in Eq. (4.1) allows us to rightfully reject the hypothesis that the LDMX and
direct detection distributions have been drawn from the same model at 95% C.L. or higher
for all exposures when the DM mass underlying the direct detection data is either 15 MeV or
4 MeV. At the same time, x? crosses x2 for some finite value of the experimental exposure
when the compared DM masses are close, as in the top right and bottom left panels in Fig.
6.

6 Summary and conclusion

A signal in upcoming fixed target experiments, such as LDMX, would require an independent
validation to assert its DM origin. In this work, we have explored the possibility of using
next generation direct detection experiments to shed light on the origin of a hypothetical
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LDMX signal. In particular, we have computed the threshold exposure a silicon-based DM
direct detection experiment has to operate with to assert the statistical compatibility of the
LDMZX signal with the electron/hole pair data reported at the next generation direct detection
experiment.

Specifically, we have proposed a four-step analysis strategy to test the DM origin of
an LDMX signal. In the first step, the hypothetical LDMX signal is recorded (in our case,
simulated). In the second step a DM direct detection experiment operates with increasing
exposure to test the DM origin of the LDMX signal. In the third step, the electron/hole pair
data reported by the DM direct detection experiment is analysed, and a posterior pdf for
the DM particle mass and mixing parameter is extracted from the data. The posterior pdf
obtained from the DM direct detection data is used to predict the expected electron recoil
energy and transverse momentum distributions at LDMX. In the last step, indirectly predicted
(from direct detection data) and directly observed (at LDMX) electron recoil energy and
transverse momentum distributions are compared in a chi-square test to assert whether LDMX
signal and direct detection data are statistically compatible. By “statistically compatible”,
we mean that the predicted and observed number of counts per energy and per transverse
momentum bin can be statistically dependent, although not necessarily.

Quantitatively, we find that the threshold experimental exposure grows with the DM
mass, and varies from 0.012 kg-year for a DM mass of m, = 4 MeV to 1 kg-year for m, = 25
MeV. These levels of exposure are within reach at future DM direct detection experiments |[2].
For comparison, the current exposure of DAMIC is 85.23 g-days (corresponding to 0.00023
kg-year [25]).

Our strategy to test the DM origin of a LDMX signal highlights the strong complemen-
tarity of DM searches at direct detection experiments and new mediator particle searches at
LDMX.
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