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The charge exchange and energy loss processes provide insights into fundamental processes across
physical, chemical, and engineered systems. While this field has been thoroughly investigated, a
clear study on trajectory effects is lacking, particularly in the context of inelastic processes at low
energies. In this work, we address this gap by solving the time-dependent Schrödinger equation
for the electron in a numerical lattice with a coupled electron-nuclear dynamics approach as well
as a straight-line trajectory approximation for the nuclei to asses trajectory effects on charge ex-
change and energy loss. The collision dynamics are studied using bare ion projectiles with charge
Z =1-4 incident on atomic hydrogen in an energy range of 0.1 to 900 keV/u. We find that the
charge exchange process is trajectory-independent within the energy range considered, showing ex-
cellent agreement with available experimental and theoretical data. However, projectile energy loss
exhibits strong trajectory dependence, with the straight-line approximation overestimating energy
loss at low collision energies due to the forced linear path. Our results for electronic stopping cross
sections with electron-nuclear coupled trajectories are consistent with the available experimental
data at high collision energies. At low energies, nuclear energy loss becomes prominent, driven by
polarization effects induced by the ion charge on the hydrogen target. Overall, our work highlights
the importance of nuclear trajectory considerations in collision dynamics and offers a foundation for
further investigations of more complex systems.

I. INTRODUCTION

Ion-atom collisions have been researched for over a
century due to their role in understanding fundamental
atomic structure [1, 2]. Bare ions, which are completely
stripped of electrons, are the simplest systems to con-
duct these studies with because they lack the complexity
of multi-electron systems. In a collision, many inelastic
processes can occur such as the transfer of an electron
from the target to the projectile. This is called charge
exchange or electron capture, and it plays a central role
in the neutralization process [3].

The charge exchange process has been studied in many
fields such as plasma and fusion research, astrophysics,
and medicine. The necessity for diagnostics in plasma
confinement devices such as tokamaks propelled the early
interest for electron capture reactions, especially in fully
stripped low-Z ions [4, 5]. Solar wind, rich in protons and
alpha particles, was found to drive charge exchange pro-
cesses responsible for characteristic X-ray emissions from
comets [6], planetary atmospheres [7], and even in re-
gions of the interstellar medium [8]. Additionally, charge
exchange plays an important role in ion beam radiation
therapy for cancer treatment [9], particularly in the con-
text of proton impact on hydrogen for water dissociation,
where understanding radiation damage at the molecular
level is crucial [10].

To maximize the efficacy of these applications, it is
essential to understand the physics that governs the col-
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lision dynamics. For slow and low-Z ion-atom collisions,
the atomic framework breaks down. In the energy re-
gion of less than 1 keV/u, a quasi-molecular representa-
tion becomes relevant, which treats the ion and atom
as a single entity due to the sharing of the electron
[11, 12]. If the ion-atom pair exhibits nuclear symme-
try, the lower-lying stationary states become degenerate.
The H+

2 molecule is the simplest example, where the elec-
tron oscillates between the resonant molecular states [13].
This is known as resonant charge transfer, which was first
observed in the H++H(1s) system by Lockwood and Ev-
erhart [14]. Since then, electron capture cross sections
for low-Z bare ion collisions with atomic hydrogen have
been extensively studied, especially for the H++H(1s)
[15–18], He2++H(1s) [19–23], and Li3++H(1s) [24, 25]
systems. However, the Be4++H(1s) collision remains ex-
perimentally untouched due to the poisonous nature of
beryllium.

In cases where experimental data is difficult or im-
possible to obtain, theoretical models are invaluable.
These models also serve as complements to experimen-
tal results and help to contextualize findings. For in-
stance, the resonant charge transfer process was in-
vestigated using the electron-nuclear dynamics (END)
method for the H++H(1s) system [26] to understand
the importance of non-adiabatic effects for higher col-
lision energies [27] and for the He2++1−3H systems
to study isotopic effects on charge transfer [28]. The
END method has also been used to study charge ex-
change and energy loss of the proton-hydrogen colli-
sion [29]. In fact, the development of computational
approaches to study the inelastic processes of ion-atom
collisions has been significant. The main methods and
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models include solving the time-dependent Schrödinger
equation (TDSE) [30, 31], lattice TDSE (LTDSE)
[32–35], GridTDSE (GTDSE) [36, 37], basis genera-
tor method (BGM) [37, 38], classical trajectory Monte
Carlo (CTMC) [34, 37, 39–46], atomic orbital close-
coupling (AOCC) [34, 37, 47–53], molecular orbital close-
coupling (MOCC) [40, 45, 46, 54, 55], and other close-
coupling treatments such as the Sturmian-pseudostate
[56], hidden crossing (HCCC) [19, 55, 57], hyperspher-
ical (HSCC) [58], common-reaction-coordinates (CRC)
[58], wave-packet convergent (WP-CCC) [37, 59], and
two-center quantum mechanical convergent (QM-CCC)
[60] methods. There are also perturbative methods
which have been shown to be more successful for high
energy collisions than most of the classical and semi-
classical methods mentioned above. These include var-
ious distorted wave approximations such as boundary-
corrected continuum-intermediate-state method (BCIS)
[61], unitarized-distorted-wave-approximation (UDWA)
[62], and continuum-distorted wave (CDW) [21]) mod-
els. Other perturbative approaches include adiabatic
[13], first Born [51], and eikonal impulse approximations
[43], as well as the Bohr-Lindhard model [63].

While there are extensive methods for studying ion-
atom collisions, the primary theoretical works for cal-
culating electron capture cross sections of bare ion pro-
jectiles include the (L)TDSE, AOCC, and CTMC meth-
ods. The first application of the TDSE method used
a two-center-basis representation for fully stripped ions
with charge Z=1-5, done by Lüdde and Dreizler [30, 31].
However, the method required a large number of ba-
sis states, which made initial computations expensive.
Later, the LTDSE solution was developed to bridge gaps
between theoretical results and offered a level of preci-
sion that compared to that of the leading models in-
cluding AOCC and MOCC, despite no use of basis sets
[32]. Among the AOCC approaches, methods used by
Fritsch and Lin (AO expansion) (AO+) [47, 48], Lin et

al. (two-center (2C)-AOCC) [52], and Toshima (AOCC)
[50] have been successfully applied to He2+, Li3+, and
Be4+ projectiles for a wide range of energies. A compar-
ative study by Minami et al. [34] evaluated the LTDSE,
AOCC, and CTMC methods in an energy range of ∼ 1 to
1000 keV/u by comparing with experimental values for
total and state-selective cross sections for electron cap-
ture in the He2++H(1s) collision. They found that while
both LTDSE and AOCC agree well with experiment in
the entire energy range, LTDSE is ideal for low energies
where the atomic orbital framework breaks down. They
also note that CTMC gains reliability for high energies
and capture into higher n levels, which can be classi-
cally described. Previously considered less accurate for
low energy collisions, the CTMC method has seen re-
cent developments. Work by Ziaeian and Tőkési on the
Be4++H(1s) system demonstrated that accounting for
quantum behavior significantly improves the accuracy of
CTMC, rivaling semi-classical models [42].

It is clear that theoretical studies within the field of

atomic collision dynamics are plentiful, yet most rely
on straight-line trajectories and overlook potential tra-
jectory effects. In this work, we address this gap by
investigating energy transfer in collisions by comparing
the straight-line approximation with dynamic trajecto-
ries that account for electron-nuclear coupling. Our ap-
proach utilizes LTDSE solutions to evaluate the efficacy
of the method with fully stripped ions. Motivated by the
recent straight-line trajectory calculations for energy de-
position within a time-dependent density functional the-
ory (TDDFT) framework [64–67], we believe that settling
the question of trajectory effects is necessary.

We focus on charge transfer and energy deposition pro-
cesses in collisions of H+, He2+, Li3+, and Be4+ ions with
the ground state of atomic hydrogen over an energy range
of 0.1 to 900 keV/u. By comparing trajectory calculation
methods, we evaluate the role of nuclear motion and iden-
tify the limitations of the straight-line approximation in
these systems. Our method enables precise convergence
at each time step within the lattice structure, so that our
results can serve as a benchmark not only for the current
studied systems but also for more complex multi-electron
systems.

II. THEORY: LATTICE APPROACH

In this study, we employ a time-dependent electron-
nuclear dynamics (END) approach [26] for coupling
electrons and nuclei dynamics. The time-dependent
Schrödinger equation governing the behavior for an elec-
tron in the presence of N nuclei is expressed as

i
∂

∂t
Ψ(r, t) =

[

−
1

2
∇2 +

N
∑

i=1

Zi

|r−Ri(t)|

]

Ψ(r, t), (1)

where Ψ(r, t) is the time-dependent wave function, Zi is
the charge of the i-th nuclei, and Ri denotes the trajec-
tory of the heavy i-th nuclei coupled to the electron. The
dynamics of the coupling are described by the equations
[68]:

Ṙi =
1

Mi
Pi(t)

Ṗi = Zi〈Ψ|
(r−Ri)

|r−Ri|3
|Ψ〉 − (2)

N
∑

k 6=i

ZkZi
(Rk −Ri)

|Rk −Ri|3
,

where i ranges from 1 to N number of heavy nuclei. In
our specific case, we set N = 2. For scenarios involv-
ing straight-line trajectories, we simplify our approach
by fixing the position of the target nucleus at R1 = 0
and defining the position of the projectile as

R2 = b + vt. (3)
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Here, b = bx̂ represents the impact parameter and
v = v0ẑ is the collision velocity. In this case, the projec-
tile momentum P2 = M2v remains constant throughout
the collision process and the projectile velocity is propor-
tional to the collision energy.

To numerically solve Eq. (1), we utilize a lattice ap-
proach. A three-point finite-differences method within
the Crank-Nicholson approach [69] is applied to a uni-
form grid, as shown in [70]. We address ionization by im-
plementing a masking function that absorbs ionized elec-
trons at each time step on the grid boundary [71]. In Fig.
1, the masking function acts over the box Ω at the edge
of the numerical grid in the space between the blue and
black boxes. It is expressed as M(r) = M(x)M(y)M(z),
where M(z) is given by

M(z) =

{

cos1/8
(

π|z−zb+L|
2L

)

, |zb − z| < L

1, otherwise.
(4)

Here, zb indicates the boundary along the z-axis, either
at zmin or zmax, and L is the absorbing width of the
region Ω. The expressions are similar for the x and y
cases.

The computational grid is defined as [−18, 18]x ×
[−18, 18]y × [−30, 45]z a.u., with a grid step of 0.4 a.u.,
as shown in Fig. 1. Although this results in an approxi-
mate hydrogen ground state energy of EH = −0.490 a.u.,
it is adequate for estimating charge exchange probabili-
ties, excitation levels, and energy loss. Our focus is more
on capturing the shapes and behaviors of the total wave
functions, which is accomplished with this grid step size.

We select a time step of 0.01 a.u. which strikes a bal-
ance between accuracy and computational efficiency. It
is also long enough to achieve a clear separation between
the target and projectile at the end of our simulation,
which is demonstrated in Fig. 2. The collision time is
defined as t0 = 2z0/v0, where v0 is the initial velocity of
the projectile and z0 is the initial projectile distance to
the target. With this, Eq. (2) is solved with the fourth-
order Runge-Kutta method coupled to Eq. (1). For the
straight trajectories, we simply advance R2 according to
Eq. (3).

To prevent numerical instabilities when nuclei Ri pass
near a grid point r, we arrange our impact parameter
grid so that both projectile and target trajectories align
with points at the center of adjacent squares in the xy-
plane [70]. The impact parameter b is varied from 0.0 to
14.0 a.u. in increments of 0.4 a.u.. Initially, we position
the projectile along the z-axis at a distance of z0 = −30
a.u., as illustrated in Fig. 1.

We perform calculations for collision energies in the
laboratory frame of the projectile, Ep, ranging from 0.1
keV/u up to 900 keV/u. To account for polarization
effects on the hydrogen electronic cloud due to initial
placement at z0 = −30 a.u. and x = b, we compute the
initial wave function in Eq. (1) using an imaginary time
technique for each configuration [70], which allows for
ground state convergence. Finally, we set an absorbing
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FIG. 1. Aq+H collision rendering. In A, the sphere repre-
sents the 1s hydrogen electron density, b is the collision im-
pact parameter of an ion Aq with q the initial charge, located
initially at a distance z0, and v0 is the initial collision velocity.
The space between the inner (blue) and outer (black) boxes
represents the ionization absorbing region, Ω. The box for
z > 15 a.u. determines the electron capture by the projectile
and is denoted by Γ. The black and red lines correspond to
the straight-line and the electron-nuclei coupled trajectories,
respectively, for b = 1.2 a.u. impact parameter. In B, an in-
set of the collision region around the target electronic density
(dotted blue cloud) is shown. The purple line is the target
recoiling trajectory in the electron-nuclei coupled scheme.

width L = 4.0 a.u., ensuring effective electron absorption
without interfering with the collision region, Γ [71].

III. RESULTS

A. Electron capture probability

In ion-atom collisions, the probability of electron cap-
ture by the projectile depends on both the impact param-
eter and collision energy. We quantify this probability us-
ing the electronic density distribution, ρ(r, t) = |Ψ(r, t)|2.
Fig. 2 illustrates this projected over the xy-plane, given
as ρ(z) =

∫ ∫

ρ(r, t)dxdy, for various projectile ions
(H+, He2+, Li3+, and Be4+) colliding with atomic hy-
drogen at 5 keV/u and an impact parameter of b = 1.2
a.u.. The plot is divided into two regions: the left
side (−30 ≤ z < 15 a.u.) representing the region for
excitation probability of the target, and the right side
(15 ≤ z ≤ 45 a.u.) showing the electron capture proba-
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FIG. 2. Electronic density as a function of z when projected
over x and y coordinates for H+, He2+, Li3+, and Be4+ col-
liding with atomic hydrogen at 5 keV/u and an impact pa-
rameter of b = 1.2 a.u.. There are two regions delineated
by the vertical dotted line. The region on the left between
−30 ≤ z < 15 a.u. determines the excitation region of the tar-
get. The region between 15 ≤ z ≤ 45 a.u. is a well-separated
region after the collision where the electron capture by the
projectile is determined.

bility by the projectile ions.
Referring to the left side of Fig. 2, it can be seen

that the target electronic density is notably higher for
H+ compared to the other ions. On the right side of
Fig. 2, we observe that the electron capture probability
increases with the ionic charge, with Li3+ exhibiting the
highest peak for the given impact parameter and pro-
jectile energy. Interestingly, Be4+ shows a significantly
wider probability than Li3+ despite its higher charge.
The can be explained by considering the highest prob-
able state populated, which is determined from the en-
ergy conservation within the system. In this case, the
initial hydrogen electronic energy should equal the final
projectile electronic energy once the exchange occurs for
t → ∞, i.e. no projectile-target interaction. This can be
summarized as

−
Z2
t

2n2
i

= −
Z2
p

2n2
f

, (5)

with ni and nf being the initial and final quantum num-
ber, in the target and projectile, respectively. From here,
one finds that nf = Zpni/Zt, where the charge of the tar-
get, Zt, and the initial quantum ni-level are both equal
to 1, therefore nf = Zp. This means that it is most likely
for the projectile ion to capture the electron in the quan-
tum n-level that matches its nuclear charge. In the case

of Be4+, the most probable capture will occur in the level
n=4, which has angular momentum of l = 0, 1, 2, and 3
corresponding to the s, p, d, and f orbitals. The intro-
duction of higher angular momentum orbitals inherently
increases the complexity of the system and can explain
the broader behavior of the capture probability.

The electron capture probability is given as the in-
tegration of the electronic density in the region of the
projectile well after the collision, Γ (Fig. 1), PCX =
〈Ψ(r, t)|Ψ(r, t)〉Γ. The analysis of weighted probabilities
against impact parameter for energies ranging from 0.1
keV/u to 100 keV/u, as shown in Fig. 3, provides more
insights on n-level capture. As H+ is most likely to cap-
ture in the n=1 level, the H++H(1s) collision in Fig. 3A
demonstrates a strong resonant electron capture effect
for energies below 10 keV/u. This tends to be stronger
at lower energies due to the dominant Coulomb inter-
action and ease of resonant channel coupling. At higher
energies, shorter interaction times result in lower electron
capture probabilities. There is also no resonant charge
exchange for higher energies as interaction time deter-
mines the number of oscillations. In other words, oscilla-
tions dampen with increasing energy due to coupling to
different, non-resonant channels of the system.

The other ion collisions show varying degrees of this
resonant effect. The He2++H(1s) collision in Fig. 3B is
only slightly asymmetric and therefore exhibits resonant
effects which appear the strongest at 1.5 keV/u projectile
energy. As the ionic charge increases, so does the asym-
metry of the collision, which causes the resonant channel
coupling to become weaker. Like He2+, the Li3++H(1s)
collision in Fig. 3C also has the highest probability for
10 keV/u but diminishing resonant effects at 1.5 keV/u.
While there still appears to be a resonant channel for the
Be4++H(1s) collision in Fig. 3D, it deviates from the
trends observed in the other collisions. Here, the maxi-
mum electron capture probability occurs at b=6.4 for a
collision energy of 0.25 keV/u. The preference for Be4+

to capture in higher b values can be traced back to Eq.
(5) where n = 4 is more extended than the other systems.

B. Electron capture cross section

The area under the electron capture probability curves
of Fig. 3 is proportional to the electron capture cross
sections, since

σ = 2π

∫

bPCX db . (6)

In Fig. 4, we show the electron capture cross sections as
a function of the projectile collision energy for H+, He2+,
Li3+, and Be4+ colliding with atomic hydrogen. In Fig.
4A, we compare our H+ results with the experimental
data from McClure [15], Hvelplund and Andersen [16],
and Gealy and Van Zyl [17], as well as the theoretical re-
sults from CTMC [39], LTSDE [35], MOCC [54], UDWA
[62], and QM-CCC [60]. Due to the resonant character of
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FIG. 3. Electron capture probability, weighted by the impact parameter, as a function of the impact parameter for collision
energies of 0.1, 0.25, 0.5, 1.5, 10, 50, and 100 keV/u. Results for (A) H++H(1s), (B) He2++H(1s), (C) Li3++H(1s), and
(D) Be4++H(1s) are shown. The data points correspond to our electron-nuclei coupled results of Eq. (2), and the solid lines
represent cubic spline fits and serve only as a visual guide.

the electron capture, ni = nf = 1 (s orbital) in Eq. (5),
as the projectile energy is reduced, the electron capture
cross section increases [13]. We observe that our numer-
ical results agree with the experimental data within the
experimental error bars for the low and intermediate en-
ergy ranges. Our results from both the straight-line and
the electron-nuclei coupled trajectories agree well with
each other. This implies that the electron capture pro-
cess is not affected by the trajectory at these collision
energies. This is due to the adiabatic molecular pseudo-
potential formed by the projectile and target in this en-
ergy range, which only depends on the projectile-target
distance. Thus, the formation of the pseudo-potential,
and in turn the electron capture cross sections, are not
significantly influenced by the kinematics of the collision
[13].

In Fig. 4B, we compare our He2+ results with the ex-
perimental data from Shah and Gilbody [20] and Havener
et al. [19], as well as the theoretical results from CTMC-
1 [34], CTMC-2 [39], TDSE [31], LTDSE [34], AOCC-
1 [34], AOCC-2 [50], AOCC-3 [53], MOCC [54], END
[28], and Sturmian-pseudostate [56]. Here, the electron
is most likely captured in nf = 2, which involve the s
and p orbitals. Consequently, the electron capture cross
sections for the He2+ projectile exhibit a different trend
compared to those for the H+ projectile. The trend shows
a peak at 10 keV/u and decreases for lower collision ener-

gies, which slightly overestimates the experimental data
but still reflects the same behavior.

In Fig. 4C, we compare our Li3+ results with the ex-
perimental data from Seim et al. [24] and Shah et al. [25],
as well as theoretical results from CTMC [39], TDSE [31],
2C-BGM [38], AOCC [50], AO+ [47], 2C-AOCC [52],
MOCC [54], and UDWA [62]. In this case, the electron
capture occurs mostly for states with nf ≤ 3 involving
s, p, and d orbitals which result in a peak around 15
keV/u. There is a very good agreement of our numeri-
cal results to the experimental data and other theoretical
approaches except for the UDWA model [62] for energies
of 20 keV/u and less.

There is no experimental data for the Be4+ + H(1s)
collision, so in Fig. 4D, we compare our results to
the theoretical results from CTMC-1 [39], CTMC-2 [42],
QCTMC [42], TDSE [31], LTDSE [33], GTDSE [36],
AOCC [50], AO+ [48], MOCC [54], and WP-CCC [59].
Interestingly, we find that the electron capture cross sec-
tion remains almost constant for collision energies below
25 keV/u. This could be a consequence of the uniform
distribution of angular momentum orbitals in the higher-
n capture levels. Contrary to Eq. (5), some n-partial
cross section studies observed that the electron is pre-
dominantly captured into the n = 3 level for low to in-
termediate collision energies and the n = 2 level for the
high-energy region [36, 48, 59]. Nevertheless, the physi-
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FIG. 4. Electron capture cross sections for (A) H+, (B) He2+, (C) Li3+, and (D) Be4+ colliding with H(1s), as a function
of the ion projectile energy. Our results from the electron-nuclei coupled trajectories are shown with a solid red line and the
straight-line trajectories are shown with a dashed black line. In A, we compare with the experimental data from McClure [15],
Hvelplund and Andersen [16], and Gealy and Van Zyl [17], as well as the theoretical results from CTMC [39], LTSDE [35],
MOCC [54], UDWA [62], and QM-CCC [60]. In B, we compare with the experimental data from Shah and Gilbody [20] and
Havener et al. [19], as well as the theoretical results from CTMC-1 [34], CTMC-2 [39], TDSE [31], LTDSE [34], AOCC-1 [34],
AOCC-2 [50], AOCC-3 [53], MOCC [54], END [28], and Sturmian-pseudostate [56]. In C, we compare with the experimental
data from Seim et al. [24] and Shah et al. [25], as well as the theoretical results from CTMC [39], TDSE [31], 2C-BGM [38],
AOCC [50], AO+ [47], 2C-AOCC [52], MOCC [54], and UDWA [62]. In D, we compare with the theoretical results from
CTMC-1 [39], CTMC-2 [42], QCTMC [42], TDSE [31], LTDSE [33], GTDSE [36], AOCC [50], AO+ [48], MOCC [54], and
WP-CCC [59].

cal behavior in the energy region is consistent with the
compared theoretical models.

C. Projectile energy loss

The energy required to induce the excitation and
charge transfer processes comes from the kinetic energy

loss of the projectile. This is given by ∆ET = Kf −Ki,
where Kf and Ki are the final and initial kinetic energy
of the projectile. The kinetic energy is represented by
K = P

2
2/2Mp, where the final projectile momentum, P2,

is given by Eq. (2). The projectile energy loss is divided
into two components: the energy loss within the relative
system when the target at rest, and the energy loss from
the displacement of the target. Thus, the relative energy
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FIG. 5. Projectile electronic energy loss, weighted by the impact parameter, as a function of the impact parameter for collision
energies of 10, 25, 50, 100, 225, 400, and 900 keV/u.. Results for (A) H++H(1s), (B) He2++H(1s), (C) Li3++H(1s), and
(D) Be4++H(1s) are shown. The data points correspond to our electron-nuclei coupled results of Eq. (2), and the solid lines
represent cubic spline fits and serve only as a visual guide.

loss is ∆Ee = Kr
f −Kr

i with Kr = p2r/2µp, where pr is
the relative momentum of a projectile with reduced mass
µ = MpMt/(Mp + Mt). The energy loss in the relative
system results in excitations or ionization of the target,
which is referred to as the electronic energy loss.

In Fig. 5, we show the projectile electronic energy loss,
weighted by the impact parameter, as a function of the
initial projectile energy and impact parameter. By com-
paring with the results of Fig. 3, we observe a correlation
between the charge exchange process and the projectile
electronic energy loss. Specifically, the transfer of kinetic
energy from the projectile to the target results in elec-
tronic loss within the target, which can be absorbed by
the projectile.

However, the energy loss of the projectile also con-
tributes to displacing the hydrogen atom, causing the
nucleus of the target to recoil as a result of the momen-
tum transferred by the projectile. As the hydrogen atom
momentum is initially at rest, given by Eq. (2), the en-
ergy gained by the target as nuclear recoil is ∆En =

Kf
t = P

2
1/2Mt. Therefore, the total energy loss is the

sum of these two contributions, ∆ET = ∆Ee + ∆En. At
high collision energies or large impact parameters, the
target recoil is negligible. However, at low collision en-
ergies or small impact parameters, the target kinetic en-
ergy increases due to polarization effects induced by the
projectile on the hydrogen target.

Once the electronic energy loss is determined, the elec-
tronic stopping cross section is given by

Se(Ep) = 2π

∫

b∆Ee db, (7)

where the nuclear stopping cross section, Sn, is given by
replacing ∆Ee with ∆En. For the electronic energy loss
in the straight-line trajectories, the constant projectile
velocity results in ∆ET = 0. However, it is customary to
subtract the electronic energy loss of the projectile from
the electronic energy gain of the target. This approach
is commonly used in TDDFT methods [64–67]. By cal-
culating the final electronic energy of the target from the
final wave function in the interval −30 < z < 15 a.u. and
subtracting the initial ground state energy of the target,
we isolate the straight-line contribution to the electronic
energy loss.

In Fig. 6, we show the total (solid goldenrod line),
electronic (dashed green line), and nuclear (dotted pink
line) stopping cross sections, ST , Sn, and Se, respectively,
for atomic hydrogen targets by incident projectile ions.
Since the target is the same and only the projectile varies,
the stopping cross sections are normalized by the square
of the projectile charge.

We compare our electronic stopping cross sections with
experimental data for H2 targets by incident H [78–80],
He [80–82], and Li [83–85] ions, compiled by Helmut Paul
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FIG. 6. Stopping cross sections for atomic hydrogen targets by incident (A) H+, (B) He2+, (C) Li3+, and (D) Be4+ ions, as a
function of the projectile energy. The solid goldenrod line corresponds to the total stopping cross section, ST , determined from
the coupled trajectories of Eq. (2). The dashed green line is the electronic contribution, Se, which is obtained by subtracting
the nuclear energy loss from the total energy loss. The dotted pink line represents the nuclear stopping cross section, Sn. The
solid purple line shows the electronic stopping cross section from the straight-line trajectories of Eq. (7), determined by the
electronic energy gain from the target. The data points correspond to our results, fitted with a cubic spline as a guide. For the
Se line in B, the data is fitted with a piecewise cubic Hermite interpolation to preserve the curve shape. For comparison, we
plot the Bethe analytical solution (Eq. (8)) [72–74], with a dash-dot dark-orange line. The dash-dot dark-green line represents
the electronic stopping cross sections for H2 targets by incident (A) H, (B) He, (C) Li, and (D) Be ions from SRIM [75]. Select
experimental data, compiled in Helmut Paul’s database [76, 77], are also shown for H2 targets by incident (A) H [78–80], (B)
He [80–82], and (C) Li [83–85] ions. There is no available experimental data for Be ions.

at the IAEA [76, 77], and with SRIM [75] calculations
also for H2 targets (dash-dot dark-green line). For further
comparison, we include Bethe’s analytical formula (dash-
dot dark-orange line) from [72–74],

Se =
4πe4

mv2
Z2
pZt ln

(

2mv2

I0

)

, (8)

where I0 is the target mean excitation energy. For atomic

hydrogen, I0 = 14.9 eV is used, as reported by Bethe
[73, 74] and by Mott and Massey [86]. Note that our re-
sults are limited to the bare ion case. Therefore, an accu-
rate comparison with experimental data requires consid-
eration of all other screened ion projectiles, as reported
in Ref. [87], where the beam charge fraction is required.

For the coupled trajectories, the Bethe expression (Eq.
(8)) matches our Se results beyond the maxima. At very
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TABLE I. Electron capture cross section, σ (10−16 cm2), total stopping cross section, ST (10−15 eV cm2), and nuclear stopping
cross section, Sn (10−15 eV cm2), for H+, He2+, Li3+, and Be4+ ions colliding with H(1s) as a function of the projectile energy
(E in keV/u) for the case of electron-nuclei coupled trajectories.

H+ He2+ Li3+ Be4+

E(keV/u) σ ST Sn σ ST Sn σ ST Sn σ ST Sn

0.1 25.814 3.276 7.55739 2.332 0.196 15.6748 1.00315 32.356 34.8949 15.740981 55.2884 45.8768

0.25 22.782 1.866 3.17662 0.405 3.461 12.3975 1.07430 14.775 20.1815 17.860768 66.5140 28.2684

0.5 20.570 1.456 2.95391 1.739 2.558 3.3956 1.81666 12.531 7.5884 20.704486 74.4218 12.4336

0.9 18.251 1.272 1.04834 4.606 2.582 8.0594 3.79431 1.832 18.2927 20.266769 88.6153 19.4791

1.5 16.261 1.768 0.26016 8.226 3.543 1.1667 5.39327 16.631 3.1981 20.390969 90.2421 14.4162

5.0 11.201 3.730 0.05163 15.079 10.790 0.2158 15.28633 30.334 0.5616 19.317279 103.2013 5.0087

10.0 8.882 6.393 0.01998 15.395 17.914 0.1082 19.65515 48.067 0.2699 19.233950 141.9972 1.0964

15.0 6.851 7.978 0.01115 14.300 22.127 0.0694 19.51015 61.494 0.1794 20.261358 191.7968 0.5270

25.0 4.125 10.550 0.00656 10.912 34.174 0.0386 16.31505 89.340 0.1057 21.790332 191.4832 0.3505

36.0 2.381 10.774 0.00456 7.366 38.883 0.0250 11.87955 87.918 0.0705 20.541394 181.0882 0.2076

50.0 1.281 9.727 0.00321 4.514 40.316 0.0167 7.83414 87.351 0.0479 16.434467 152.1292 0.1408

72.2 0.552 8.162 0.00226 2.199 36.219 0.0107 4.15584 71.937 0.0305 11.682945 143.3466 0.0971

100.0 0.214 6.554 0.00164 0.986 27.841 0.0073 2.01806 58.256 0.0203 6.616649 119.5971 0.0632

225.0 0.014 3.325 0.00073 0.074 13.237 0.0030 0.17858 28.884 0.0075 3.227359 97.8711 0.0425

400.0 0.001 1.963 0.00044 0.008 8.031 0.0018 0.02020 17.814 0.0041 0.301962 49.3949 0.0153

900.0 1.1e-6 0.897 0.00018 0.003 3.791 0.0007 0.00001 8.455 0.0016 0.034990 30.5431 0.0078

high collision energies, both the Bethe expression and the
experimental data are in good agreement. However, the
Se results deviate from the Bethe expression for collision
energies below the maxima, where the charge exchange
process becomes significant (see Fig. 4). For all projec-
tiles, the electronic stopping cross section reaches a min-
imum near Ep ≈ 0.1 keV/u and generally peaks around
Ep ≈ 50 keV/u. In the projectile energy range of 0.1 to
∼1 keV/u, nuclear target recoil becomes the dominant
channel contributing to the total stopping cross section.

For the straight-line results (solid purple line), the best
agreement with the coupled trajectories, Bethe, and ex-
perimental data occurs only at very high collision en-
ergies. In the remainder of the energy range, the elec-
tronic stopping cross sections derived from the straight-
line approximations differ significantly from those ob-
tained from the coupled trajectories. For the H+ pro-
jectile, the straight-line results reach a maximum (be-
yond the scale of our figure) at a much lower collision
energy than the coupled results. This would imply that,
at low energies, the target gains more energy than is
physically available from the projectile, which violates
energy conservation. For He2+, Li3+, and Be4+ projec-
tiles, the straight-line electronic stopping cross sections
are smaller due to the more pronounced charge transfer
process, which reduces the probability of finding the elec-
tron in the target (see Fig. 2). This is a consequence of
the higher projectile charge. Additionally, there are still
regions where Se exceeds ST , which is unphysical, partic-
ularly at low collision energies. Therefore, it is clear that
there is a strong dependence on trajectory for energy and

momentum transfer processes in these collisions.
In Table I, we provide the numerical results from the

electron-nuclei coupled trajectories for the electron cap-
ture, total, and nuclear cross sections for reference pur-
poses.

IV. CONCLUSIONS

In this work, our goal was to determine whether tra-
jectory effects influence inelastic processes such as charge
exchange and energy loss in collisions of bare ion projec-
tiles with atomic hydrogen. We used a lattice representa-
tion to numerically solve the time-dependent Schrödinger
equation with a coupled electron-nuclear dynamics ap-
proach as well as a straight-line trajectory approximation
for the study. This method provided excellent results
for electron capture cross sections, which agree well with
experimental and theoretical data. From this, we deter-
mined that the charge exchange process is unaffected by
the trajectory. However, for energy loss, the straight-line
trajectories lead to the projectile inducing a higher en-
ergy gain for the target, which is inconsistent with phys-
ical principles. Thus, this work asserts that a proper de-
scription of the electron-nuclear dynamics is necessary to
account for the energy and momentum transfer processes
in collisions of bare ions with atomic hydrogen when com-
pared with simpler straight-line trajectory calculations.

We hope our results will encourage further interest
from the experimental community to investigate stop-
ping cross sections at low collision energies. Addition-
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ally, we intend for this work to be used as a benchmark
for other theoretical methods, including classical, semi-
classical, and perturbative approaches, particularly in
the low energy range where agreement has been difficult
to establish. Building on these findings, we aim to apply
this method to study collisions involving more complex,
multi-electronic systems. Specifically, this method can be
applied to investigate charge exchange cross sections of
negatively charged ions originating from a positive charge
state. This is particularly relevant for low-yield radioac-
tive species where producing ions in the negative charge
state through electron capture reactions is the most vi-

able approach.
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