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BOUNDS ON THE CONNECTIVITY OF THE INDEPENDENCE
COMPLEXES OF HYPERGRAPHS

DEMET TAYLAN

ABSTRACT. We provide lower bounds on the connectivity of the independence complexes
of hypergraphs. Additionally, we compute the homotopy types of the independence
complexes of d-uniform properly-connected triangulated hypergraphs.

1. INTRODUCTION

By a hypergraph C on a finite vertex set V' (or V(C)) we mean a family of pairwise
incomparable subsets (edges) of V' whose every member has cardinality at least 2. We
identify the set of edges with the hypergraph C itself. A d-uniform hypergraph is a
hypergraph each of whose edges has cardinality d. For example, a simple graph is a 2-
uniform hypergraph. A vertex v of C is called an isolated vertex if there exists no edge of
C containing the vertex v.

A simplicial complex A on a finite vertex set V' is a collection of subsets (faces) of V that
is closed under taking subsets such that {x} € A for every € V. There are several ways
to associate a simplicial complex to a hypergraph. For example, independence complex
Ind(C) of a hypergraph C is the simplicial complex whose faces are the independent sets
of vertices of C, i.e., the sets which do not contain any edge of C.

The topology of independence complexes has been studied by several authors. A specific
interest has been attracted towards the connectivity properties of Ind(C) in the study of
various combinatorial problems [4 [8 [11], 17, 18, [19]. In particular, homotopical connectiv-
ity proves to be an effective tool for dealing with independent systems of representatives
(ISR) (]3], Theorem 2.1) and matchable pairs (J4], Theorem 4.5). It is therefore impor-
tant to determine the homotopy types of simplicial complexes or to give bounds on the
connectivity of simplicial complexes. The homotopical connectivity conn(A) of a sim-
plicial complex A is defined to be the greatest integer k such that m;(A) = 0 for every
—1 < i < k. In the case where m;(A) = 0 for all 4, we write conn(A) = oco. In particular,

conn(f) := —2. Similarly, homological connectivity conny(A) can be defined by replac-
ing the homotopy groups m;(A) by the reduced homology groups with integer coefficients
H;(A).

When A is the independence complex A = Ind(G) of a simple graph G, Aharoni,
Berger and Ziv [3] propose a recursively defined number ¢(G) for each simple graph G
which gives a lower bound for the homotopical connectivity number conn(Ind(G)) and
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conjecture that this bound is optimal. Even if Kawamura [16] verifies the conjecture for
chordal graphs, the general claim was disproved in [2] [6].

Our aim here is to generalize these results on the homotopical connectivity from in-
dependence complexes of graphs to independence complexes of hypergraphs. If C is a
hypergraph and F' is an edge, there are two key hypergraphs C — F' and C : F' obtained
from C. The hypergraph C — F' denotes the hypergraph obtained by removing the edge
F from C. On the other hand, C : F' is the hypergraph on V' \ (F'U N¢(F')) whose edges
are given by the minimal sets of {E'\ F': F is an edge of C — F'} with cardinality at least
2. Here, the vertex neighbour set N¢(F) C V of an edge F' of C is defined by

Ne(F) = U E\F.

E€C with |E\F|=1

We now consider a recursively defined number ¢(C) € Z> U {oo}, where Z> denotes
the set of all non-negative integers, satisfying the following:

0, iV =0,
P(C) := < oo, if V#0and C =0,
maxpec{min{y(C — F),¢¥(C: F)+|F|—1}}, otherwise.

We prove that if C is a hypergraph, then the number ¢(C) provides a lower bound for
the homotopical connectivity conn(Ind(C)) of the independence complex Ind(C).

Theorem 1.1. IfC is a hypergraph, then we have conn(Ind(C)) > ¢ (C) — 2.

We next give a homotopical connectivity result on the independence complex of a
hypergraph in terms of the order and the maximal degree. This generalizes the same
result on graphs given by Engstrom [12] to hypergraphs. If C is a hypergraph on V| the
degree d¢(v) of a vertex v in C is the number of edges containing the vertex v and the
maximal degree is denoted by A(C). For convention, we set A(C) =1if V =0.

Corollary 1.2. IfC is a hypergraph with n vertices and mazimal degree A(C), then Ind(C)

18 L;LA—_(é) — 1J -connected.

The independence complexes have also attracted interest from algebraic points of view
with respect to the edge ideals of hypergraphs. For instance, Ha and van Tuyl [14] [15] ex-
plore connections between the algebraic invariants of edge ideals of hypergraphs encoded
in their minimal free resolutions and the combinatorial properties of the underlying hyper-
graphs. In particular, Ha and van Tuyl [14, [I5] introduce d-uniform properly-connected
triangulated hypergraphs for which the graded Betti numbers of their edge ideals are
completely resolved recursively in terms of their subhypergraphs. In fact, d-uniform
properly-connected triangulated hypergraphs generalize chordal graphs. When G is a
chordal graph, the bound #(G) — 2 is optimal on the homotopical connectivity number
of the independence complex Ind(G). We generalize this result from chordal graphs to d-
uniform properly-connected triangulated hypergraphs. More precisely, we prove that the
bound ¥ (C) — 2 is optimal on the homotopical connectivity of the independence complex

of a d-uniform properly-connected triangulated hypergraph C.
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Ha and van Tuyl [I4, 5] further prove that the regularity of the edge ideal of a d-
uniform properly-connected triangulated hypergraph is (d — 1)ce + 1, where c¢ denotes
the maximum number of pairwise (d+ 1)-disjoint edges of the hypergraph. We prove that
if C is a d-uniform properly-connected triangulated hypergraph, then its independence
complex Ind(C) is either contractible or is homotopy equivalent to a wedge of spheres
of dimension at most (d — 1) cec —1. Recall that a set of edges € C C is called pairwise
t-disjoint if the distance diste(F,G) between F' and G in C, that is the length of the
shortest path between F' and G in C, satisfies diste(F,G) > t for any two edges F, G € €.

Theorem 1.3. Let C be a d-uniform properly-connected triangulated hypergraph on V.
Then, we have the following:

(i) There exists an edge F of C such that conny,(Ind(C : F')) > conny (Ind(C)) — |F|+1
holds.

(ii) The independence complex Ind(C) is either contractible or is homotopy equivalent
to a wedge of spheres of dimension at most (d — 1) cc —1, where cc denotes the
mazximum number of pairwise (d + 1)-disjoint edges of C.

Our paper is organized as follows. In Section 2, we review the background on hyper-
graphs and simplicial complexes, as well as necessary topological background. In Section
3, we provide lower bounds on the connectivity number of the independence complexes of
hypergraphs. We introduce properly-splitted hypergraphs and, in Section 4, we compute
the homotopy types of independence complexes of d-uniform properly-connected trian-
gulated hypergraphs and show that properly-connected triangulated hypergraphs satisfy
the property of being properly-splitted.

2. PRELIMINARIES

2.1. Hypergraphs. A subhypergraph of a hypergraph C on V' is the hypergraph in which
each vertex and edge edge is contained in V' and C, respectively. For a given hypergraph
C on V and a subset A C V| the induced subhypergraph on A is the subhypergraph C4 on
A with Cy = {FE € C: E C A}. The d-complete hypergraph of order n is the hypergraph
in which the edges are the d-subsets of its vertex set V, where |V| = n. If n < d, a
d-complete hypergraph of order n is considered to be the hypergraph with n isolated
points.

If C is a hypergraph on V, two distinct vertices x,y € V are said to be neighbours if
there is an edge I’ containing both the vertices x and y. The neighbourhood of a vertex
x of a hypergraph C on V is the set N(z) = {y € V: y is a neighbour of 2} (or N¢(x)).
For a given hypergraph C on V', a subfamily F C C of a hypergraph C is called edgewise
dominant if a non-isolated vertex in V is either contained in some edge of F or has
a neighbour contained in some edge of F and €¢(C) is given by €(C) = min{|F|: F C
C is edgewise dominant}.

Given two edges F' and G of a hypergraph C with |F'| > |G|, a proper chain is a sequence
(Eo = F,z1,Ey, 29, ...,2,, E, = G), also denoted by (FEy = F, Fy,..., E, = G) if no con-
fusion can arise, where x;’s are distinct vertices and Ej;’s are distinct edges of C such that
x € By, x, € E,, and Ty Tpt1 € E, for k = 1,...,n—1 with |EiﬂEi+1| = |Ei+1|_1 fori =
0,...,n—1. Moreover, the proper chain is called a proper irredundant chain if none of its

subsequences is a proper chain from F' to G and the distance distc(F, G) between the edges
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F and G is defined as the minimum lenght of a proper irredundant chain connecting F'
to G; i.e. diste(F,G) =min{l: (Ey = F,Fy, ..., E; = G) is a proper irredundant chain}.
A d-uniform hypergraph is called a properly-connected hypergraph if for any two edges F'
and G whose intersection is non-empty, distc(F,G) = d — |F NG| holds. Furthermore, if
C is a d-uniform properly-connected hypergraph, a set of edges £ C C is called pairwise
t-disjoint if diste(F,G) >t for any two edges F,G € £.

Recall that an edge F' of a d-uniform properly-connected hypergraph C on V is called
a splitting edge if there exists a vertex z € F such that (F'\ {z}) U {x;} € C for each
x; € Ne(F) = {x1, 29, 23,...,2¢}. Ha and van Tuyl [14] provide the following relabeling
lemma.

Lemma 2.1. [I4] Let C be a d-uniform properly-connected hypergraph. Let F' = Ey =
{z1,..., 24} and G be any of its two edges satisfying distc(F,G) =t < d. Then, after
relabeling, there exist edges Ej, ..., Fy such that E; = {y1, ..., Y, Tiz1,---,2a}, By = G
and y; ¢ E; for any j < i.

Ha and van Tuyl [14] prove that the property of being properly-connected is passed on
to C=:

Lemma 2.2. [T4] For any edge F' of a d-uniform properly-connected hypergraph C on
V', the subhypergraph C= = {G € C: distc(F,G) > d + 1} is also a d-uniform properly-
connected hypergraph.

A d-uniform properly-connected hypergraph C on V' is triangulated if the induced sub-
hypergraph C4 on any non-empty subset A C V contains a vertex v € A such that the set
Nc, (v) induces a d-complete hypergraph of order |N¢,(v)| and v appears at most twice
in any proper irredundant connected chain in C4 ([15]).

Theorem 2.3. [15] Let C be a triangulated hypergraph on 'V and let v € V' be a vertez of
C such that the induced subhypergraph Cn (. is a d-complete hypergraph, and v appears at
most twice in any irredundant chain in C. Then, any edge E of C that contains the vertex
v is a splitting edge and the subhypergraphs C—E and C= = {G € C: distc(E,G) > d+1}
are triangulated hypergraphs.

2.2. Simplicial Complexes. If A is a simplicial complex on V and U C V, then the
complex Ay :={o:0 € A, 0 C U} is called the induced subcomplex by U. There are
two particularly important subcomplexes associated with a simplicial complex. To be
more precise, if ¢ € A is a face of a simplicial complex A, then the link linka (o) and the
deletion dela (o) are defined respectively by linka (o) = {r € A: 7No =0 and TUo € A}
and dela(o) = {7 € A: 7 2 o}. If z is a vertex of A, we abbreviate dela({z}) and
linka ({x}) to dela(z) and linka (z), respectively.

Let A be a simplicial complex on V. Then, we can associate to A the hypergraph C(A)
of minimal non-faces of A. It is easy to verify that Ind(C(A)) = A.

A simplicial complex A is called Z-acyclic if f[,(A) = 0 for all 7. Recall that a simplicial
complex A is contractible if and only if A is simply-connected and Z-acyclic ([7]). Recall
also that if A is a simplicial complex, then conny(A) > conn(A) holds. In particular, if
A is a simply-connected simplicial complex, then the homological connectivity equals to

homotopical connectivity by the Hurewicz theorem ([13]).
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Throughout this paper, S™ will denote the n-dimensional sphere. If two topological
spaces X and Y are homotopy equivalent, we denote it by X ~ Y. The join and the
wedge of two topological spaces X and Y are denoted by X xY and X VY, respectively.
The suspension of a topological space X will be denoted by X(X).

The following fact is well-known.

Theorem 2.4. [3] Let ¢ be a function from the class of all graphs G = (V, E) to the set
Z> U {0} defined by

O’ Zf V= ®>
»(G) = | oo, if VA0 and E = 0,
maX.cp{min{y (G — e), V(Gv\(un(ey)) + 1}},  otherwise.
Then, conn(Ind(G)) > (G) — 2 holds.

An explicit proof of Theorem 2.4 were given by [2] and one application can be found
in [5]. Aharoni, Berger and Ziv [3] conjectured that conn(Ind(G)) = ¢(G) —2 holds. This
was confirmed for chordal graphs by Kawamura [16]. However, Barmak [6] disproved
the claim by using a result of recursion theory. Moreover, Adamaszek and Barmak [2]
provided some examples for which the inequality is strict.

We require the following known facts from algebraic topology [7, 20, 21].

Theorem 2.5. [7] Let Ay, ..., A, be contractible simplicial complezes and assume that
ANA; CAg foralll <i<j<mn. Then, | _yA; = VI 3(AgNA;).

Theorem 2.6. [20] If X is a path-connected space and Y is any non-empty space, then
the join Y % X 1is simply-connected.

Theorem 2.7. [21I] Assume X xY exists. If Y ~ S"7' then for all i, Hipn(X %Y) is
isomorphic to H;(X).

3. THE CONNECTIVITY OF INDEPENDENCE COMPLEXES OF HYPERGRAPHS

In this section, we prove that ¢(C) provides a lower bound for the connectivity of the
independence complex Ind(C) of a hypergraph C. In the case of the independence complex
of a simple graph, this reduces to a result (mentioned in Section as Theorem 2.4)) of
Aharoni, Berger and Ziv in [3]. We then prove that ¢(C) = conn(Ind(C)) in the case
when Ind(C) is not simply-connected. Moreover, we show that ¢(C) and conn(Ind(C))
can take arbitrary values [,k with 3 < [ < k. Furthermore, we provide a lower bound
on the homotopical connectivity number of the independence complex of a hypergraph
in terms of the order and the maximal degree. Our departure in this direction begins by
generalizing the results of [2].

For a given edge F' of a hypergraph C on V, it is easy to verify that

Ind(C : F) = hl’lkInd(c_F)(F)

and

Ind(C — F) = Ind(C) U (|| F|| * Ind(C : F)),
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where
|F|[ = Ind(C)r U{F}.
The following is immediate by the Mayer-Vietoris long exact sequence and generalizes
Claim 3.1 of Meshulam in [1§].

Theorem 3.1. Let C be a hypergraph and let F' be an edge of C. Then, we have the
following long exact sequence:

oo = Hi pp(Ind(C : F)) — H;(Ind(C)) — H;(Ind(C — F)) — H;_|py(Ind(C : F)) — ...

Proof. Suppose that C is a hypergraph and F' being an edge of C. Then, Ind(C — F) =
Ind(C) U (|| F|| * Ind(C : F)) and Ind(C) N (|| F|| * Ind(C : F')) = Ind(C)r * Ind(C : F') hold,
where [|F|| = Ind(C)r U {F}. Note that H,;(Ind(C) N (||F|| *Ind(C : F))) is isomorphic to
IZIZ-_| pl+1(Ind(C : F)) by Teorem 2.7l If we apply the Mayer-Vietoris long exact sequence,
we obtain the desired long exact sequence. 0

Lemma 3.2. Let C be a hypergraph on V and let F' be an edge of C. Then, we have the
following:

(1) |C| =1C - F|+1,

(ii) |C] > |C: F| +1,

Proof. Claim (i) is obvious. To prove (ii), let C be a hypergraph on V and let F' be
an edge of C. Assume that S is an edge of C : F satisfying S € Ind(C). Then, there
must exist an edge T" of C such that "= S U A for some subset A C F, since otherwise
FUS e Ind(C— F), yielding S € Ind(C : F'). We can now define a one-to-one function
f from C : F to C — F by selecting one such 7" and define f(S) = T. This completes the
proof. O

We have the following homological connectivity result for independence complexes of
hypergraphs.

Corollary 3.3. For any hypergraph C, we have conny(Ind(C)) > ¥(C) — 2.

Proof. We proceed by induction on |C|. For the base case |C| = 0, the claim is trivial.
Suppose now that |C| > 1 and choose any edge F' of C satisfying ¢(C) = min{¢(C —
F),y(C : F)+ |F| — 1}. The induction hypothesis then provides that ¢(C — F) <
conny(C — F) 4+ 2 and ¢(C : F) < conny(C : F) + 2. Thus, we have H;(Ind(C — F)) =0
for every i < (C — F) — 2 and Hy(Ind(C : F)) = 0 for every i < (C : F) —2. It
therefore follows that H;(Ind(C — F) = 0 for all + < 1(C) — 2 and H;(Ind(C : F)) = 0
for all i < (C) — |F| — 1, since ¥(C — F) > (C) and ¥(C : F) > ¢(C) — |F|+ 1 by
the assumption on F'. Hence applying Theorem [3.1l we obtain f[i(lnd(C)) = 0 for every
i < (C) — 2. This completes the proof.

O

We next provide a sufficient condition which guaranties that Ind(C) is simply-connected.

Theorem 3.4. Let C be a hypergraph.
(i) If ¥(C) > 2, then Ind(C) is path-connected.

(i1) If (C) > 3, then Ind(C) is simply-connected.
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Proof. Assertion (i) is true, since conny(Ind(C)) > 0 holds by Corollary B.3] for any hy-
pergraph satisfying ¢(C) > 2.

To verify (ii), we proceed by induction on |C|. Suppose that |C| = 0. Then, Ind(C) is
a simplex, since 1(C) > 3. This establishes the base case of the induction. Assume now
that |C| > 1. We can now choose an edge F' satisfying

Y(C—-F)>3
and
P(C:F)+|F[ =123,
since ¢(C) > 3. By induction, Ind(C — F') is simply-connected. Note that
Ind(C — F) = Ind(C) U (|| F|| * Ind(C : F)),
where ||F|| = Ind(C)r U {F'} and the intersection
Ind(C) N (|| F|| * Ind(C : F)) = Ind(C)p * Ind(C : F)

is simply-connected by Theorem [2.0] since for the case |F| = 2 we have 2 < ¢(C :
F) < conny(Ind(C : F)) + 2 and whence Ind(C : F) is path-connected, while for the case
|F’| > 3, the induced subcomplex Ind(C)r is path-connected and note that if |F'| = 3, then
Ind(C : F') is non-empty, since ¢(C : F') > 3 —|F|+1 = 1. The simplicial complex Ind(C)
is path-connected by Theorem B4 (i), since ¢(C) > 3. It then follows by Van Kampen’s
theorem that m (Ind(C — F)) is the free product of m;(Ind(C)) and (|| F|| * Ind(C : F)).
This implies that 7 (Ind(C)) = 0. O

We are now ready to prove Theorem [I.1]

Proof of Theorem 1.7l For the case (C) > 3, the claim obviously holds by Theo-
rem [3.4] (ii) and Hurewicz theorem together with Corollary B3l Now, suppose that
¥(C) = 0. Then, Ind(C) = {0}, hence conn(Ind(C)) = —2, implying conn(Ind(C)) =
(C) — 2. Assume next that ¢(C) = 1. We conclude in this case that Ind(C) # {0},
hence conn(Ind(C)) > —1. Thus, it follows that conn(Ind(C)) +2 > 1 = ¢(C). Finally,
suppose that ¢(C) = 2. Then, Ind(C) is path-connected by Theorem B.4] (i). Hence,
conn(Ind(C)) + 2 > 2 = ¢(C). This completes the proof.

U

Proposition 3.5. The equality (C(Ind(Cy) * Ind(Cz))) = ¥(Cy1) + ¥(C2) holds for any
given two hypergraphs C; and Cs.

Proof. We prove the statement by induction on |C; U Cy|. Clearly, the base case is true.
Assume that |C; UCy| > 1. Then, it follows by induction that

Y(C(Ind(Cy) * Ind(Cs)))
= I}le%}f{min{¢ C(Ind(Cy) * Ind(Cy)) — F),¥(C(Ind(Cy) * Ind(Cs)) : F) + |F| —1}}

(
= Igleag{min{@b(C(Ind(Cl — F) % Ind(Cy))),¢¥(C(Ind(Cy : F) *xInd(Cs))) + |F| — 1}}
= maximin{(C, — F),¢(Cy : F) + |F| = 1}} +4(Ca)

= ¢(C1) +¥(C)



or

$(C(Ind(Cy) * Ind(C2)))
= Ifgleax{mln{qb C(Ind(Cy) * Ind(Cs)) — F'),¥(C(Ind(Cy) * Ind(Cy)) : F) + |F| —1}}
( C

(
= max{min{y(C(Ind(C;) * Ind(Cy — F))),¥(C(Ind(Cy) * Ind(Cs : F))) + |F| —1}}
(

FeCo

)
)
= max{min{(Co — F),¥(Cy : F)+ |F| —1}} + ¥(Cy)

FeCs

= Y(C1) + P(Co).
This completes the proof. O

Lemma 3.6. If¢(C) =1 holds for a hypergraph C, then S° is not contractible in Ind(C).

Proof. We prove this by induction on |C|. Suppose that ¢(C) = 1 holds for a hypergraph
C. Then, we must have either ¢)(C — F) =1 or ¢(C: F) + |F| — 1 =1 for any edge F of
C. If (C — F) = 1 holds for some F € C, then, by induction, S° is not contractible in
Ind(C — F'). This gives that S° is not contractible in Ind(C). It is thus enough to examine
the case when for every edge F' of C the hypergraph C : F satisfies ¢(C : F)) = 2 — |F|.
Note then that, in this case, we must have |F| = 2 and Ind(C : F') = {0} for any edge F
of C. This gives that Ind(C) is a disjoint union of simplices. Since Ind(C) is not a simplex,
Ind(C) is not connected. This yields that S° is not contractible in Ind(C). O

Corollary 3.7. If the independence complex Ind(C) of a hypergraph C is not simply-
connected, then ¥ (C) = conn(Ind(C)) + 2 holds.

Proof. If Ind(C) is not simply-connected, then ¥(C) < conn(Ind(C)) + 2 < 2 holds by
Theorem [[.1] and the result follows immediately from Theorem 3.4l and Lemma and
the fact that ¢(C) = 0 if and only if Ind(C) = {0}. O

Adamaszek and Barmak prove that for any [, k € Z> U{oo} with k > 1 > 3, there exists
a simple graph G such that ¢(G) = [ and conn(Ind(G)) = k —2 ([2], Proposition 5). This
shows that there are counterexamples to Aharoni-Berger-Ziv conjecture. We generalize
Proposition 5 in [2] from graphs to hypergraphs.

Theorem 3.8. For any I,k € Z> U {oo} with k > 1| > 3, there exists a hypergraph C
satisfying ¢(C) =1 and conn(Ind(C)) = k — 2.

Proof. Any hypergraph with an isolated vertex satisfies the statement for [ = oo. For
finite values of [, it is enough to prove the statement for [ = 3, since for a hypergraph
C with a finite value [ = ¢(C) and conn(Ind(C)) = k — 2 > 1, we have ¢(C(Ind(C) *
Ind(C"))) = ¥(C) + 1 by Proposition B.5and conn(Ind(CUC’)) = conn(Ind(C) x Ind(C")) =
conny, (Ind(C) * Ind(C’)) = conn,(Ind(C)) + 1 = conn(Ind(C)) + 1, where C' = {{a,b}} is
a hypergraph on {a, b} with a,b ¢ V(C).

We next consider the Z-acyclic noncontractible complex on 10 vertices whose facets

(inclusion-wise maximal faces) is given by
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{1,2,4y {1,2,5} {1,3,6} {1,3,8} {1,3,10} {1,4,8} {1,4,9} {1,57}
{1,5,10} {1,6,7} {1,6,9} {2,3,5} {2,3,7} {2,3,8} {2,4,6} {2,4,10}
{2,6,7} {2,6,8} {2,810} {3,5,6} {3,5,9} {3,7.9} {3,7,10} {4,5,6}
(4,5, 7} {4,5,8} {4,7,9} {4,7,10} {5,8,9}  {58,10} {6,8,9}

([9]). Consider now the hypergraph C(A) of minimal non-faces of the above complex
A. Let {F} be a hypergraph on a set F' with F NV (C(A)) = {z} and |F| = k > 3
and consider the hypergraph Cf' = C(A)U {F} UC? on V(C(A)) U (F \ {z}), where C*
is the hypergraph given by C* = {{z,y}: x € V(C(A)) \ {z},y € F\ {#}}. We have
Ind(CY) = Ind(C(A)) V Ind({F}). We then obtain that ¢(CF) = conn(Ind(C¥)) + 2 = 2
by Corollary B, since Ind(C*) is not simply-connected. Note that we have

Y(C(Ind(CH) * Ind({{a,b}}))) =2 +1 =3,
by Proposition 3.5 and
conn(Ind(C*) * Ind({{a,b}})) = k — 2

for a hypergraph {{a,b}} on {a, b} with V(C') N {a,b} = 0.

For the case | = 3 and k = oo, take a hypergraph {{c,d}} on {c,d} satisfying
V(C(A)) N {e,d} = ) and consider the complex Ind(C(A)) * Ind({{c,d}}). Note that
for the hypergraph C(Ind(C(A)) % Ind({{c,d}})), we have

$(C(Ind(C(A)) * Ind({{c, d}}))) = 3.

Note also that the complex Ind(C(A)) «Ind({{c, d}}) is simply-connected by Theorem
and thus the complex Ind(C(A)) *Ind({{c,d}}) is contractible. This completes the proof.
U

Definition 3.9. Let f be a function from the family of hypergraphs to the set Z> U {oo}
and let C be a hypergraph. Then, f is called inductive on C if the followings hold:

(i) f(C)=o0cfor C =0 and V # 0.
(i) f(C) =0 whenever V = {).
(iii) If C # 0, then f(C) < f(C—K) and f(C) < f(C: K)+ |K|—1 hold for some edge
K of C such that f is inductive on C — K and C : K.

For instance, conn(Ind(G)) +2 gives rise to an inductive function on the class of chordal
graphs, and in particular the inequality conn(Ind(G)) 4+ 2 < ¢ (G) holds for every chordal
graph G ([1], Corollary 5.6 b)). We next generalize this latter inequality to hypergraphs
as follows.

Lemma 3.10. Let f be a function from the family of hypergraphs to the set Z> U {oo}
and let C be a hypergraph. If f is inductive on C, then 1(C) > f(C) holds.

Proof. We prove the statement by induction on the number of edges of C. Suppose that
f is inductive on a hypergraph C. When C = (), the claim is obviously true. Assume

now that |C| > 1. Then, there exists an edge K of C such that f(C) < f(C — K) and
9



f(C) < f(C:K)+|K|—1 hold and f is inductive on the hypergraphs C — K and C : K.
Then,
f(€) <min{f(C - K), f(C: K) + [K| -1}
< min{y(C — K),¥(C: K)+ |K| -1}
< max{min{y(C — F),¢(C: F) + [F| = 1}}

= (C).
This completes the proof. O

There are several domination related parameters for graphs. One such example is the
total domination number of a graph. Recall that a subset S C V of the vertex set V of a
graph G is called a total dominating set of G if | J,.4 N(s) = V. Moreover, the minimum
cardinality of a total dominating set of G is called the total domination number of G
and is denoted by 7:(G). Furthermore, the notion of total domination were extended to
simplicial complexes ([4]). More precisely, Aharoni and Berger [4] introduce a domination
parameter 7(A) of a simplicial complex A on V| which is defined as the minimal size of
a set A C V such that spp(A) =V, where

spa(A) = {v € V: there exists some face 0 C A such that o U {v} ¢ A},

Clearly, when G is a simple graph, then the equality v,(G) = 4(Ind(G)) holds. We reprove
the following result (i) of [4] whose homological version was given in [18] for the graph
case and prove (ii) whose homological version was given in [10].

Theorem 3.11. Let C be a hypergraph on V.
(i) [ If k(C) € Z> U {0} is the number given by k(C) = P(Ind(c))—‘, then we have

2
conn(Ind(C)) > k(C) — 2.
(i) For the hypergraph C, we have conn(Ind(C)) > €(C) — 2.

Proof. To prove (i), let F' be any edge of a hypergraph C. Note then that

K(C) = {ww < P(Ind(g - F))w —k(C — F)

and

K(C) = {i(lnd((}))—‘ < [W(Ind(c cF)) + |F|
2 2

Taking Lemma B.I0] and Theorem [IT] into account, we conclude that conn(Ind(C)) >
k(C) — 2.

To verify (ii), let £ be an edge of C. It is obvious that ¢(C—F') > ¢(C). Assume now that
Fe.r CC : F is an edgewise dominant set of C : F' with |Fe.p| = €(C : F). If Fe.p CC,
then Fe.p U {F} is an edgewise dominant set of C. Suppose now that there exists some
edge F € Fe.p of C: F with E ¢ C. This implies that there is some subset M C F such
that M U E € C. We now remove E from Fe.p and instead add E' := M U E to the set
Fe.r. Let F.p be the family obtained from F¢.p by repeating the same procedure for all
the edges E € F¢.p satisfying the property that £ € C : F but E ¢ C, until no such edge

exists. Note then that if |Ne(F)| = 0, then Ff. 5 is an edgewise dominant set for C with
10
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cardinality €(C : F') and if |[Ne(F')| > 1, then F/.r U{F'} is an edgewise dominant set for
C with cardinality €(C : F') + 1. This completes the proof. O

A well-known fact for the total domination number of a graph G is that v(G) =
F(Ind(G)) > A(gy holds ([4]). We next present a lower bound for 4(Ind(C)), where C is a
hypergraph.

Lemma 3.12. Let C be a hypergraph with n vertices. Then, 4(Ind(C)) > % holds.

Proof. Suppose C is a hypergraph on V' = {vy,vy,...,v,}. Let A C V be a set with
minimal size satisfying spr,qc)(A) = V. For each edge G of C and for each a € A, let
0% C G be the (|G| — 2)-face of the induced subcomplex Ind(C)¢g such that ¢ C A and
a = v; € 0%, where v; is the first vertex in the list of vertices of . Here, the vertices of
0% is listed in the order induced by the cyclic order of the vertices of G € C. Note that

|SPmace) (A)] = | U U{U eV:olu{v} =G}
a€A GeC
It then follows that

1 = |braey (A = || v e Vi oS U} = G}

acA GeC

<Y ) HveViofu{v} =G}
acA GeC

< |Aldc(a)

< |AJA(C)

— 5(Ind(C))A(C).

Thus, we have ¥(Ind(C)) > NGR O
Combining Theorem B.IT] (i) with Lemma B.12] gives the following homotopical connec-
tivity result on the independence complex of a hypergraph in terms of the order and the

maximal degree: conn(Ind(C)) > {;A—_(é) — 1J. We will provide an alternative proof as

follows:

Proof of Corollary Suppose C is a hypergraph with nc vertices. Let f(C) € Z> U
{oo} be the number given by the following:

. 00, if V#0 and C = 0,
f( ) = {;&&% + 1J , otherwise.

Assume that F' is any edge of the hypergraph C. Then, since ne = ne_p, A(C) >
A(C—F), A(C) > A(C: F) and |N¢(F)| < |F|(A(C) — 1), we have

11

and



-t - [t
= 220(2_1;) - ;AJ(YJC)(F)' “J
| e oh
< _%+|F’\—1+1J

= f(C: F)+|F| - 1.

The result then follows from Theorem [I.1] and Lemma [3.101
O

Remark 3.13. For the particular case where C is a graph, Corollary reduces to the
following result of Engstrom in [12]: If G is a graph with n vertices and maximal degree

d, then Ind(G) is | %! — 1|-connected.

3.1. Properly-splitted Hypergraphs. In this subsection, we introduce the class of
properly-splitted hypergraphs which properly contains the class of chordal graphs. Re-
call that chordal graphs satisfy the Aharoni-Berger-Ziv conjecture ([16], Proposition 3.3.
and [I], Corollary 5.6). We show that, for any properly-splitted hypergraph C, we have
¥(C) = conn(Ind(C)) + 2.

The following is motivated by the Proof of Proposition 3.3. in [16].

Lemma 3.14. Let C be a hypergraph on V' and let F' be an edge of C.
(1) If conny(Ind(C — F)) > conny, (Ind(C)), then conny,(Ind(C : F')) > conny(Ind(C)) —

|F|+ 1.
(i) If conn,(Ind(C : F)) > conny,(Ind(C)) — |F| + 1, then conny(Ind(C — F)) >
conny, (Ind(C)).
Proof. The proof is immediate by Theorem [3.11 O

Definition 3.15. We call a hypergraph C a properly-splitted hypergraph if, either C = (),
or C admits an edge F satisfying conny, (Ind(C : F')) > conny(Ind(C)) — |F| + 1 such that
both the hypergraphs C — F' and C : I’ are properly-splitted hypergraphs.

Theorem 3.16. IfC is a properly-splitted hypergraph, then we have 1(C) = conny, (Ind(C))+
2.

Proof. Suppose that C is a properly-splitted hypergraph. If C = (), then the claim is
obviously true. Assume now that |C| > 1. Then, there exists an edge F' of C satisfying
conny, (Ind(C : F)) > conny (Ind(C)) — | F|+1 such that both the hypergraphs C — F and C :
F are properly-splitted hypergraphs. Let ¢’ be a function from the family of hypergraphs

to the set Z> U {oo} defined by ¢/(D) := conny(Ind(D)) + 2 for each hypergraph D.
12



This, together with Lemma [B.14] (ii), implies that ¢'(C) < ¢/(C : F) + |F| — 1 and
Y'(C) < Y'(C — F). Hence, ¥(C) < conny(Ind(C)) + 2 = ¢'(C) < ¢(C) by Corollary B3]
and Lemma 310 We therefore conclude that ¢(C) = conny,(Ind(C)) + 2. O

Theorem 3.17. IfC is a properly-splitted hypergraph, then we have )(C) = conn(Ind(C))+
2.

Proof. Suppose C is a hypergraph satisfying the property of being properly-splitted. By
combining the fact conny,(Ind(C)) > conn(Ind(C)) with Theorem [[I] and Theorem B.16),
we conclude that ¢(C) = conny,(Ind(C)) + 2 > conn(Ind(C)) + 2 > ¢(C). This completes
the proof. O

Remark 3.18. We note that a properly-splitted graph need not be a chordal graph. For
example, the cycle graph on 4 vertices Cjy is a properly-splitted hypergraph.

The following is straightforward to prove by using a simple induction argument.

Fact 3.19. The disjoint union of two hypergraphs is properly-splitted if and only if each
hypergraph is properly-splitted.

4. HoMmoTOPY TYPES OF TRIANGULATED HYPERGRAPHS

In this section, we compute the homotopy types of independence complexes of d-uniform
properly-connected triangulated hypergraphs and prove that a d-uniform properly-connected
triangulated hypergraph is necessarily a properly-splitted hypergraph.

The following is implicit in [14].

Theorem 4.1. Let C be a d-uniform properly-connected hypergraph on V and F' being an
edge of C. Then, we have the following:
(i) An edge C' of C is an edge of C : F if and only if distc(F,C) > d+ 1.
(i1) C: F' = Cy\(ruNe (r))-
(iii) C : F = C2.
(iv) cc > ce.rp +1, where ce denotes the mazimum number of pairwise (d + 1)-disjoint
edges of C.

Proof. Let C be a d-uniform properly-connected hypergraph on V' and let F' be an edge
of C. To prove (i), suppose that an edge C' of C is an edge of C : F' with diste(F,C) < d.
Then, by Lemma [2.T] there exists a proper irredundant chain (Ey = F, ..., Egsto(roy) = C)
and some y; € N¢(F) satisfying y; € E; for all 1 <14 < diste(F,C). This contradicts with
the assumption on C, since y; ¢ C.

Now suppose that diste(F,C) > d+ 1 for some edge C of C. Assume for contrary that
C' is not an edge of C : F. Note that diste(F,C) > d + 1 implies that CN F = (). Then,
there must exist an edge K of C such that FNK # () and K\ (FNK) C C. We therefore
have that

diste(F,C) <d—|FNK|+d—|K\ (FnK)|.
Thus diste(F,C') < d holds, a contradiction.

Claim (ii) is obviously true, since any edge C of C satisfying 1 < diste(F,C) < d
contains some element from the set N¢(F') by the argument above.

Claim (iii) is immediate from Claim (i) and (ii).

13



To verify (iv), let £ be a family with maximum number of pairwise (d + 1)-disjoint
edges of C': F. Then, &£ is also a family of pairwise (d + 1)-disjoint edges of C by Claim
(ii) and diste(F,C) > d+ 1 for any edge C' € & by Claim (i). Thus, &' U {F} is a family
of pairwise (d 4 1)-disjoint edges of C. This completes the proof.

U

Proof of Theorem [I.3l Suppose that C is a d-uniform properly-connected triangulated
hypergraph on V. Let v € V be a vertex in C such that the induced subhypergraph Cyy.)
is d-complete and v appears at most twice in any proper irredundant chain in C. Set

De(v) :={I € Ind(C): I U{v} € C}.
Note that
Ind(C) = Ind(Cpyy) * linkpagiey(v) U | ) Ind(Cr) * linkpua(ey (1)

I€D¢(v)

holds. Note also that Ind(Cyyy) * linkpa(e)(v) and the complexes Ind(Cr) * linkpaey(1)
are contractible for any I € D¢(v). Moreover, for any Iy, I, € D¢(v), the intersection
(Ind(Cy, ) *linkimacey (11)) N (Ind(Cy, ) * linkma(cy(12)) is contained by Ind(Cyyy) * linka(e) (v).
We thus have that

Ind(C) ~ \/IeDc(v)Z(SIII_z * linkpua(e) (1))

by Theorem [Z5] Since Cy(v is a d-complete hypergraph, linkqcy(I) = Ind(C : I U {v})
holds. Now, set F' = IU{v}. Observe then that F'is an edge of C that satisfies Claim (i).
Observe also that the hypergraph C : TU{v} is a triangulated hypergraph by Theorem 23]
and Teorem (.11 (iii). Thus, we deduce, by induction, that linky,q(c) (/) is either contractible
or is homotopy equivalent to a wedge of spheres of dimension at most (d — 1) cc.ruwy —1.
It then follows that Ind(C) is either contractible or is homotopy equivalent to a wedge
of spheres of dimension at most (d — 1) ce.jugey —1 + ||. Theorem [.I] (iv) and the fact
|I| = d —1 give that Ind(C) is either contractible or is homotopy equivalent to a wedge of
spheres of dimension at most (d — 1) ¢c¢c —1. This proves Claim (ii). O

Lemma 4.2. Any d-uniform properly-connected triangulated hypergraph is a properly-
splitted hypergraph.

Proof. We prove the statement by induction on the number of edges of the hypergraph.
Suppose that C is a d-uniform properly-connected triangulated hypergraph on V. Then,
there exists a vertex v € V such that Cy(,) is a d-complete hypergraph and v appears at
most twice in any proper irredundant chain in C. Let F' be an edge of C containing the
vertex v. Note that the subhypergraphs C — F and C= = {G € C: distc(F,G) > d + 1}
satisfy the property of being triangulated by Theorem 2.3l It follows by induction that
C — F is a properly-splitted hypergraph. By Theorem [4.1] (iii) and Lemma (i),
the induction gives that C' : F' is a properly-splitted hypergraph. Moreover, we have
conny (Ind(C : F)) > conny,(Ind(C)) — |F| + 1 (see the proof of Theorem [L.3 (i)). This
completes the proof. O

Lemma and Theorem [B.17 immediately give the following:

Corollary 4.3. For a triangulated hypergraph C, we have conn(Ind(C)) = ¢ (C) — 2.
14
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