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Abstract

The Seat Arrangement Problem is a problem of finding a desirable seat ar-
rangement for given preferences of agents and a seat graph that represents a
configuration of seats. In this paper, we consider decision problems of determin-
ing if an envy-free arrangement exists and an exchange-stable arrangement exists,
when a seat graph is an ℓ×m grid graph. When ℓ = 1, the seat graph is a path of
length m and both problems have been known to be NP-complete. In this paper,
we extend it and show that both problems are NP-complete for any integer ℓ ≥ 2.

1 Introduction

Recently, a variant of resource arrangement problems, called the Seat Arrangement
Problem, is studied extensively [3, 4]. In this problem, we are given a set of agents A
and an undirected graph G, called a seat graph, where the number of agents in A is
equal to the number of vertices of G. Each agent has preference to other agents, which
is expressed by utility. An agent i’s utility for another agent j is a numerical value,
which shows how much i likes j. The higher the value, the more i likes j. Note that
the utility may be negative, in which case it can be interpreted as “i dislikes j.” The
seat graph G represents a configuration of seats, where vertices correspond to seats
and two seats are neighbors to each other if and only if corresponding two vertices
are adjacent in G. The task of the problem is to map the agents to vertices of G in
one-to-one fashion. This mapping is called an arrangement. A utility of an agent in
an arrangement is the sum of his utilities over all the agents placed on the neighboring
seats and the utility of an arrangement is the sum of the utilities of all the agents.

There are several solution concepts [3, 4]. A maximum welfare arrangement is
an arrangement with maximum utility. A maxmin utility arrangement is one that
maximizes the minimum utility among all the agents. For an arrangement, we say
that an agent i envies an agent j if i’s utility increases when i and j exchange their
seats. An envy-free arrangement is an arrangement in which no agent envies anyone.
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If agents i and j envy each other, (i, j) is called a blocking pair, and an exchange-stable
arrangement is one that has no blocking pair. Note that an envy-free arrangement is
always an exchange-stable arrangement, but the converse is not true. For these four
solution concepts, the problems of deciding if there exists a desirable seat arrangement
are denoted MWA, MUA, EFA, and ESA, respectively. Among these four problems,
we focus on EFA and ESA in this paper. These problems are considered on several
graph classes and shown to be NP-complete for very restricted classes of seat graphs,
such as paths or cycles [2, 4]. These hardness are also shown for seat graphs being a
composition of a graph G with some number of isolated vertices, when G belongs to
some graph class such as stars, clique, or matching [4]. For studying computational
complexity of the problem in terms of seat graph classes, it is natural to attack from
simpler ones. Then one of the next candidates might be grid graphs, which is also
remarked in [1, 2].

Our contributions. In this paper, we study computational complexity of EFA
and ESA on ℓ×m grid graphs. For applications, a grid graph may be considered as a
configuration of a classroom and in this context the problem corresponds to finding a
seat arrangement of students in schools. Note that when ℓ = 1, an ℓ×m grid graph is
just a simple path of length m, and both EFA and ESA are already shown to be NP-
hard as mentioned above. We extend these results and show that both problems are
NP-complete for any integer ℓ ≥ 2. Our hardness proofs are inspired by those for path
graphs [1, 2], which are reductions from the Hamiltonian path problem on directed
graphs. However, extensions are not straightforward because we needed several new
ideas to care about existence of cycles in a grid graph, which was not necessary for
path graphs. Furthermore, for exchange-stability, we needed to craft utilities so that
envy-freeness simulates exchange-stability. For technical reasons it was necessary to
prove the cases with ℓ = 2 and/or ℓ = 3 differently from general ℓ. Therefore, there
may be several arguments that overlap in proofs, but this manuscript includes all of
the full details, even if redundant, for the sake of completeness of each proof.

Related work. The pioneering study about the Seat Arrangement Problem is due
to Bodlaender et al. [3]. They study the price of stability and the price of fairness
of a seat arrangement. They also study computational complexity and parameterized
complexity of the above four problems with respect to the maximum size of connected
components in a seat graph. Berriaud et al. [2] study the problems for restricted classes
of seat graphs, and as mentioned above, they show NP-hardness of EFA and ESA on
paths and cycles. On the positive side, they define a class as a set of agents who share a
common preference function, and show that EFA and ESA on paths and cycles become
polynomially solvable when the number of classes is a constant. Ceylan et al. [4] give
more refined classification on computational complexity, using parameterized complex-
ity as well, from three aspects: seat graph classes (such as stars, clique, and matching
with isolated vertices), problem-specific parameters (such as the number of isolated
seats and maximum number of non-zero entries in preferences), and preference struc-
ture (such as non-negative preferences and symmetric preferences). Aziz et al. [1] define
a relaxed notion of the exchange-stability, called the neighborhood stability, in which
no two agents assigned to adjacent vertices form a blocking pair. They study the exis-
tence of a neighborhood stable arrangement and computational complexity of finding
it when seat graphs are paths or cycles. Rodriguez [6] introduce new notions of utility,
called B-utility and W-utility, to define a utility of an agent for a seat arrangement.
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B-utility (resp. W-utility) of an agent i is the utility of i towards the best (resp. worst)
agent seated next to him. Rodriguez provides algorithmic and computational complex-
ity results of the above four problems with respective to these utilities (as well as the
standard utility, which he calls S-utility) for some restricted class of preferences, in-
cluding 1-dimensional preference that he introduces. Wilczynski [7] considers the Seat
Assignment Problem under original preferences. In this model, preference is specified
not by a utility function but by a linear order of agents. She investigates existence of
an exchange-stable or a popular seat arrangement for simple seat graphs such as paths,
cycles, and clusters.

2 Preliminaries

The following definitions are mostly taken from [2, 4]. We consider the problem of
assigning n agents to n seats. These n seats are represented as vertices of an undirected
graph, called a seat graph, G = (V,E) such that |V | = n. Each agent i ∈ A has a
numerical preference toward other agents, which is expressed by a function pi : A\{i} →
R, where pi(j) represents i’s utility for j. A preference profile P is the set of all agents’
preferences. We say that a preference is binary when (pi(j))i,j∈A ∈ {0, 1}.

An arrangement of A on a seat graph G = (V,E) is a bijection π : A → V . For
a vertex v ∈ V , let NG(v) = {u ∈ V | {u, v} ∈ E} be the set of neighbors of v. For
an arrangement π, we define agent i’s utility in π as Ui(π) =

∑
v∈NG(π(i)) pi(π

−1(v)),
namely, the sum of i’s preferences over the agents who are sitting next to i in π. For
an arrangement π and two agents i, j ∈ A, let πij be the arrangement obtained from π
by swapping π(i) and π(j), namely, πij(i) = π(j), πij(j) = π(i), and πij(a) = π(a) for
a ∈ A \ {i, j}. We say that i envies j in π if Ui(πij) > Ui(π) holds. If i envies someone
in π, we say that i has an envy in π. An arrangement π is envy-free if no agent has
an envy in π. We say that (i, j) is a blocking pair if i and j envies each other. An
agent i is called a blocking agent if there is a blocking pair (i, j) for some agent j. An
arrangement π is exchange-stable if there is no blocking pair in π.

For a directed graph G, a directed Hamiltonian path is a directed path in G that
passes through each vertex exactly once. We may sometimes omit the word “directed”
when it causes no confusion. Let us denote by DHP the problem of determining if a
given graph has a Hamiltonian path. It is well known that DHP is NP-complete [5]. Let
DHP* be a restriction of DHP where an input graph has a special vertex that has no
outgoing edge and has incoming edges from all the other vertices. We use the following
fact in our hardness proofs.

Proposition 1. DHP* is NP-complete.

Proof. Membership in NP is obvious. We prove the NP-hardness by a reduction from
DHP. Let G = (V,E) be an instance of DHP. We construct the directed graph G′ =
(V ′, E ′) where V ′ = V ∪ {v∗} and E ′ = E ∪ {(v, v∗) | v ∈ V } as an input to DHP*. It
is easy to see that G′ satisfies the condition of DHP*.

Suppose that there is a Hamiltonian path H in G. Then, a path obtained by
appending v∗ to the tail of H is a Hamiltonian path in G′. Conversely, if there is a
Hamiltonian path H ′ in G′, its last vertex must be v∗ because it has no outgoing edge.
Therefore, removing v∗ from H ′ would give us a Hamiltonian path in G.
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In the following sections, when we use DHP* as a reduction source, vertices are
denoted v1, v2, . . . , vn, and without loss of generality we assume that vn has no outgoing
edge.

3 Envy-freeness

Theorem 1. Deciding whether an envy-free arrangement on a 2×m grid graph exists
is NP-complete even for binary preferences.

Proof. Membership in NP is obvious. We prove the hardness by a reduction from
DHP*. Let G = (V,E) be an instance of HP and let n = |V |. For each vertex
vi ∈ V (1 ≤ i ≤ n), we introduce six agents xi, yi, zi, ai, bi, and ci, hence there are 6n
agents in total. Their preference profile P is given in Table 1. In the table, each row
represents preference of an agent given at the leftmost column. For example, pxi

(yi) = 1
and pxi

(s) = 0 for s ∈ A \ {yi}. Note that pzn(a) = 0 for any a because vn has no
outgoing edge. Finally, we set m = 3n, i.e., our seat graph is a 2× (3n) grid graph.

1 0
xi(1 ≤ i ≤ n) yi other agents
yi(1 ≤ i ≤ n) zi other agents
zi(1 ≤ i ≤ n) xp((vi, vp) ∈ E) other agents

1 0
ai(1 ≤ i ≤ n) xi other agents
bi(1 ≤ i ≤ n) yi other agents
ci(1 ≤ i ≤ n) zi other agents

Table 1: Preference profile P

We first argue that if there is a Hamiltonian path in G, P has an envy-free ar-
rangement on a 2×m grid graph. Suppose that G has a Hamiltonian path H. Recall
that vn has no outgoing edge, so vn must be the last vertex of H. By renaming other
vertices, we assume without loss of generality that H is ordered according to the indices
of vertices, i.e., H := v1, v2, . . . , vn. Corresponding to H, define the seat arrangement
π as shown in Figure 1.

Figure 1: The seat arrangement π

We will show that π is an envy-free arrangement. First, observe from the definition
of P that the maximum possible utility for each of xi, yi, ai, bi, and ci is 1, and all
these agents get utility 1 in π. Hence these 5n agents have no envy. Next, zn has no
envy because his utility is 0 no matter where he sits. Finally, zi(i ̸= n) gets utility 1 in
π, but he can never get more utility because there is no vertex (seat) that is adjacent
to two xjs. Thus zi has no envy. Therefore, nobody has envy and hence π is envy-free.

For the opposite direction, assume that there is an envy-free arrangement π of P
on a 2×m grid graph. We will show that G has a Hamiltonian path. First, we claim
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that for any i, ai is placed next to xi in π, as otherwise ai gets utility 0 now and so
envies an agent who is located next to xi. For the same reason, bi is placed next to yi,
ci is placed next to zi, xi is placed next to yi, and yi is placed next to zi. Next, let us
consider zi(i ̸= n). Since vi has at least one outgoing edge in G, zi is placed next to
some xp such that (vi, vp) ∈ E, as otherwise, zi envies xp’s neighbor. However, zi can
never have two xjs as his neighbor because the maximum degree of the seat graph is
three and yi and ci must be neighbors of zi as mentioned above. Therefore, zi(i ̸= n)
has exactly one neighbor xp such that (vi, vp) ∈ E. Similarly, since xi must have yi and
ai as his neighbors, xi can have at most one zj as a neighbor.

Now, from π, construct the directed graph G′ = (V ′, E ′) where V ′ = {u1, u2, . . . , un}
and there is an arc (ui, uj) ∈ E ′ if and only if zi is placed next to xj in π. From
the above observations, we know that each ui(i ̸= n) has exactly one outgoing edge
and each ui(1 ≤ i ≤ n) has at most one incoming edge. These facts imply that G′

consists of at most one directed path and some number of directed cycles. In the
following, we will show that there is no cycle. Assume on the contrary that there exists
a cycle us1 , us2 , . . . , ust , us1 of length t. Then, in the seat arrangement π, zsi is placed
next to xsi+1

for 1 ≤ i ≤ t − 1 and zst is placed next to xs1 , so there exists a cycle
xs1 , ys1 , zs1 , xs2 , ys2 , zs2 , . . . , xst , yst , zst , xs1 in the seat graph. Since the seat graph is a
2×m grid, there must be two consecutive bends as depicted in Cases (i), (ii) and (iii)
of Figure 2. Case (i) is impossible because csk is not placed next to zsk as opposed
to the above observation. For the same reason, neither Case (ii) nor (iii) is possible.
Hence we can exclude the existence of a cycle and conclude that G′ consists of one path
us1 , us2 , . . . , usn . By construction of G′, for each i(1 ≤ i ≤ n− 1), zsi is placed next to
xsi+1

in π. Thus, by the aforementioned property, there is an arc (vsi , vsi+1
) in G and

hence there is a Hamiltonian path vs1 , vs2 , . . . , vsn . This completes the proof.

Figure 2: Three possible configurations of the seat arrangement π when there is a cycle
in G′

Theorem 2. Deciding whether an envy-free arrangement on an ℓ×m grid graph exists
is NP-complete for ℓ ≥ 3 even for binary preferences.

Proof. Membership in NP is obvious. We prove the hardness by a reduction from
DHP*. Let G = (V,E) be an instance of DHP* and let n = |V |. For each vertex
vi ∈ V (1 ≤ i ≤ n), we introduce nine agents xi, yi, zi, ai, bi, ci, di, ei, and fi. We
further add dummy agents Dj (1 ≤ j ≤ 3nℓ − 9n). Therefore, there are 3nℓ agents in
total. Note that when ℓ = 3, there are no dummy agents. Their preference profile P is
given in Table 2. Finally, we set m = 3n, i.e., our graph is an ℓ× (3n) grid graph.
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1 0
xi(1 ≤ i ≤ n) yi other agents
yi(1 ≤ i ≤ n) zi other agents
zi(1 ≤ i ≤ n) xp((vi, vp) ∈ E) other agents

1 0
ai(1 ≤ i ≤ n) xi other agents
bi(1 ≤ i ≤ n) yi other agents
ci(1 ≤ i ≤ n) zi other agents
di(1 ≤ i ≤ n) xi other agents
ei(1 ≤ i ≤ n) yi other agents
fi(1 ≤ i ≤ n) zi other agents

0
Di(1 ≤ i ≤ 3nℓ− 9n) all agents

Table 2: Preference profile P

We first argue that if there is a Hamiltonian path in G, P has an envy-free arrange-
ment on an ℓ × m grid graph. Suppose that G has a Hamiltonian path H. Recall
that vn has no outgoing edge, so vn must be the last vertex of H. By renaming other
vertices, we assume without loss of generality that H is ordered according to the indices
of vertices, i.e., H := v1, v2, . . . , vn. Corresponding to H, define the seat arrangement
π as shown in Figure 3.

Figure 3: The seat arrangement π

We will show that π is an envy-free arrangement. First, observe from the definition
of P that the maximum possible utility for each of xi, yi, ai, bi, ci, di, ei, and fi is
1, and all these agents get utility 1 in π. Hence these 8n agents have envy. Next, zn
has no envy because his utility is 0 no matter where he sits. Furthermore, zi(i ̸= n)
gets utility 1 in π, but he can never get more utility because there is no vertex that is
adjacent to more than one xj. Thus zi has no envy. Finally, Dj(1 ≤ j ≤ 3nℓ − 9n)
has no envy for the same reason for zn. Therefore, nobody has envy and hence π is an
envy-free arrangement.
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For the opposite direction, assume that there is an envy-free arrangement π of P
on an ℓ×m grid graph. We will show that G has a Hamiltonian path. First, we claim
that for any i, ai and di are placed next to xi in π, as otherwise they get utility 0 now
and so envy an agent who is located next to xi in π. For the same reason, bi and ei
are placed next to yi, ci and fi are placed next to zi, xi is placed next to yi, and yi is
placed next to zi. Next, let us consider zi(i ̸= n). Since vi has at least one outgoing
edge in G, zi is placed next to some xp such that (vi, vp) ∈ E, as otherwise, zi envies
xp’s neighbor. However, zi can never have more than one xp as his neighbor because
the maximum degree of the seat graph is four and yi, ci, and fi must be placed next to
zi. Therefore, zi(i ̸= n) has exactly one neighbor xp such that (vi, vp) ∈ E. Similarly,
since xi must have yi, ai, and di as his neighbors, xi can have at most one zj as his
neighbor.

Now, from π, construct the directed graph G′ = (V ′, E ′) where V ′ = {u1, u2, . . . , un}
and there is an arc (ui, uj) ∈ E ′ if and only if zi is placed next to xj in π. From
the above observations, we know that each ui(i ̸= n) has exactly one outgoing edge
and each ui(1 ≤ i ≤ n) has at most one incoming edge. These facts imply that G′

consists of at most one directed path and some number of directed cycles. In the
following, we will show that there is no cycle. On the contrary, assume that there
exists a cycle us1 , us2 , . . . , ust , us1 of length t. Then, in the seat arrangement π, zsi is
placed next to xsi+1

for 1 ≤ i ≤ t − 1 and zst is placed next to xs1 , so there exists
a cycle xs1 , ys1 , zs1 , xs2 , ys2 , zs2 , . . . , xst , yst , zst , xs1 in the seat graph. This implies that
there exists a vertex along this cycle where the cycle changes direction, as depicted in
Cases (i), (ii) and (iii) of Figure 4. Let us consider Case (i). Recall that ysk−1

, csk−1
and

fsk−1
must be neighbors of zsk−1

, so they are placed at vertices 1, 2, and 3. Similarly,
since zsk , bsk , and esk must be neighbors of ysk , they are placed at vertices 3, 4, and
5. However, it is impossible that these six people are placed at five vertices. Hence
we can exclude Case (i). Cases (ii) and (iii) can also be excluded in the same manner.
Hence we can exclude the existence of a cycle and conclude that G′ consists of one path
us1 , us2 , . . . , usn . By construction of G′, for each i(1 ≤ i ≤ n− 1), zsi is placed next to
xsi+1

in π. Thus, by the aforementioned property, there is an arc (vsi , vsi+1
) in G and

hence there is a Hamiltonian path vs1 , vs2 , . . . , vsn . This completes the proof.

Figure 4: Three possible configurations of the seat arrangement π when there is a cycle
in G′
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4 Exchange-stability

Theorem 3. Deciding whether an exchange-stable arrangement on a 2×m grid graph
exists is NP-complete.

Proof. Membership in NP is obvious. We prove the hardness by a reduction from
DHP*. Let G = (V,E) be an instance of DHP* and let n = |V |. For each vertex
vi ∈ V , introduce six agents xi, yi, zi, ai, bi, and ci. Moreover, we add four agents s,
t1, t2, and t3. Therefore, there are 6n+ 4 agents in total. Their preference profile P is
given in Table 3. Finally, we set m = 3n+ 2, i.e., our seat graph is a 2× (3n+ 2) grid
graph.

−10 −1 0 3
xi(1 ≤ i ≤ n) s other agents t1, t2, t3 yi
yi(1 ≤ i ≤ n) s other agents t1, t2, t3 zi

zi(1 ≤ i ≤ n− 1) s other agents t1, t2, t3 xp ((vi, vp) ∈ E)
zn s other agents t1, t2, t3 cn

ai(1 ≤ i ≤ n) s other agents t1, t2, t3 xi

bi(1 ≤ i ≤ n) s other agents t1, t2, t3 yi
ci(1 ≤ i ≤ n) s other agents t1, t2, t3 zi

0 1
s t1, t2, t3 other agents

ti(1 ≤ i ≤ 3) other agents s

Table 3: Preference profile P

We first argue that if there is a Hamiltonian path in G, P has an exchange-stable
arrangement on a 2×m grid graph. Suppose that G has a Hamiltonian path H. Recall
that vn has no outgoing edge, so vn must be the last vertex of H. By renaming other
vertices, we assume without loss of generality that H is ordered according to the indices
of vertices, i.e., H := v1, v2, . . . , vn. Corresponding to H, define the seat arrangement π
as shown in Figure 4, where each agent’s utility in π is given above or below the vertex
he is seated.

Figure 5: The seat arrangement π

We will show that π is an exchange-stable arrangement. To facilitate the proof, we
partition the agents into three groups, and for each group we show that no one can be
a blocking agent. For an agent q ∈ {xi, yi, zi, ai, bi, ci | 1 ≤ i ≤ n}, q’s favorite is an

8



agent r to whom q’s utility is 3. For example, a3’s favorite is x3 and y5’s favorite is z5.
Note that zj(1 ≤ j ≤ n− 1) may have more than one favorite.

Group 1. s, t1, t2, and t3. First, note that both t1 and t2 already have maximum
possible utility in π. Hence they have no envy in π and so cannot be a blocking agent.
Agent t3 has utility 0 now, and he can get positive utility only by sitting next to s.
Hence he envies only t1 and t2. However, neither t1 nor t2 has envy in π as mentioned
above, so t3 cannot be a blocking agent. Agent s’s neighbors are t1 and t2, but utilities
of agents xi, yi, zi, ai, bi, and ci (1 ≤ i ≤ n) for t1 and t2 are 0, so their utilities remain
0 by moving to π(s), that is, they do not envy s. Hence s cannot be a blocking agent.
Thus no one in Group 1 is blocking agent.

Group 2. xi, yi, ai, bi, and ci (1 ≤ i ≤ n). Note that these agents have only
one favorite and are now sitting next to the favorite. Therefore, to increase the utility,
an agent still has to sit next to his favorite after the swap. For example, y2’s favorite is
z2, so y2 may envy only c2, x3, and z2. But in this case, y2 actually has no envy because
his utility remains 1 by swapping a seat with any one of these three. Checking in this
way, we can see that Group 2 agents having indices between 2 and n− 1 have no envy
in π, and envies emanating from Group 2 agents are only the following: (i) a1 envies
t3, (ii) b1 envies x1, (iii) xn envies zn, (iv) yn envies cn, and (v) bn envies zn. For (i), we
already know that t3 is not a blocking agent. For (ii) and (iv), x1 and cn are Group 2
agents and they are not listed in (i) through (v), so they have no envy. To deal with
(iii) and (v), consider zn. zn’s favorite is cn so he may envy only bn or cn (and so has
no envy to xn). Also, zn’s utility decreases if he swaps a seat with bn, so zn does not
envy bn. Therefore, we can conclude that no one in Group 2 can be a blocking agent.

Group 3. zi (1 ≤ i ≤ n). We now have only to care about a blocking pair within
Group 3 agents. In the argument for Group 2, we already examined that zn does not
envy any zj. For zi and zj (1 ≤ i, j ≤ n− 1), they both have utility 1 now, but it does
not increase by swapping the seats. Thus no one in Group 3 is a blocking agent.

From the above discussion, there is no blocking pair in π, so π is exchange-stable.
For the opposite direction, assume that there is an exchange-stable arrangement π

of P on a 2×m grid graph. We will show that G has a Hamiltonian path. We say that
an agent p is isolated if p’s neighbors in π are included in {t1, t2, t3}. First we show
that s is isolated. Suppose not and let p ̸∈ {t1, t2, t3} be an agent who is seated next
to s. Since the maximum degree of the seat graph is three, there must be an agent
t ∈ {t1, t2, t3} who is not seated next to s. Note that p’s utility is now at most −4,
but if he moves to t’s seat, the utility becomes at least −3. Similarly, t’s utility is now
at most 0, but if he moves to p’s seat, it increases to 1. These mean that (p, t) is a
blocking pair, contradicting the stability of π. Therefore, s is isolated. Note that there
can be at most one isolated agent in A\{s}, as shown in Figure 6, where a1 is isolated.

Figure 6: Examples of π including one isolated agent in A \ {s}
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Before proceeding with the proof, it would be helpful to explain the role of agent
s. Note that s’s utility in π is 0 since he is isolated, but his utility becomes positive
if he is not isolated. Thus, he envies almost everyone. In the following, we will show
several conditions that an exchange-stable arrangement π must satisfy, such as “xi is
placed next to yi.” To do so, we show that xi envies s if this condition is not satisfied,
implying that (s, xi) is a blocking pair.

Now, we continue the proof. We claim that xi(1 ≤ i ≤ n) is not isolated for the
following reason: If xi is isolated, then ai is not a neighbor of xi. Since ai is not isolated
(as there can be at most one isolated agent other than s), ai has at least one neighbor
to whom ai’s utility is −1. Thus ai can increase utility to 0 by moving to s’s seat. Since
s is isolated, his utility is 0, but he can have a positive utility by moving to ai’s seat
since ai is not isolated. Therefore (ai, s) is a blocking pair, contradicting the stability
of π. For the same reason, we can see that none of yi(1 ≤ i ≤ n), zi(1 ≤ i ≤ n), and cn
are isolated.

Moreover, we claim that if ai(1 ≤ i ≤ n) is not isolated, ai is placed next to
xi(1 ≤ i ≤ n), for if not, by swapping ai and s, ai can increase the utility from at
most −1 to 0 and s can increase the utility from 0 to at least 1. Therefore, (ai, s) is
a blocking pair, a contradiction. For the same reason, for 1 ≤ i ≤ n, bi (resp. ci) is
placed next to yi (resp. zi) if bi (resp. ci) is not isolated. Also, for the same reason, we
can see that xi is placed next to yi and yi is placed next to zi.

Then, let us consider zj(1 ≤ j ≤ n−1). Since the vertex vj has at least one outgoing
edge in G, zj is placed next to some xp such that (vj, vp) ∈ E. Suppose not. Then, by
swapping zj and s, zj can increase the utility from at most −1 to 0 and s can increase
the utility from 0 to at least 1. Therefore, (zj, s) is a blocking pair, a contradiction.
We also show that zj can never have two xps as his neighbor. Assume on the contrary
that xp and xq are zj’s neighbors. Recall that yj must also be a neighbor of zj, so zj is
placed at a vertex of degree 3, as in Figure 4. Recall that ap and yp must be neighbors
of xp, hence they are placed at vertices 1 and 2. Similarly, bj and xj (resp. aq and yq)
must be neighbors of yj (resp. xq), hence they are placed at vertices 2 and 3 (resp. 3
and 4). As mentioned before, at most one of ap, bj, and aq may be isolated and may not
satisfy the above statement, but five agents must be placed at four vertices 1 through
4, which is impossible. Therefore, we can exclude this configuration. There are several
more cases according whether how yj, xp, and xq are placed around zj, but it is easy to
see that none of them is possible by the same reasoning.

Figure 7: One possible configuration of yj, xp, and xq

Next, we show that xi(1 ≤ i ≤ n) can have at most one zp as a neighbor. This can
be shown in the same manner as for zj above, by assuming that zp and zq are neighbors
of xi and by noting that
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• yi must be a neighbor of xi,

• bi and zi must be neighbors of yi,

• yp and cp must be neighbors of zp, and

• yq and cq must be neighbors of zq.

Now, from π, construct the directed graph G′ = (V ′, E ′) where V ′ = {u1, u2, . . . , un}
and there is an arc (ui, uj) ∈ E ′ if and only if zi is placed next to xj in π. From the
above observations, we know that each ui(1 ≤ i ≤ n − 1) has exactly one outgoing
edge and each ui(1 ≤ i ≤ n) has at most one incoming edge. These facts imply that
G′ consists of at most one directed path and some number of directed cycles. In the
following, we will show that there is no cycle. Assume on the contrary that there exists
a cycle us1 , us2 , . . . , ust , us1 of length t. Then, in the seat arrangement π, zsi is placed
next to xsi+1

for 1 ≤ i ≤ t − 1 and zsℓ is placed next to xs1 , so there exists a cycle
xs1 , ys1 , zs1 , xs2 , ys2 , zs2 , . . . , xst , yst , zst , xs1 in the seat graph. Since the seat graph is a
2×m grid, there must be two consecutive bends as depicted in Cases (i), (ii) and (iii)
of Figure 4. First, consider Case (i). Recall that csk (resp. csk−1

) must be isolated or
placed next to zsk (resp. zsk−1

), but since there is no available vertex next to zsk or
zsk−1

, both of csk and csk−1
must be isolated. However, this is a contradiction because

at most one agent can be isolated as we have seen before. Hence, Case (i) is impossible.
For the same reason, neither Case (ii) nor (iii) is possible. Hence we can exclude the
existence of a cycle and conclude that G′ consists of one path us1 , us2 , . . . , usn . By
construction of G′, for each i(1 ≤ i ≤ n − 1), zsi is placed next to xsi+1

in π. Thus,
by the aforementioned property, there is an arc (vsi , vsi+1

) in G and hence there is a
Hamiltonian path vs1 , vs2 , . . . , vsn . This completes the proof.

Figure 8: Three possible configurations of the seat arrangement π when there is a cycle
in G′

Theorem 4. Deciding whether an exchange-stable arrangement on a 3×m grid graph
exists is NP-complete.

Proof. Membership in NP is obvious. We prove the hardness by a reduction from
DHP*. Let G = (V,E) be an instance of DHP* and let n = |V |. For each vertex
vi ∈ V , we introduce nine agents xi, yi, zi, ai, bi, ci, di, ei, and fi. Moreover, we add
five agents s, t1, t2, t3, t4, and a dummy agent D1. Therefore, there are 9n + 6 agents
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−17 −1 0 4
xi(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 yi
yi(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 zi
zi(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 xp ((vi, vp) ∈ E)

zn s other agents t1, t2, t3, t4 cn

−17 −1 0 4
ai(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 xi

bi(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 yi
ci(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 zi
di(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 xi

ei(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 yi
fi(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 zi

0 1
s t1, t2, t3, t4 other agents

ti(1 ≤ i ≤ 4) other agents s

−17 0
D1 s other agents

Table 4: Preference profile P
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in total. Their preference profile P is given in Table 4. Finally, we set m = 3n+2, i.e.,
our seat graph is a 3× (3n+ 2) grid graph.

We first argue that if there is a Hamilton path in G, P has an exchange-stable
arrangement on a 3×m grid graph. Suppose that G has a Hamiltonian path H. Recall
that vn has no outgoing edge, so vn must be the last vertex of H. By renaming other
vertices, we assume without loss of generality that H is ordered according to the indices
of vertices, i.e., H := v1, v2, . . . , vn. Corresponding to H, define the seat arrangement
π as shown in Figure 4, where each agent’s utility in π is given near the vertex he is
seated.

Figure 9: The seat arrangement π

We will show that π is an exchange-stable arrangement. To facilitate the proof,
we partition the agents into four groups, and for each group we show that no one is a
blocking agent. For an agent q ∈ {xi, yi, zi, ai, bi, ci, di, ei, fi | 1 ≤ i ≤ n}, q’s favorite is
an agent r to whom q’s utility is 4. For example, a3’s favorite is x3 and y5’s favorite is
z5. Note that zj(1 ≤ j ≤ n− 1) may have more than one favorite.

Group 1. s, t1, t2, t3, t4, and D1. First, D1 has no envy because he already has
maximum possible utility in π. Therefore, he cannot be a blocking agent. Similarly, t1,
t2, and t3 also already have maximum possible utility in π. Hence they have no envy in
π and cannot be blocking agents. Agent t4 has utility 0 now, and he can get positive
utility only by sitting next to s. Hence, he envies only t1, t2, and t3. However, none
of t1, t2, and t3 has envy in π as mentioned above, so t4 cannot be a blocking agent.
Agent s’s neighbors are t1, t2, and t3, but utilities of agents xi, yi, zi, ai, bi, ci, di, ei,
and fi (1 ≤ i ≤ n) for t1, t2, and t3 are 0, so their utilities decrease to 0 by moving
to π(s), that is, they do not envy s. Hence, s is not a blocking agent. Thus no one in
Group 1 is a blocking agent.

Group 2. ai, bi, ci, di, ei, and fi (1 ≤ i ≤ n). Note that these agents have
only one favorite and are now sitting next to the favorite. Therefore, to increase the
utility, an agent still has to sit next to his favorite after the swap. For instance, b2’s
favorite is y2, so b2 may envy only x2, y2, z2, and e2. However, in this case, b2 actually
has no envy because his utility remains 2 or decreases to 1 by swapping a seat with any
one of these four agents. Checking in this way, we can see that Group 2 agents having
indices 2 through n− 1 have no envy in π, and envy emanating from Group 2 agents is
only from a1 to d1. However, it is easy to see that d1 has no envy to a1. Therefore, we
can conclude that no one in Group 2 can be a blocking agent.

Group 3. xi and yi (1 ≤ i ≤ n). Note that these agents have only one favorite
and are now sitting next to the favorite. Therefore, to increase the utility, an agent
still has to sit next to his favorite after the swap. For instance, y2’s favorite is z2, so y2
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may envy only c2, f2, z2, and x3. However, if y2 swaps a seat with z2 or x3, y2’s utility
remains unchanged. Also, from the above observations for Group 2 agents, neither c2
nor f2 is a blocking agent. Hence, y2 cannot be a blocking agent. Checking in this way,
we can see that Group 3 agents having indices 1 through n− 1 are not blocking agents.
It remains to consider xn and yn. First, xn envies bn, en, and zn. However, bn and en
are Group 2 agents, so we have seen that they are not blocking agents. It is easy to see
that zn does not envy xn. Hence, xn is not a blocking agent. Next, yn envies cn, fn,
and zn. However, cn and fn are Group 2 agents, so they are not blocking agents, and
it is easy to see that zn does not envy yn. Hence, yn is not a blocking agent and we can
conclude that no one in Group 3 can be a blocking agent.

Group 4. zi (1 ≤ i ≤ n). We now have only to care about a blocking pair within
Group 4 agents. Observe that for any zi and zj, zi does not envy zj because if zi moves
to π(zj), he fails to be a neighbor of his favorite. Thus no one in Group 4 is a blocking
agent.

From the above discussion, there is no blocking pair in π, hence π is exchange-stable.
For the opposite direction, assume that there is an exchange-stable arrangement π

of P on a 3 × m grid graph. We will show that G has a Hamiltonian path. We say
that an agent p is isolated if p’s neighbors in π are included in {t1, t2, t3, t4}. We first
show that s is isolated. Suppose not, and let p ̸∈ {t1, t2, t3, t4} be an agent who is
seated next to s. Since the maximum degree of the seat graph is four, there must be an
agent t ∈ {t1, t2, t3, t4} who is not seated next to s. Note that p’s utility is now at most
−17 + 4 × 3 = −5, but if he moves to π(t), the utility become at least −4. Similarly,
t’s utility is now at most 0, but if he moves to π(p), it increase to 1. These mean that
(p, t) is a blocking pair, contradicting the stability of π. Therefore, s is isolated. Note
that there can be at most two isolated agents in A \ {s}, as shown in Figure 4, where
in (i) two agents b3 and c4 are isolated, while in (ii) one agent a6 is isolated.

Figure 10: Examples of π including one or two isolated agents in A \ {s}

Next, we claim that xi(1 ≤ i ≤ n) is not isolated for the following reason: If xi

is isolated, then neither ai nor di is a neighbor of xi. Since there can be at most two
isolated agents other than s, ai or di is not isolated. Suppose that ai is not isolated
(the same argument below holds in case di is not isolated). Then ai has at least one
neighbor to whom his utility is −1, so his utility is negative, but he can increase the
utility to 0 by moving to π(s). On the other hand, s’s utility is 0, but he can have
a positive utility by moving to π(ai) because ai is not isolated. Therefore (ai, s) is a

14



blocking pair, contradicting the stability of π. Hence, xi is not isolated. For the same
reason, we can see that none of yi(1 ≤ i ≤ n), zi(1 ≤ i ≤ n) are isolated.

Moreover, we claim that if ai (resp. di) (1 ≤ i ≤ n) is not isolated, ai (resp. di) is
placed next to xi. For, if not, by swapping ai (resp. di) and s, ai (resp. di) can increase
the utility from at most −1 to 0 and s can increase the utility from 0 to at least 1.
Therefore, (ai, s) (resp. (di, s)) is a blocking pair, a contradiction. For the same reason,
for 1 ≤ i ≤ n, bi and ei must be placed next to yi if not isolated, and ci and fi must be
placed next to zi if not isolated. Also, for the same reason, we can see that xi is placed
next to yi and yi is placed next to zi for 1 ≤ i ≤ n.

Then, let us consider zj(1 ≤ j ≤ n − 1). Recall that the vertex vj has at least
one outgoing edge in G. We will show that zj is placed next to some xp such that
(vj, vp) ∈ E. Suppose not. Then zj’s utility is at most −1 because zj is not isolated as
proved above. Then, by swapping zj and s, zj can increase the utility from at most −1
to 0 and s can increase the utility from 0 to at least 1. Therefore, (zj, s) is a blocking
pair, a contradiction. We also show that zj can never have more than one xps as his
neighbor. Assume on the contrary that xp and xq are zj’s neighbors. Recall that yj
must also be a neighbor of zj, so zj is placed at a vertex of degree 3 or 4. First, suppose
that the degree of π(zj) is 4 (Figure 4(i)). Recall that xj must be a neighbor of yj,
and bj and ej must be neighbors of yj if they are not isolated. Similarly, yp (resp. yq)
is a neighbor of xp (resp. xq) and ap and dp (resp. aq and dq), if not isolated, must be
neighbors of xp (resp. xq). To sum up, each of these nine agents must either be placed
at six vertices 1 through 6 in Figure 4(i) or be isolated. However, as we have seen
above, at most two agents can be isolated, so this is impossible. There are several more
cases according whether how yj, xp, and xq are placed around zj, but it is easy to see
that any one of them is impossible by the same reasoning. The case when the degree
of π(zj) is 3 (Figure 4(ii)) can be argued similarly. This time, each of these nine agents
must be placed at five vertices 1 through 5 or must be isolated, which is impossible.

Next, we show that xi(1 ≤ i ≤ n) can have at most one zp as a neighbor. This can
be shown in the same manner as for zj above, by assuming that zp and zq are neighbors
of xi and by noting that

• yi must be a neighbor of xi,

• bi, ei and zi must be neighbors of yi,

• yp, cp and fp must be neighbors of zp, and

• yq, cq and fq must be neighbors of zq.

Now, from π, construct the directed graph G′ = (V ′, E ′) where V ′ = {u1, u2, . . . , un}
and there is an arc (ui, uj) ∈ E ′ if and only if zi is placed next to xj in π. From the
above observations, we know that each ui(1 ≤ i ≤ n − 1) has exactly one outgoing
edge and each ui(1 ≤ i ≤ n) has at most one incoming edge. These facts imply that
G′ consists of at most one directed path and some number of directed cycles. In the
following, we will show that there is no cycle. Assume on the contrary that there exists
a cycle us1 , us2 , . . . , ust , us1 of length t. Then, in the seat arrangement π, zsi is placed
next to xsi+1

for 1 ≤ i ≤ t − 1 and zst is placed next to xs1 , so there exists a cycle
xs1 , ys1 , zs1 , xs2 , ys2 , zs2 , . . . , xst , yst , zst , xs1 in the seat graph. Now, define the leftmost
vertices as the vertices on this cycle lying on the leftmost column of the seat graph.
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Figure 11: Possible configurations of yj, xp, and xq

Since the graph has three rows, there are two or three leftmost vertices, as depicted
in (i), (ii), and (iii) of Figure 4. Consider Figure 4 (i), where the leftmost vertices are
π(ysi) and π(zsi) (here, we fixed agents to ysi and zsi , but it is easy to see that the
following argument holds for any choice). Since this is a part of a cycle, ysi and zsi ’s
right-hand neighbors can be determined to xsi and xsi+1

, respectively. Furthermore, we
can see that xsi ’s right-hand neighbors is zsi−1

. Recall that bsi and esi must be isolated
or placed next to ysi , but since there is only one available vertex next to ysi , at least
one of them must be isolated. Similarly, asi and dsi must be isolated or placed next
to xsi , but there is no available vertex next to xsi , so both of them must be isolated.
However, as we have seen before, at most two agents can be isolated, a contradiction.
By symmetry, the case of Figure 4 (ii) can be handled similarly. Finally, consider the
case of Figure 4 (iii). Similarly as above, xsi and zsi ’s right-hand neighbors can be
determined to zsi−1

and xsi+1
, respectively. Recall that asi and dsi must be isolated

or placed next to xsi , but since there is only one available vertex next to xsi , at least
one of them must be isolated. Similarly, csi and fsi must be isolated or placed next
to zsi , but since there is only one available vertex next to zsi , at least one of them
must be isolated. For the same reason, csi−1

and fsi−1
must be isolated or placed at

vertices 1 and 2, and asi+1
and dsi+1

must be isolated or placed at vertices 2 and 3.
Hence at least one of these four agents must be isolated. From the above arguments,
at least three agents must be isolated, but this is impossible. Thus we have excluded
the existence of a cycle and can conclude that G′ consists of one path us1 , us2 , . . . , usn .
By construction of G′, for each i(1 ≤ i ≤ n− 1), zsi is placed next to xsi+1

in π. Thus,
by the aforementioned property, there is an arc (vsi , vsi+1

) in G and hence there is a
Hamiltonian path vs1 , vs2 , . . . , vsn . This completes the proof.

Theorem 5. Deciding whether an exchange-stable arrangement on an ℓ×m grid graph
exists is NP-complete for ℓ ≥ 4.

Proof. Membership in NP is obvious. We prove the hardness by a reduction from
DHP*. Let G = (V,E) be an instance of DHP* and let n = |V |. For each vertex
vi ∈ V , we introduce nine agents xi, yi, zi, ai, bi, ci, di, ei, and fi. Moreover, we add
five agents s, t1, t2, t3, t4, and a dummy agent Di(1 ≤ i ≤ 3nℓ+2ℓ−9n−5). Therefore,
there are 3nℓ+2ℓ agents in total. Their preference profile P is given in Table 5. Finally,
we set m = 3n+ 2, i.e., our seat graph is an ℓ× (3n+ 2) grid graph.
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−17 −1 0 4
xi(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 yi
yi(1 ≤ i ≤ n) s other agents t1, t2, t3, t4 zi

zi(1 ≤ j ≤ n− 1) s other agents t1, t2, t3, t4 xp ((vi, vp) ∈ E)
zn s other agents t1, t2, t3, t4 cn

−17 −1 0 4
ai(1 ≤ j ≤ n) s other agents t1, t2, t3, t4 xi

bi(1 ≤ j ≤ n) s other agents t1, t2, t3, t4 yi
ci(1 ≤ j ≤ n) s other agents t1, t2, t3, t4 zi
di(1 ≤ j ≤ n) s other agents t1, t2, t3, t4 xi

ei(1 ≤ j ≤ n) s other agents t1, t2, t3, t4 yi
fi(1 ≤ j ≤ n) s other agents t1, t2, t3, t4 zi

0 1
s t1, t2, t3, t4 other agents

ti(1 ≤ i ≤ 4) other agents s

−17 0
Di(1 ≤ i ≤ 3nℓ+ 2ℓ− 9n− 5) s other agents

Table 5: Preference profile P

17



Figure 12: Three possible configurations of the seat arrangement π when there is a
cycle in G′

We first argue that if there is a Hamiltonian path in G, P has an exchange-stable
arrangement on an ℓ×m grid graph. Suppose that G has a Hamiltonian path H. Recall
that vn has no outgoing edge, so vn must be the last vertex of H. By renaming other
vertices, we assume without loss of generality that H is ordered according to the indices
of vertices, i.e., H := v1, v2, . . . , vn. Corresponding to H, define the seat arrangement
π as shown in Figure 4, where each agent’s utility in π is given near the vertex he is
seated.

We will show that π is an exchange-stable arrangement. To facilitate the proof,
we partition the agents into four groups, and for each group we show that no one is a
blocking agent. For an agent q ∈ {xi, yi, zi, ai, bi, ci, di, ei, fi | 1 ≤ i ≤ n}, q’s favorite is
an agent r to whom q’s utility is 4. For example, b3’s favorite is y3 and y2’s favorite is
z2. Note that zj(1 ≤ j ≤ n− 1) may have more than one favorite.

Group 1. s, t1, t2, t3, t4, and Dk(1 ≤ k ≤ 3nℓ+2ℓ− 9n− 5). First, for any
k, Dk has no envy because he already has maximum possible utility in π. Therefore,
Dk cannot be a blocking agent. Similarly, t1, t2, and t3 also already have maximum
possible utility in π. Hence they have no envy in π and so cannot be blocking agents.
Agent t4 has utility 0 now, and he can get positive utility only by sitting next to s.
Hence, he envies only t1, t2, and t3. However, none of t1, t2, and t3 have envy in π as
mentioned above, so t4 cannot be a blocking agent. Agent s’s neighbors are t1, t2, and
t3, but utilities of agents xi, yi, zi, ai, bi, ci, di, ei, and fi (1 ≤ i ≤ n) for t1, t2, and
t3 are 0, so their utilities decrease to 0 by moving to π(s), that is, they do not envy s.
Hence, s cannot be a blocking agent. Thus no agent in Group 1 is a blocking agent.

Group 2. ai, bi, and ci (1 ≤ i ≤ n). Note that these agents have only one
favorite and are now sitting next to the favorite. Therefore, to increase the utility, an
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Figure 13: The seat arrangement π

agent still has to sit next to his favorite after the swap. For instance, b2’s favorite is y2,
so b2 may envy only x2, y2, z2, and e2. However, in this case, b2 actually has no envy
because his utility remains 2 or decreases to 1 by swapping a seat with any one of these
four agents. Checking in this way, we can see that Group 2 agents have no envy in π.
Therefore, we can conclude that no agent in Group 2 is a blocking agent.

Group 3. xi, yi, di, ei, and fi (1 ≤ i ≤ n). Note that these agents have only
one favorite and are now sitting next to the favorite. Therefore, to increase the utility,
an agent still has to sit next to his favorite after the swap. For instance, y2’s favorite
is z2, so y2 may envy only c2, f2, z2, and x3. However, if y2 swaps a seat with z2, x3,
or f2, y2’s utility remains unchanged. Also, from the fact that agents in Group 2 are
not blocking agents, c2 is not a blocking agent. Hence, y2 cannot be a blocking agent.
Checking in this way, we can see that Group 3 agents having indices 2 through n − 1
are not blocking agents. By a similar argument, we can also see that, except for e1,
xn, yn, and en, Group 3 agents having indices 1 or n are not blocking agents. It then
remains to consider e1, xn, yn, and en. First, e1 envies b1 and x1. However, b1 is a
Group 2 agent, so b1 is not a blocking agent. Moreover, if x1 swaps a seat with e1, x1’s
utility decrease to 1, so x1 does not envy b1. Secondly, xn envies bn and zn. However,
bn is a Group 2 agent, so bn is not a blocking agent. Moreover, if zn swaps a seat with
xn, zn’s utility decreases, so zn does not envy xn. Thirdly, yn envies cn, zn, and fn.
However, cn is Group 2 agent, so cn is not a blocking agent. Moreover, if zn (resp. fn)
swaps a seat with yn, zn’s (resp. fn’s) utility decreases, so zn (resp. fn) does not envy
yn. Finally, en envies bn and zn. However, bn is a Group 2 agent, so bn is not a blocking
agent. Moreover, if zn swaps a seat with en, zn’s utility decreases, so zn does not envy
xn. Therefore, we can conclude that no agent in Group 3 is a blocking agent.

Group 4. zi (1 ≤ i ≤ n). We now have only to care about blocking pairs within
Group 4 agents. Observe that for any zi and zj, zi does not envy zj because if zi moves
to π(zj), he fails to be a neighbor of his favorite. Thus no agent in Group 4 can be a
blocking agent.
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From the above discussion, there is no blocking agent in π, hence π is exchange-
stable.

For the opposite direction, assume that there is an exchange-stable arrangement π
of P on an ℓ × m grid graph. We will show that G has a Hamiltonian path. We say
that an agent p is isolated if p’s neighbors in π are included in {t1, t2, t3, t4}. We first
show that s is isolated. Suppose not, and let p ̸∈ {t1, t2, t3, t4} be an agent who is
seated next to s. Since the maximum degree of the seat graph is four, there must be an
agent t ∈ {t1, t2, t3, t4} who is not seated next to s. Note that p’s utility is now at most
−17+4×3 = −5, but if he moves to π(t), the utility becomes at least −4. Similarly, t’s
utility is now at most 0, but if he moves to π(p), it increases to at least 1. These mean
that (p, t) is a blocking pair, contradicting the stability of π. Therefore, s is isolated.
Note that there can be at most one isolated agent in A \ {s}, as shown in Figure 14,
where a8 is isolated.

Figure 14: Examples of π including one isolated agent in A \ {s}

Next, we claim that xi(1 ≤ i ≤ n) is not isolated for the following reason: If xi is
isolated, then ai is not a neighbor of xi. Since ai is not isolated (as there can be at most
one isolated agent other than s), ai has at least one neighbor to whom ai’s utility is −1.
Thus ai can increase the utility by moving to π(s). Since s is isolated, his utility is 0,
but he can have a positive utility by moving to π(ai) since ai is not isolated. Therefore
(ai, s) is a blocking pair, contradicting the stability of π. For the same reason, we can
see that none of yi(1 ≤ i ≤ n), zi(1 ≤ i ≤ n), and cn are isolated.

Moreover, we claim that if ai (resp. di) (1 ≤ i ≤ n) is not isolated, ai (resp. di) is
placed next to xi. For, if not, by swapping ai (resp. di) and s, ai (resp. di) can increase
the utility from at most −1 to 0 and s can increase the utility from 0 to at least 1.
Therefore, (ai, s) (resp. (di, s)) is a blocking pair, a contradiction. For the same reason,
for 1 ≤ i ≤ n, bi and ei must be placed next to yi if not isolated, and ci and fi must be
placed next to zi if not isolated. Also, for the same reason, we can see that xi is placed
next to yi and yi is placed next to zi in π for 1 ≤ i ≤ n.

Then, let us consider zj(1 ≤ j ≤ n − 1). Recall that the vertex vj has at least
one outgoing edge in G. We will show that zj is placed next to some xp such that
(vj, vp) ∈ E. Suppose not. Then zj’s utility is at most −1 because zj is not isolated as
proved above. Then, by swapping zj and s, zj can increase the utility from at most −1
to 0 and s can increase the utility from 0 to at least 1. Therefore, (zj, s) is a blocking
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pair, a contradiction. We also show that zj can never have more than one xps as his
neighbor. Assume on the contrary that xp and xq are zj’s neighbors. Recall that yj
must also be a neighbor of zj, so zj is placed at a vertex of degree 3 or 4. First, suppose
that the degree of π(zj) is 4 (Figure 4(i)). Recall that xj must be a neighbor of yj, and
bj and ej must be neighbors of yj if they are not isolated. Similarly, yp (resp. yq) must
be a neighbor of xp (resp. xq) and ap and dp (resp. aq and dq), if not isolated, must
be neighbors of xp (resp. xq). To sum up, these nine agents must be placed at seven
vertices 1 through 7 in Figure 4(i) or must be isolated, so at least two of them must be
isolated. However, this is impossible because at most one agent can be isolated. There
are several more cases according whether how yj, xp, and xq are placed around zj, but
it is easy to see that any one of them is impossible by the same reasoning. The case
when the degree of π(zj) is 3 (Figure 4(ii)) can be argued similarly. This time, these
nine agents must be placed at five vertices 1 through 5 or must be isolated, which is
impossible.

Next, we show that xi(1 ≤ i ≤ n) can have at most one zp as a neighbor. This can
be shown in the same manner as for zj above, by assuming that zp and zq are neighbors
of xi and by noting that

• yi must be a neighbor of xi,

• bi, ei and zi must be neighbors of yi,

• yp, cp and fp must be neighbors of zp, and

• yq, cq and fq must be neighbors of zq.

Figure 15: One possible configuration of yj, xp, and xq

Now, from π, construct the directed graph G′ = (V ′, E ′) where V ′ = {u1, u2, . . . , un}
and there is an arc (ui, uj) ∈ E ′ if and only if zi is placed next to xj in π. From the
above observations, we know that each ui(1 ≤ i ≤ n − 1) has exactly one outgoing
edge and each ui(1 ≤ i ≤ n) has at most one incoming edge. These facts imply that
G′ consists of at most one directed path and some number of directed cycles. In the
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following, we will show that there is no cycle. Assume on the contrary that there exists
a cycle us1 , us2 , . . . , ust , us1 of length t. Then, in the seat arrangement π, zsi is placed
next to xsi+1

for 1 ≤ i ≤ t − 1 and zst is placed next to xs1 , so there exists a cycle
xs1 , ys1 , zs1 , xs2 , ys2 , zs2 , . . . , xst , yst , zst , xs1 in the seat graph. This implies that there
exists a bend where the cycle changes direction, as depicted Figure 4(i). (Here, the
bend occurs at the vertex xsk is placed, but the following arguments holds for any other
choice of this agent.) Recall that ysk−1

must be placed next to zsk−1
, and csk−1

and
fsk−1

must be placed next to zsk−1
or must be isolated. Similarly, zsk must be placed

next to ysk , and bsk and esk must be placed next to ysk or must be isolated. Since
it is impossible that these six agents are placed at vertices 1 through 5, at least one
of csk−1

, fsk−1
, bsk , and esk is isolated. Now, to make the following argument precise,

let us define a bend as a sequence of three vertices zsk−1
, xsk , ysk , and call xsk a center

of the bend. Let us define the bottom-left bend as the bend whose center lies at the
lowest row of the cycle among ones whose centers lie on the leftmost column of the
cycle (see Figure 4(ii)). Similarly, define the top-right bend as the bend whose center
lies at the highest row among ones whose centers lie on the rightmost column. By the
choice of these special bends, it is easy to check that three vertices in the bottom-left
bend and three vertices in the top-right bend do not share a common vertex. Hence
each bend produces at least one isolated agent, but this is a contradiction because at
most one agent can be isolated as we have seen before. Thus we have excluded the
existence of a cycle and can conclude that G′ consists of one path uas1, us2 , . . . , usn . By
construction of G′, for each i(1 ≤ i ≤ n − 1), zsi is placed next to xsi+1

in π. Thus,
by the aforementioned property, there is an arc (vsi , vsi+1

) in G and hence there is a
Hamiltonian path vs1 , vs2 , . . . , vsn . This completes the proof.

Figure 16: Examples of a bend, the bottom-left bend, and the top-right bend

22



5 Conclusion

In this paper, we studied the computational complexity of EFA and ESA on ℓ × m
grid graphs and showed that both problems are NP-complete. One of future research
directions would be to seek for conditions on preferences when the problems on grid
graphs become polynomially solvable.
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[6] J. Rodŕıguez “Seat arrangement problems under B-utility and W-utility,” arXiv
preprint arXiv:2406.09965, 2024.

[7] A. Wilczynski “Ordinal hedonic seat arrangement under restricted preference do-
mains: swap stability and popularity,” Proceedings of the 32nd International Joint
Conference on Artificial Intelligence (IJCAI 2023), pp. 2906–2914, 2023.

23


	Introduction
	Preliminaries
	Envy-freeness
	Exchange-stability
	Conclusion

