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Figure 1. We animate raster sketches using motion priors from pre-trained text-to-video diffusion models. Our generated animations
are dynamic, with scene-level interaction that is not possible with stroke-constrained vector animation algorithms [22, 69]. We control
animations with input sketches, where generated videos closely preserve sketch identity without losing range of motion (GIFs in Suppl.)

Abstract

Sketch animations offer a powerful medium for visual
storytelling, from simple flip-book doodles to professional
studio productions. While traditional animation requires
teams of skilled artists to draw key frames and in-between
frames, existing automation attempts still demand signifi-
cant artistic effort through precise motion paths or keyframe
specification. We present FlipSketch, a system that brings
back the magic of flip-book animation — just draw your idea
and describe how you want it to move! Our approach har-
nesses motion priors from text-to-video diffusion models,
adapting them to generate sketch animations through three
key innovations: (i) fine-tuning for sketch-style frame gen-
eration, (ii) a reference frame mechanism that preserves vi-
sual integrity of input sketch through noise refinement, and
(iii) a dual-attention composition that enables fluid motion
without losing visual consistency. Unlike constrained vec-
tor animations, our raster frames support dynamic sketch
transformations, capturing the expressive freedom of tra-
ditional animation. The result is an intuitive system that

makes sketch animation as simple as doodling and describ-
ing, while maintaining the artistic essence of hand-drawn
animation.

1. Introduction

Remember those tiny stick figures dancing in the corners of
your textbook pages? That simple flip-book magic captured
something fundamental — our desire to breathe life into our
drawings! We present a system that brings back that flip-
book magic — just doodle your idea and describe how you
want it to move.

From these playful beginnings, traditional animation stu-
dios like Disney perfected the art of bringing drawings
to life through a process where lead animators draw key
frames and skilled artists fill in the intermediate frames
— a technique known as in-betweening. This workflow
remains the industry standard today, requiring teams of
skilled artists to manually craft each frame. Existing at-
tempts at automating this process [11] still demand signif-
icant artistic effort — requiring users to specify precise mo-
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tion paths [50], control points, or multiple keyframes [63],
much like a digital puppet show rather than true animation.

Recent vector-based techniques [22], while innovative,
remain limited by their stroke-by-stroke manipulation [53]
approach, inherently restricting the fluidity and expressive-
ness of the resulting animations. Such coordinate transfor-
mation methods miss the artistic essence of traditional ani-
mation — the ability to freely redraw and reinterpret the sub-
ject across frames.

The transformation of static sketches into fluid anima-
tions presents three significant technical challenges: (i)
adapting video generation models to maintain the distinc-
tive aesthetic of hand-drawn sketches, (ii) ensuring tempo-
ral consistency by preserving the visual integrity of the in-
put sketch across frames, and (iii) supporting unconstrained
motion that enables dynamic modifications while maintain-
ing visual coherence.

Our framework addresses these challenges through three
technical innovations. First, we fine-tune a text-to-video
diffusion model [57] on synthetic sketch animations, en-
abling it to generate coherent line-drawing sequences while
leveraging sophisticated motion priors from video data.
Second, we introduce a reference frame mechanism based
on DDIM inversion of the input sketch, extracting a canoni-
cal noise pattern that captures the sketch’s essential style.
Through iterative refinement of subsequent frames, we
maintain fine-grained sketch details while allowing for nat-
ural motion evolution. Third, we develop a novel dual-
attention composition during the denoising process, selec-
tively transferring both coarse and fine-grained information
across frames. This enables precise control over both iden-
tity preservation and motion fidelity in generated anima-
tions (see Fig. 1).

In summary, our contributions are: (i) FlipSketch, the
first system to generate unconstrained sketch animations
from single drawings through text guidance, powered by
motion priors from T2V diffusion models. (ii) A novel ref-
erence frame technique using iterative noise refinement that
preserves sketch visual integrity across frames, akin to tra-
ditional animation principles. (iii) A dual-attention compo-
sition mechanism that enables fluid motion while preserv-
ing sketch identity, supporting dynamic transformations be-
yond simple stroke manipulation. Together, these advances
make sketch animation as simple as doodling and describ-
ing, while maintaining the expressive freedom of traditional
animation.

2. Related Works

2.1. Diffusion Powered Video Generation

Generation of open-domain videos from text prompts has
seen rapid growth piggybacking off high fidelity text-to-
image (T2I) diffusion frameworks [24, 43, 49]. Popular

text-to-video (T2V) models [57, 61] can generate com-
plex motion with dynamic backgrounds, previously un-
seen with language-like sequence generation approaches
[19, 51]. Many of these T2V models [7] borrow heavily
from the success of T2I frameworks [44], often directly us-
ing pre-trained T2I as part of the video generation pipeline.
This adaptation generally involves using frozen T2I for
spatial generation within each individual frame and train-
ing new units for maintaining temporal consistency across
video frames. Besides T2V adaptation, T2I models are
also used for Image to Video (I2V) [10, 61, 67] genera-
tion, where CLIP [41] features from input image guides
frame denoising. Recent works [64] introduce fine-tuning
approaches [9, 25] for T2V models to improve generation
quality through human feedback [58]. In this work, we use a
similar approach, fine-tuning a pre-trained T2V model [57]
for text to sketch animation generation. We further condi-
tion the animation generation on a user-provided sketch to
gain spatial control over generated videos.

2.2. Sketch for spatial control

Freehand sketches [20, 23] are generally represented as vec-
tor diagrams through lists (or sets [4]) of coordinates for
poly-lines [23] and parametric curves [17, 53]. These vec-
tors can be rendered on a blank 2D (or 3D [15, 40]) can-
vas to construct a raster sketch as a line-drawing [12] of
an object [20] or scene [16, 54]. Generative modelling of
freehand sketches primarily focuses on vector diagrams, us-
ing language models [23, 37, 55] and implicit representa-
tions [5, 18] to generate vector coordinates. Both vector
and raster representations of sketches offer intuitive com-
munication of complex spatially rich ideas [8, 45], making
them the de-facto choice to assist generative modelling of
2D [28, 66] and 3D [6] environments. Recent works addi-
tionally explore sketch-like binary maps for controlling the
generative modelling of videos [14, 68]. In this paper, we
explore the animation of sketches as raster images through
fine-tuned T2V models. We further explore spatial control
from these animations in generating real world videos.

2.3. Sketch animation

Animating hand-drawn sketches has long been a focus of
research in computer graphics [22]. Early works automate
sketch animation using information from user-defined paths
[50] and partial sketches [59]. More recently, computa-
tionally assisted animations generate in-between frames for
sketch vectors [26, 63] and rasters [46, 60], reducing time
and effort to animate significantly.

Indirectly borrowing from videos, recent works use T2V
priors to animate vector curves [32] by optimizing motion
[22] of bézier control points [53]. This optimization is made
possible with Score Distillation Sampling (SDS) [39] and
differentiable rendering of vector strokes [30] and can yield



high quality animations [22] without any training. However,
per-sample optimization of this form usually consumes an
unrealistic amount of time and compute, reducing the feasi-
bility of such approaches. In this work, we directly predict
raster sketch animations with fine-tuned T2V models to re-
duce time taken by iterative optimisation, speeding up the
animation pipeline by a large margin.

2.4. Inversion for GenAl

Generative modelling of images [27, 48] and image features
[43] allows editing them by inverting [3] into their latent
representation and searching for edit directions [31]. Im-
age inversion has been extensively studied in the context of
GANSs [3] for editing image content [2] or style [62]. Re-
cent works use DDIM [48] for inverting images through T21
diffusion frameworks [43] with null prompts [38], allowing
for accurate image reconstruction from inverted noise. TF-
Icon [34] reduces noise in image reconstruction with special
prompts and schedulers [33]. In this work, we use DDIM
inversion to invert input sketches in the T2V latent space.
This helps us condition video generation from both the in-
put sketch and the text prompt.

3. Background
3.1. Low Rank Adaptation

Low Rank Adaptations (LoRA) [25] of pre-trained large
language models are trainable weights that can align these
models to new tasks. These trainable weights are gen-
erally in the form of matrices W* added to frozen pre-
trained parameters Wy as Wiora = W* + Wy. Follow-
ing the hypothesis that pre-trained LLM weights have low
intrinsic rank [1], the additional weights can be composed
to have low rank as W;:lxhz = Ap,xr X Brxh,, where
r << min(hy, he). This allows for construction of W* in
very few parameters (h; X 7 + r X hg) rather than learn-
ing the entire matrix h; X ho. In practice, LoRAs of large
models (like ~ 175B parameter GPT2) use as less as 0.01%
learnable parameters [25] when fine-tuning to a new task.
Recent works [65] extend LoR As beyond language mod-
els to vision language frameworks like CLIP [65] and media
generation with Stable Diffusion [35, 64]. In this work, we
adapt a popular text-to-video diffusion framework [57] for
sketch video generation with text and sketch guidance.

3.2. Diffusion for Video Generation

ModelScope T2V [57] generates videos with diffusion in
the low-dimensional latent-space [43] of a VQ-GAN[21].
Specifically, frames (¢ RF*H*Wx3) of videos are en-
coded as images to obtain their corresponding latents (€
REX§x% *3). These latents are noised and denoised with
a 3D UNet consisting of spatial (within frame) and temporal
(across frames) convolutional and attention layers. Spatial
convolution and attention units treat frames as batches of

images and perform denoising of individual frames. Tem-
poral convolution and attention units capture correlation
across frames to help with video consistency and coherence.
We train a LoRA [64] on Modelscope T2V [57] using syn-
thetic animations from text prompts [22] as training data.

4. Proposed Methodology

Overview: Sketches are generally animated as sequences
of vector frames, with individual strokes displaced at each
frame [22, 69] to convey motion. This localised displace-
ment of vector strokes helps preserve structure (and iden-
tity) of non moving parts. However, the resulting anima-
tion is limited to displacing and scaling existing strokes as
strokes can neither be added, nor removed. This signifi-
cantly constrains animation possibilities, as a 2D sketch of-
ten represents only a partial view of a 3D object, requiring
different strokes for different perspectives.

To enable more flexible animations, we explore uncon-
strained raster sketches (as opposed to vectors) for gener-
ating sketch videos. Specifically, we represent animations
as sequences of raster frames, relying on strong video dif-
fusion priors of pre-trained T2V networks [57] for con-
sistent identity and content across frames. To adapt T2V
frameworks for sketch-style video generation, we learn their
Low Rank Adaptations with synthetic text-animation pairs.
Next, we provide control over generated animations with
user sketches, by modifying T2V attention units and noisy
latents iteratively during denoising. We find that our ap-
proach allows us to preserve the identity of the input sketch
in generated animations and reduces artefacts otherwise
prominent with raster video generation pipelines.

Baseline Text-to-Animation: To generate animations from
text prompts Pippur, We train a LoRA ¢ of pre-trained Mod-
elScope T2V [57] (backbone comparison in Suppl.) on syn-
thetic vector sketch animations from [22]. Our inference
pipeline uses a text prompt Piypy to iteratively denoise sam-
pled noise {f5}M, ~ N(0,1I). At each timestep ¢ from
T — 0, the denoising signal is obtained with network ¢y as:

{nz}?il = 60({fti}i]\ilatapinput) (D

Att = 0, {fi}M, is decoded with pre-trained T2V
VQGAN [21] decoder to construct high resolution video
frames. While the baseline T2V model can generate sketch
animations, it often yields artefacts and watermarks from
pre-training. We guide the generation with a user provided
input sketch I, € RTXWx3 which significantly reduces
artefacts. We finally post-process the output frames to con-
strain them to black strokes on a white canvas.

4.1. Setup

We encode the input sketch I, € R *W>3 with pre-trained
T2V VQGAN [21] and invert it with null-text inversion
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Figure 2. Model Overview: (i) During setup, we invert the input sketch to act as the reference noise for the first frame, sampling from a
standard normal for the rest. (ii) For timesteps within threshold 71, we iteratively refine sampled noise for our reference noise (first frame)
is denoised to the input sketch. (iii) We further compose attention maps for joint denoising of reference and sampled noise to influence all

frames with first-frame information.

[38]. This involves performing DDIM inversion with null
prompts Py, to obtain a noise vector at ¢ = T' that can
be denoised to ¢ = 0 to reconstruct exact input [, accu-
rately. We use the inversion noise at ¢ = T’ as the reference
noise z7. € R& X5 %4 for generating the first frame, and
sample from a standard normal A/ (0, I) for the rest M — 1
frames ({f5}M,) in a video with M frames. Our starting
noise at ¢ = 7" can be thus written as a composition of ref-
erence and sampled noise fr = [z}, f2, f3,...]. We note
from Sec. 3.2 that, temporal attention and convolution lay-
ers within the T2V U-Net influence a frame with features
from other frames during denoising. This means that naive
denoising with starting noise fr = [2%., f2, f2,...] yields
artefacts and inconsistent frames (Fig. 8), as the reference
frame is influenced by sampled noise at every timestep.

We begin by improving the joint denoising of z7. with
other frames by learning noise tokens fi™" = [fZ,...] for
more accurate denoising of the first frame. Next, we modify
self-attention maps in spatial and temporal attention units
of €y to preserve identity of I, across all frames of gener-
ated animation. Similar to TF-ICON [34], we inject self-
attention and cross-attention maps between the reference
x%. and sampled f7. noise during denoising (Fig. 2).

4.2. Iterative Frame Alignment

At every timestep ¢t for T > ¢ > 71, we perform iter-
ative refinement [13] of sampled noise fin = [fZ,...]
to align with reference noise zj. Since coarse features
like object locality and attributes are denoised very early
in the diffusion process [13], we restrict our refinement to
the first few timesteps with a timestep threshold 7;. For
timestep ¢ (€ [T, 71]), we denoise the reference noise z as
m = eg(a}, t, Paun), using null prompt Py Following the
hypothesis that diffusion denoising signals can act as fea-
tures [52], we use 7; as the ground truth feature of the first
frame. We then obtain the denoising signal for joint denois-
ing of 2 and f; at the current timestep # as:

[n;]qj\il = 60([17:7 Lram]’ t, Pmput) 2)
where [n}]M refers to the predicted denoising signal (and
feature-map) for each of the M frames for text prompt

Pinput- We calculate the loss between the predicted feature
map for the first frame and the ground truth feature map
as Lajign = ||n; — m||3. Since the predicted features (1)
were influenced both by z! and fi™" with temporal atten-
tion (Sec. 3.2), we can backpropagate gradients from Lyjign
to optimise f{™". The optimization of f™" improves joint
denoising of % and f; at every timestep and significantly
improves consistency of generated frames with the input
frame (Fig. 8). Iterative frame alignment doesn’t take away
stochasticity of generation, as we can still observe variation
in generated videos with different starting noise { f.},

4.3. Guided Denoising with Attention Composition

We guide the denoising of sampled noise {f;}}, with
compositional attention maps at each timestep 7' > ¢ > 5.
For this, we parallelly perform (i) joint denoising of all
frames eq ([}, £i], t, Pinput)» and (i) denoising of reference
frame only eg([x}], t, Pyun). Similar to frame alignment in
Sec. 4.2, we guide denoising with attention composition
only for early timesteps (threshold 73), where the diffusion
model is generating structurally significant information.
We begin by obtaining the query-key pairs for com-
puting spatial and temporal (Sec. 3.2) self-attention from
eo([z7], t, Paun) With projection matrices W, and Wy, as

a =F Wy, ki=F Wi 3)

where (q;, k] ) represents the query-key pair for the refer-
ence noise, calculated from intermediate feature maps F;
at every layer of U-Net €y. Next, we obtain query-key pairs
(¢}, k) from joint denoising eq([z}, fi], t, Pinput) as

@ =F W, ki=F W 4

Spatial and Temporal self-attention scores for joint denois-
ing of all frames are generally calculated with ¢, k query-
key pairs as A} = ¢f.(k})T/\/dgim- Instead, we compose
these self-attention scores with cross-attention against ref-
erence query-key pairs (g7, k7). As discussed in [34], self-
attention maps in denoising diffusion frameworks hold sig-
nificant semantic information. Composing spatial and tem-
poral self attention maps helps preserve coarse-grained and
fine-grained reference sketch features. By constructing both
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Figure 3. We parallelly perform denoising of reference noise -} and that of all frames f;. Query-key pairs from reference frame denoising
(g7 , k7) are used to influence video generation through cross-attention with (¢7, kY).

spatial and temporal self-attention as a composition with
reference query-key pair (g;, k7), we can influence frame-
generation with high correspondence to the input sketch I.
We discuss specific details of these compositions below:

Spatial Attention Composition: Spatial attention is per-
formed over the flattened H W, dimension for H, X
W, size visual features, with query-key (qf,k}) €
RBs X (HsWs)xDs B, attention maps of dimension
(H W) x (HsWy) are constructed with ¢.kT based on fea-
ture similarities in query-key (g, k) pairs. Computing cross-
attention between ¢} and k¢ (green blocks in Fig. 3a) for any
B; here, helps connect spatial features of g; with matching
features from k7. This in turn helps impose reference fea-
tures on generated frames. However, ¢; € RB.X (HsWs)x Dy
is a query from a single frame with B/, < B;. To influence
all frames with g, we repeat the reference frame across N
frames as {4}, for N > 1 obtaining multi-frame refer-
ence query (See Fig. 3a blue blocks). We set N ~ M for
early timesteps and reduce to N = 1 with a linear sched-
ule across T' > t > 7. This prevents generated frames
from reducing to static I,. For N < M and B’s < B,, we
complete the partially constructed spatial self-attention map
with self-attention between ¢ and k{ (almond coloured
blocks in Fig. 3a). Following this attention composition C

from Fig. 3a, the attention scores A" and maps A}*" are:

AP = 5 (g DT a1 (KT ) [V i 5)
AP = Softmax (A" (©)

Temporal Attention Composition: For temporal attention
units, self-attention is performed on the temporal dimen-
sion (across frames), with (¢7, k{) € RB>*MxDe for N
frames. Temporal self-attention helps distil features from
different frames for the generation of the current frame.
Consider a single-feature query-key-value set {q,k,v} €
REXMX1" for temporal self-attention in a video with M
frames. The attention map can be calculated as A =
Softmax(q.kT/v/dgim), where {q;.k1,q;.ka, ..., q;.ka} de-
termines the influences of value-features {vi,va...,vpr}
for composing i" frame. In our case, we directly control the

influence of the first frame (value v') in generating other
frames by replacing self-attention units (almond blocks in
Fig. 3b) with cross-attention against the reference (green
blocks in Fig. 3b). Specifically, we compute the cross be-
tween reference key k; (single frame, blue in Fig. 3b) and
query ¢/, filling the rest of attention scores A} and maps
AF™ with (¢f k?) self-attention following C” as:

Attemp _ CT (qf.(kf)T, qtg(kl‘)T)/\/ddT @)
AF™ = Softmax(AL™) ®)

Motion v/s Fidelity: Aligned with findings in [22], we ob-
serve the motion-fidelity trade-off, where more dynamic an-
imations often lead to loss of identity of the input sketch in
later frames. We offer a mode of control over this trade-
off, where parameter A\ controls motion in the generated
video. We design this parameter through control over tem-
poral self-attention composition by naive scaling of k; that
increases the first frame influence (like v;):

T=kl - (1+X-2e7?) )
Lower A yields more motion while higher A improves sta-
bility and resemblance to input sketch.

4.4. Implementation Details

We construct a synthetic dataset of vector animations for
text prompts using recent works in text to vector animation
generation [22]. We train a LoRA €y of the Modelscope
T2V 3D UNet [57] with a rank of 4 for 2500 iterations on
these text-animation pairs. For generating raster sketch an-
imations, we set the number of frames M to 10, and adjust
N as N = max(1, (M — T —t)). For longer videos with
more frames (Sec. 5), we use the final frame of current video
as the sketch input for a new video, stitching the videos to-

gether to extrapolate animation. We set thresholds 71 = %

and 7 = % as fractions of the total timesteps 7" = 25.

5. Results and Comparisons

We compare our results against recent works on video gen-
eration (Fig. 5, Tab. 1, Tab. 2), notably Live-Sketch [22]



Algorithm 1 Sketch animation pipeline
1: Input: Sketch I, prompt Piypy
2: Setup: 27 < Inv([y)

{fr}s ~ N(0,T)

> Inversion
> Random Sampling

3: fort <+ T to0do

4: if t > 7, then

5 i — (52,

6: for Z < 0 to L. do

7 n = eo([], I, 1, Piagur) 0]

8: m = eo(], t, Poun)

9: Ealign = H??i - 771||%

10: i [ — Vi Lajign

11: end for

12: ftz . f;rain

13: end if

14: if t > 7 then

15: N = sched(t, M) > Linear Schedule
16: qi ki = 69([1‘%“}1\” t, Phunt)

17 M:Mm < 69([‘T€7fti]at7CT7CSaqz;akgv,Pinput)
18: else

19: m:Mm < 69([x§>fti]7tvlpinpul)
20: end if
21 [‘rf—lvfti—l] — DenOise(nlin [mfvftl])
22: end for

23: Return: [z}, fi]
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Figure 4. Time and compute needs of Live-Sketch [22] and our
method for increasing number of strokes and frames respectively.

that generates reference-free sketch animations from input
sketches and text prompts. Live-Sketch animates vector
sketches by obtaining a displacement field of vector coordi-
nates through Score Distillation Sampling [39] (SDS) based
optimisation. Besides being memory intensive and time
consuming (Fig. 4), Live-Sketch suffers from pitfalls like
limited motion and pre-defined number and arrangement of
strokes. In addition, we note in Fig. 4 that Live-Sketch per-
formance depends on the number of strokes in sketch input,
offering poor scaling with sketch complexity.

We also include comparisons against recent image-to-
video (I2V) approaches like DynamiCrafter [61] and SVD
[10]. DynamiCrafter conditions pre-trained T2V models on
images by projecting them to a text-aligned representation
space and using them to guide frame denoising. SVD trains
an image-to-video diffusion model based on pre-trained
text-to-image (T2I) Stable Diffusion 2.1 [43]. We addition-

ally compare with our fine-tuned text to sketch animation
model (T2V LoRA) in ablative studies to directly analyse
the influence of sketch prompts and performance without it.
Finally, we note from comparisons in [22] that ap-
proaches involving skeletons [47] expect sketches to be hu-
manoid, failing to produce videos with generally inanimate
objects like “a plant in a pot”, “a cup on the table”, or
non-humanoid birds and animals. This prevents skeleton-
based approaches to be useful for diverse sketch categories.
For reference, we present qualitative comparisons with An-
imated Drawings [47] in the Suppl.
User Study: We construct a user study, where we show
videos generated by competitor methods and ablative con-
figurations. Specifically, we compare with Live-Sketch,
base T2V LoRA, and our pipeline without attention com-
position. We ask each user to rank videos from all methods
for a given text prompt in terms of (i) faithfulness to text
prompt and (ii) consistency with input sketch. We convert
the average ranks (r) to scores and normalize, as t_TT for
comparing ¢t methods. Finally, we ask users to subjectively
grade all videos (Mean Opinion Score) based on generation
quality from O (worst) to 1 (best). We summarise the results
of this study in Tab. 2 with additional details in the Suppl.

5.1. Text and Sketch to Video Generation

We summarise our results of text+sketch to raster anima-
tion in Fig. 5 and include qualitative comparisons against
Live-Sketch and 12V approaches SVD and DynamiCrafter
(DC). We note that our animations are more flexible, of-
fering new strokes and sketch configurations at each frame.
This is particularly useful, for example, in animating for
prompts like “the cat is playing” where the sub-
ject changes orientation and direction in the 3D space. De-
spite our algorithm and Live-Sketch sharing the same T2V
base-model [57], we can extract more dynamic and realistic
motion priors for sketch animations. In comparisons with
other I2V approaches like DynamiCrafter and SVD, we note
that these approaches generate noisy animations, suffering
from the sketch-photo domain gap.
Frame Extrapolation: We demonstrate the construction of
longer frame sequences with complex animation prompts
in Fig. 6. We break down complex actions into simple
movements, generated using our text+sketch to animation
pipeline. To preserve sketch identity across multiple anima-
tions, we use the last frame of one animation as the input
sketch for next animation in the series. High consistency in
generated frames helps preserve input sketch identity across
multiple videos, while unconstrained raster animations al-
low performing complex actions without motion repetition.
In addition to qualitative analysis, we perform a quan-
titative study (Tab. 1) similar to [22], using CLIP to mea-
sure metrics like “sketch-to-video consistency” as the av-
erage similarity score between input and generated frames.
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Figure 5. Qualitative comparison of our method against vector animation algorithm Live-Sketch [22] and raster video generation methods
SVD [10] and DynamiCrafter (DC) [61]. Live-Sketch [22] preserves sketch identity by constraining local animations between vectors, but
has limited motion capacity. SVD [10] and DC [61] cannot preserve sketch identity, suffering from sketch-photo domain gap. Our method
performs dynamic animations that align with text prompts, without losing sketch identity.

The ballerina bends down gracefully to
bow to the audience.

fl Lt UL EITET

The ballerina is dancing
Figure 6. Frame extrapolation allows us to construct complex ani-

mations by stitching multiple videos with different text prompts.

We also use X-CLIP [36] to measure “text-to-video align-
ment” as the similarity score between generated video and
text prompt. We find that Live-Sketch performs better in re-
taining the structure of the original sketch, as it heavily con-
strains motion. Our algorithm, however, significantly out-
performs Live-Sketch in text-to-video alignment, demon-
strating better distillation of motion priors for animation.

Ablative Studies: We conduct ablative studies, where
we qualitatively (Fig. 8) and quantitatively (Tab. 2 and
Tab. 1) analyse videos generated under different configu-
rations by (i) changing hyperparameter A to re-balance the
motion-fidelity trade-off in temporal self-attention A}y™,
(ii) removing attention composition for spatial C5 and tem-
poral self-attentions CT, and (iii) removing frame align-

Method S2V Consistency (1) T2V Alignment (1)
SVD [10] 0.917 £ 0.004 -

T2V LoRA - 0.158 £ 0.001
DynamiCrafter [61] 0.780 = 0.003 0.127 £ 0.003
Live-Sketch [22] 0.965 + 0.003 0.142 + 0.005
Ours 0.956 + 0.004 0.172 £ 0.002
Ours @ A\ =0 0.949 £ 0.002 0.174 = 0.001
Ours @ \ =1 0.968 + 0.003 0.170 £ 0.001
Ours w/o frame align 0.952 +0.004 0.171 £ 0.001
Ours wio CT & C° 0.876 + 0.004 0.168 + 0.001

Table 1. Comparing animations with CLIP-based metrics

Method Consistency (1) Faithfulness (1) MOS (1)
Live-Sketch [22] 0.51 0.44 0.63
T2V LoRA 0.26 0.27 0.53
Ours 0.54 0.54 0.70
Ours wio CT & C* 0.20 0.25 0.43

Table 2. Comparing animations with user study

ment by skipping iterative refinement of sampled noise.
In the Suppl., we perform additional ablations where we
change hyperparameters 71 and 7 to demonstrate their ef-
fect on video quality and consistency. We note that lower
A increases movement in frames (T2V alignment) signifi-
cantly while directly impacting sketch-to-video consistency



Ours

The desk lamp turns its
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Figure 7. Qualitative comparison against vector animations from
Dynamic Typography [32] for animating words with text prompts.
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Figure 8. Qualitative comparison of ablative configurations.

Input Ours

in Tab. 1 (A ablative figures in Suppl.). At higher A\, we ob-
serve better fidelity to input sketches (S2V Consistency) but
more restricted motion (72V alignment). We also note that
composing spatial and temporal self-attention is important
for preserving coarse-grained and fine-grained sketch iden-
tity respectively (Fig. 8). Finally, we observe that iterative
refinement for frame aligning helps improve consistency in
early frames by smoothing out fine-grained details.

5.2. Animating Words

By removing temporal attention composition C* com-
pletely, we can generate highly dynamic frames with re-
duced identity preservation. This helps us perform com-
plex and visually rich animations with letters, where they
morph from one form into another smoothly with diffusion
motion priors. These complex morph animations allow for
stylistic dynamic logo generation [32]. We compare with
Dynamic Typography [32] the only other word animation
model, that animates vector letters to resemble characters
and objects. In Fig. 7, we demonstrate our animations to

Prompt: A red fish swimming in a clear pool, surrounded by clear blue water
Figure 9. We construct high resolution realistic videos using text
prompts and skeleton-like guidance from generated raster frames.

be unconstrained and have much more dynamic range than
vector based Dynamic Typography [32].

5.3. Sketch Assisted Video Generation

We demonstrate the applicability of sketch animations in
real world video generation. By generating animation as
object skeletons from sketch+prompt, we can assist the gen-
eration of real world videos (see Fig. 9). For this, we gener-
ate a sketch video from a text prompt and interpolate it with
FILM [42] to increase the frame-rate. We then convert the
smooth sketch animation to a real world video by sketch-
to-photo [56, 66] and diffusion-based video transfer [29],
or, by directly using the sketch as a prompt for edge-map
guided video generation [14].

6. Limitations
We note a primary limitation of our work in the slight
stylistic resemblance of generated videos to CLIPasso [53]
sketches, owing to the uni-modality (in style) of our training
data. Additionally, our pipeline handles sketch abstraction
poorly, requiring high quality and geometrically accurate
illustrations. Abstract inputs and irregular geometry often
leads to the model correcting them on it’s own from the first
frame itself, resulting in poor sketch-to-video correlation.
Finally, our model is limited to the motion priors
learned during pre-training of the ModelScope T2V net-
work. Hence, while sketch animations are simpler than real
world videos, we still face issues when generating motion
in the form of extra limbs and inconsistent geometry.

7. Conclusion

We propose unconstrained raster sketches as potential alter-
natives to stroke-constrained vectors for sketch animations.
Our raster animations are dynamic while preserving sketch
identity, thanks to large-scale pre-training of T2V diffusion
models. We outperform SOTA vector sketch animation in
dynamic range and animation quality with both pre-trained
vision-language metrics and user studies. Finally, we ex-
plore applications of our work for real world video genera-
tion, using recent work in diffusion-based video editing and
spatial control for video generation.
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