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Abstract

The goal of this paper is to define a notion of non-commutative Gelfand duality. Using
techniques from derived algebraic geometry, we show that category of rings is anti-equivalent
to a subcategory of pre-ringed spaces, inspired by Grothendieck’s work on commutative rings.
Our notion of spectrum, although formally reminiscent of the Grothendieck spectrum, is
new ; in particular, for commutative rings it does not always agree with the Grothendieck
spectrum, but it always projects onto it. Remarkably, an appropriately defined relative version
of our spectrum agrees with the Grothendieck spectrum for finitely generated commutative
C-algebras. This work aims to represent the starting point for a rigorous study of geometric
properties of quantum spacetimes.
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1 Introduction and main result

The notion of duality lies at the heart of many of the paradigm shifts that took place in mathe-
matics and physics in the last couple of centuries. On the one hand, switching perspective brings
a breath of fresh air and new insight in situations where progress seemed precluded. On the other
hand, changing point of view reveals new aspects that remained otherwise hidden. In physics this
is the case, for example, for Einstein’s theory of General Relativity: describing the gravitational
interactions in purely geometric terms unveiled striking and unexpected physical phenomena,
such as black holes, gravitational deflection of light, and gravitational waves, which could not be
seen through the prism of Newton’s classical theory of gravitation. In mathematics, to name but
one example, we can mention Grothendieck’s theory of schemes, which has been used to define
étale cohomology leading to the solution of the Riemann hypothesis for varieties over finite fields.

In this paper, we are interested in the duality between algebraic structures and geometric
spaces. One of the major contributions in this area is due to Gelfand. In his seminal paper [30],
he showed that a compact Hausdorff topological space can be functorially reconstructed from
its Banach algebra of continuous functions. Conversely, the Gelfand spectrum of the commuta-
tive C∗-algebra of continuous functions is homeomorphic to the underlying compact Hausdorff
topological space. Loosely speaking, Gelfand promoted the idea that any abstract commutative
complex Banach algebra can be represented as the ring of functions on a topological space whose
points are in correspondence with the maximal ideals of the algebra. It is no overstatement to
say that this deep intuition had a transformative effect across all areas of pure mathematics, from
functional analysis to — crucially — modern algebraic geometry, and continues to inform and
inspire cutting-edge research to this day.

Algebraic geometry and the spectrum of a commutative ring. The branch of mathe-
matics where Gelfand’s ideas have had the strongest impact is algebraic geometry. The modern
foundations of algebraic geometry were laid in the second half of the twentieth century by the
French school led by Grothendieck, based on a variant of Gelfand duality for the category of
commutative rings. In this case, to a commutative ring one associates a topological space —
called spectrum — whose points correspond to the prime ideals of the ring, and whose topology
is defined in the style of the topology defined by Zariski in his study of algebraic varieties over
C. Elements of the ring are interpreted as functions over the spectrum, so that a perfect duality
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between spaces and commutative rings is obtained via the theory of locally ringed spaces, briefly
recalled in Section 7. In this work, we focus on generalising to noncommutative rings the duality
between commutative rings and affine schemes pertinent to algebraic geometry. However, the
essential ideas behind of our methods apply to the C∗-algebra setting as well, or even to more
general situations. To obtain the latter (analytic) versions of our noncommutative Gelfand du-
ality, one is required to work in a different framework, one where the methods from homological
algebra can be applied effectively to the theory of Banach spaces, or more general functional-
analytic settings. This is the case, for example, for the bornological HAG context developed in
the series of papers [5–10] (see also the recent [18] for a more comprehensive treatment of the
subject). Alternatively, one could also work in the framework of condensed mathematics set out
in [51]. In the present work, for the sake of clarity, we avoid these further complications and stick
with the algebraic setting where the methods of homological and homotopical algebra are applied
in the classical setting of the categories of modules over a ring. Derived categories and homolog-
ical algebra are the key tools we will use to move from the commutative to the noncommutative
setting.

Motivation and heuristics for noncommutative dualities. Despite being of interest in
its own right, an important motivation for seeking a noncommutive analogue of the Gelfand
duality originates from mathematical physics, in that such a duality could lead to the rigorous
formulation of a quantum theory of gravitation. Indeed, although a full quantisation scheme for
Einstein’s equation is still beyond reach, it is clear from a physical perspective that spacetime
should eventually become “noncommutative” [29]. The general idea is to construct a noncom-
mutative algebra which possesses a ring epimorphism to the ring of smooth functions over a
manifolds, the latter being the ring of functions of the spacetime at hand via the smooth version
of the Gelfand duality [43]. This procedure is conceptually analogous to the quantisation of the
classical phase space in the quantum-mechanical setting. This physical principle has been realised
in a variety of concrete approaches to the problem, including Connes’s noncommutative spectral
triples [23,24], Lorentzian spectral triples [28,46], and deformation quantisation [3,20,33]. A very
popular strategy is to promote Cartesian coordinates describing the flat Minkowski spacetime to
operators, and postulate commutation relations in terms of a constant skew-symmetric matrix
whose entries are of the order of the Planck length, resulting in the so-called DFR spacetime [26].
The spacetime is then interpreted as a noncommutative Frechét algebra which becomes commu-
tative in the classical limit. The main shortcoming in all these approaches is that the definition
of “noncommutative space” is realised only at a formal level, so that the geometric properties of
such noncommutative space are difficult to capture; indeed, the existing strategies do not even
lead to a satisfactory definition of what a point of a noncommutative space would be. Remark-
ably, there has been evidence that noncommutative geometry manifests itself “in real life”; for
instance, aperiodic crystals [15, 16] and dirty superconductors [25] are mathematically modelled
by noncommutative tori. Therefore, it would be rather interesting to study the spectrum of a
noncommutative torus or more generally of a symplectic twisted group algebras, see e.g. [11,12].

Reyes’s no-go theorem. In the literature, there have been many attempts aimed at extending
the Gelfand spectrum to the noncommutive C∗-algebra. In parallel, there have been efforts to
extend the definition of the spectrum functor from the category of commutative rings to the
category of rings. A robust notion of noncommutative spectrum should possess, at the very
minimum, the following properties.

(A) The spectrum of every nonzero ring is nonempty.

(B) The spectrum, viewed in the appropriate framework, is a contravariant functor from the
category of rings to the category of sets.
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These two properties are usually required to hold in conjunction with the extension property

(*) The notion of spectrum defined on the category of all rings must agree with the Grothendieck
spectrum of prime ideals when restricted to commutative rings.

Goldman’s prime torsion theories [31] and the “left spectrum” of Rosenberg [50] are ex-
amples of extensions of the spectrum of prime ideals for which only property (A) is satisfied.
Examples of approaches that satisfy property (B) are the spectrum of the “abelianization”
R 7→ Spec(R/[R,R]), the set of completely prime ideals, and the “field spectrum” of Cohn [21].
In fact, it turns out that any extension of the Grothendieck spectrum of primes ideals leads to a
notion of noncommutative spectrum that can only satisfy either property (A) or property (B) but
not both. This was shown quite recently by Reyes in [48], rigorously demonstrating that a functor
satisfying the properties (A), (B) and (*) cannot exist. Therefore, if one wants to successfully
extend the notion of spectrum to noncommutative rings, a different and, in a way, more sophis-
ticated approach is needed. In [48], Reyes has proved a similar no-go theorem for C∗-algebras
and the Gelfand spectrum. In the present paper, we focus on the algebraic setting, leaving for
future work a similar study for C∗-algebras (and more general algebras) in the aforementioned
bornological HAG framework of [7] and [18].

Main result. The goal of this paper is to define a sufficiently robust notion of noncommutative
spectrum that allows one to implement a noncommutative Gelfand duality.

We should immediately emphasise that the most appropriate framework in which to develop
a theory of noncommutative schemes would be that of ∞-categories. However, in this paper we
use derived and homotopy categories, instead. The main underlying reason for this choice is
that we would like to make our paper accessible to a rather diverse readership, a large portion
of which may not be familiar with ∞-categories1. Indeed, the duality we will be developing sits
at the intersection of many different areas of mathematics, ranging from the very pure to the
more applied, and different communities may find our results useful. As a final disclaimer, in this
manuscript we only consider the categories of rings RingsZ and homotopical rings HRingsZ,
postponing until a future publication the more technically demanding case of Banach C∗-algebras.

The following represent the central result of the paper, see Corollary 7.15.

Theorem 1.1 (Classical form of noncommutative Gelfand duality). The category RingsZ is
anti-equivalent to a subcategory of pre-ringed spaces PreRingSp (as per Definition 7.11).

In the remainder of the introduction we shall explain the meaning of the above result and to
outline how it is obtained. The first thing to notice is that although the statement of Theorem 1.1
is phrased in classical terms, it appears to be unreachable working within such framework. The
main reason why one is forced to go beyond the category of rings RingsZ is that the spectrum
of noncommutative rings have open subsets whose natural algebra of functions is a differential
graded algebra (dg-algebra), unlike the commutative case where such open subsets do not exist.
A similar phenomenon happens in analytic geometry, and its study recently led to the resolution
to the so-called sheafyness problem for Huber spaces [8] (a similar solution has been give also
by Clausen and Scholze). If we denote by HRingsZ := Ho(DGA

≤0
Z ) the homotopy category of

connective dg-algebras over Z, our main result shows Gelfand duality for HRingsZ; the classical
formulation of Theorem 1.1 is then obtained by restricting the latter via the canonical fully faithful
inclusion RingsZ ⊂ HRingsZ. We would like to stress that the data needed to obtain such a
faithful representation of a ring on a topological space (i.e. the structure pre-sheaf of functions
on the spectrum) is not concentrated in degree 0 even if we start with a ring concentrated in

1Readers with a background in the theory of ∞-categories will have no problem in translating our results in
that framework.
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degree 0 (see Example 4.8 for more details on this). We also observe that if one accepts to use
HRingsZ as the basic category to study, then our approach represents one of the easiest and
most natural ways to develop a geometric study of this category.

The (anti-)equivalence of Theorem 1.1 is obtained as a two-step procedure. First, we construct
a functor that assigns to any connective dg-algebra R ∈ HRingsZ a topological space SpecNC(R),
that we call noncommutative spectrum, and to any algebra homomorphism a continuous map of
the associated topological spaces. Then we construct a homotopical pre-sheaf of connective dg-
algebras on SpecNC(R), so that the global section OX(SpecNC(R)) is isomorphic to R in HRingsZ.
Combining these two steps, we obtain a contravariant duality functor

G NC :HRingsZ → PreRingSp

that we call noncommutative Gelfand duality. By this we mean that the functor G NC is a faithful
functor. This is reminiscent of how affine schemes can be described as a (non-full) subcategory of
PreRingSp. We elaborate further on this matter in Section 7, especially on our use of pre-ringed
spaces instead of (classical) ringed spaces.

Our notion of spectrum, although formally similar the Grothendieck spectrum of a commuta-
tive ring, is new and does not usually agree with it, unless very specific cases are considered, like
fields and commutative discrete valuation rings (see Section 6). However, given a commutative
ring, it is always possible to define a canonical map of pre-ringed spaces2 from the noncommuta-
tive spectrum to the Grothendieck spectrum (see Propositions 5.5 and 7.27). Remarkably, it is
possible to define a relative version of our spectrum that agrees with Grothendieck spectrum for
finitely generated commutative C-algebras (see Subsection 5.2).

Challenges and novelty. To achieve our goal, we had to overcome a series of difficulties. The
first consists in devising a Grothendieck topology suitable for noncommutative rings. In analogy
with the classical Zariski topology of scheme theory, we defined what we call the formal homotopy
Zariski topology on dAffZ = HRings

op
Z (see Defition 4.3). It is a highly non-trivial fact that

such a topology even exists. Natural candidates for generalisations of the Zariski topology in
Rings

op
Z fail to be suitable classes of maps. In the category of commutative rings CRingsZ,

the Zariski topology is defined by the class of flat epimorphisms of finite presentation. But flat
maps are not stable by pushouts in RingsZ, thus cannot be used to define a topology. On the
other hand, the class of all epimorphisms of rings obviously defines a topology but it is too large,
encompassing morphisms that do not correspond to Zariski open immersions of classical affine
schemes. Therefore, the task is to find a class of morphisms that is not quite flat but close to be
flat, such that in the commutative case it reduces to the class of flat epimorphisms. Surprisingly,
such a class of morphisms does exist in HRingsZ. This is the class of homotopical epimorphisms.
Similarly to the class of epimorphisms in RingsZ, the class of homotopical epimorphisms is
suitable to define a topology on HRingsZ. Moreover, the computations of [22] show that the
commutative and noncommutative notions of homotopical epimorphisms are compatible. Even
more, [58] shows that a morphism between discrete commutative rings is a flat epimorphism of
finite presentation if and only if it is a homotopical epimorphism of finite presentation.

Let us now move to the second main obstacle. In all our previous considerations, we have been
using morphisms of finite presentation. It turns out that the notions of finite presentation in the
commutative and in the noncommutative settings are fundamentally incompatible. We will devote
Subsection 3.1.1 to clarifying this matter. To circumvent such compatibility issue, unlike for the
classical Zariski topology, in our definition we do not require the localization morphisms to be of
finite presentation. Dropping this requirement turns out to be essential to obtain a meaningful
spectrum out of our topology on dAffZ. Indeed, if one assumes the finite presentation of the
localization morphisms in HRingsZ, then the topological space obtained as spectrum will be just
a singleton for most commutative rings (see Proposition 5.6).

2Actually, for commutative rings we have that SpecNC(R) is a ringed space — see Proposition 7.25.
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Using the homotopical Zariski topology briefly outlined above, one can associate to any fixed
object A ∈ HRingsZ the (essentially small) category of localizations (i.e. homotopical epimor-
phism) starting from A. This category is, in fact, a poset that agrees with the poset of smashing
localizations of HModA (see Proposition 5.15). This kind of posets have already been considered
in the literature, mainly in the context of triangulated categories. One of the main observations
about them is that these posets tend not to be distributive when the ring A is not commutative.
Therefore, it is not clear how to use them to obtain a topological space in a similar fashion to
how Stone’s duality associates a spectral topological space to any distributive lattice. In our
setting, we have the extra datum of the homotopical Zariski topology, which endows the lattice
of homotopical epimorphisms with a notion of coverage that allows one to canonically associate
to it a sober topological space. The topological space thus obtained is denoted by SpecNC(A), is
functorially associated to A and always non-empty (actually, often of huge size). In Section 6
we provide a description of the topological space SpecNC(A) for some key examples, both for
commutative and noncommutative rings.

This bring us to the last hurdle we faced in proving Theorem 1.1. Already in the setting of the
theory of affine schemes, the topological space SpecG(A) does not contain enough information to
allow one to reconstruct the ring from which it originated. The solution to this problem is to add
to SpecG(A) the extra datum of a structure sheaf of rings. One would like to perform the same
enrichment for the topological space SpecNC(A), but it turns out that for noncommutative rings the
structure presheaf is not a sheaf (see Example 7.1). We do not view this as a shortcoming of our
construction, but actually as an interesting feature deserving deeper study and understanding.
Indeed, although the structure sheaf is not a sheaf in the usual sense, it still satisfies a form
of comonadic descent that is reminiscent of the sheaf condition, and actually reduces to it in
the commutative case. Therefore, the structure pre-sheaf belong to a new class of pre-sheaves
that we call descendable, whose sections have the property of being reconstructible from their
localizations on a cover, although this reconstruction procedure does not agree with the sheaf
theoretic procedure in general. We will devote Section 7 to the study of this issue and to the
proof of Gelfand duality.

Future outlook. We would like to point out that the Gelfand duality obtained in Theorem 1.1
is not yet a perfect duality, and there is room for improvement. Let us elaborate on this. Al-
though we have shown that the category of affine derived noncommutative schemes HRings

op
Z is

equivalent to a subcategory of PreRingSp, we have not explicitly described the essential image
of the duality functor G NC. This is analogous to describing the category of affine schemes as a
non-full subcategory of the category of ringed spaces. In the latter situation, it has been realised
that affine schemes embeds fully faithfully into the category of locally ringed spaces, giving a
precise description of the essential image of the duality functor for affine schemes. We explain
this matter in Section 7. The study of the essential image of the functor G NC will be addressed
in a separate work.

Structure of the paper. The paper is organised as follows.
Section 2 contains some background material and fixes the notation used in the rest of the

paper.
Section 3 recalls materials from homotopical algebra and, in particular, studies the differences

(and incompatibility) between the notions of finite presentation of an algebra in the commutative
and in the noncommutative settings. This incompatibility has profound implications on the
relationship between the commutative and noncommutative versions of the theory of schemes.

In Section 4 we define the homotopical Zariski topology on HRings
op
Z and explain how to

construct a spectrum functor out of this datum.
In Section 5 we study some basic properties of the spectrum functor obtained previouslt and

compare it with other notions present in literature. In particular, we show that our spectrum
always projects onto Grothendieck’s spectrum of prime ideals when the ring is commutative,
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and that it can be computed using the lattice of smashing subcategories of the category of
(indifferently, left or right) modules.

In Section 6 we provide some explicit computations of the topological space SpecNC(A) for
some key examples, both commutative and noncommutative.

In Section 7 we examine the issue of descent of modules for the homotopical Zariski topol-
ogy. We show that modules can be reconstructed from their localizations using the machinery of
comonadic descent. This, combined with the observation that the structure sheaf is not a sheaf
for noncommutative rings, leads to the observation that the classical notion of sheaf is not ade-
quate for noncommutative geometry and some sort of generalisation thereof is needed to progress
further. We provide a first attempt in this direction and verify that our result is consistent with
the theory developed in the commutative case. This leads us to a duality theory for HRingsZ
that generalises and is compatible with the duality between affine schemes and commutative
rings.
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Notation

The following table summarises the notation most often used throughout the paper.

Symbol Description

HCRingsR := Ho(SCRingsR) homotopy category of commutative simplicial rings over R

HZRingsR := Ho(ZDGA
≤0
R ) homotopy category of connective central dg-algebras over R

HRingsR := Ho(DGA
≤0
R ) homotopy category of connective dg-algebras over R

HModR := Ho(SModR) homotopy category of simplicial right modules over R

dAffR := HRings
op
R category of derived noncommutative affine schemes

Loc(R) category of localizations of R ∈ HRingsZ (see Def. 4.7)

Ouv(X) category of open immersions of X ∈ dAffZ (see Def. 4.7)

Zar(X) := (Ouv(X),J ) small Zariski site (see Def. 4.11)

PreRingSp category of pre-ringed space (see Def. 7.11)

Spec : HRingsZ → dAffZ formal duality functor (see Sect. 7)

SpecNC : HRingsR → Top noncommutative spectrum (see Sect. 4.3)

SpecG : HRingsR → dAffR Grothendieck’s spectrum of prime ideals
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2 Preliminaries

We collect here standard notions from category theory in an abridged fashion, mostly to settle
notation, and refer the reader to [40,59] for further details.

If C is a category, we use the same symbol, C , to denote the class of objects of C , so that
X ∈ C means that X is an object of C . We denote by id C : C → C the identity functor. For
an object X ∈ C we denote by C /X the category of objects over X and by X/C the category
of objects under X. For two objects X,Y ∈ C we denote by Hom C (X,Y ) the set of morphisms
between them. These are also called hom-sets. If the category to which the hom-sets are referring
to is clear from the context, we drop the C and simply write Hom (X,Y ).

A monoidal structure on a category C is the data of a functor ⊗ : C ×C → C and an object

1⊗ ∈ C , equipped with natural isomorphisms 1⊗⊗X
∼=
→ X, X⊗1⊗

∼=
→ X and (X⊗Y )⊗Z

∼=
→

X⊗(Y ⊗Z), for objects X,Y,Z ∈ C . The natural isomorphisms are required to satisfy appropri-
ate coherence relations that we omit for the sake of brevity. The object 1⊗ is called the identity
(or unit) of the monoidal structure ⊗. The data of a category with a choice of a monoidal struc-
ture (C ,⊗, 1⊗) is called monoidal category. If we also require the datum of a natural isomorphism

X⊗Y
∼=
→ Y⊗X, satisfying some further coherence relations, then the monoidal structure is called

symmetric and (C ,⊗, 1⊗) is called symmetric monoidal category. Note that the symmetry con-
dition amounts to prescribing extra data.

In this paper we will work with several symmetric monoidal categories. The most basic
example of a symmetric monoidal category relevant to our work is the category of abelian groups
Ab equipped with the standard tensor product ⊗Z. Another basic example is the category of
sets Sets equipped with the binary direct product

∏
.

Given a monoidal category (C ,⊗, 1⊗) we define the category of algebras (also called monoids)
over it, denoted by Alg(C ), as follows. The objects of Alg(C ) are objects X ∈ C equipped
with a morphism m : X⊗X → X, called multiplication, and a morphism η : 1⊗ → X, called
identity, satisfying the usual relations (written in a diagrammatic form). Morphisms in Alg(C )
are morphisms of the underlying objects of C that commute with multiplication and identities.
If ⊗ is symmetric, then we can also consider the category of commutative algebras (or commu-
tative monoids), denoted by CAlg(C ), namely the full subcategory of Alg(C ) of objects whose
multiplication map commutes with the symmetric natural transformation of ⊗. For example, if
we consider (Ab,⊗Z), then Alg(Ab) is the category of rings and CAlg(Ab) is the category of
commutative rings, whereas if we consider (Sets,

∏
) then Alg(Sets) is the category of monoids

and CAlg(Sets) is the category of commutative monoids.
To any object A ∈ Alg(C ) we associate the corresponding category of left (resp. right)

modules AMod (resp. ModA) as follows. Objects of AMod are objects M ∈ C equipped with
an action A⊗M → M and morphisms are morphisms of C commuting with the action. If ⊗ is
symmetric and A is commutative (i.e. , A ∈ CAlg(C )), then AMod ∼= ModA canonically and
ModA has an induced symmetric monoidal structure ⊗A. For example, ModZ

∼= Ab.
By Rings we denote the category of rings with identity-preserving homomorphisms as mor-

phisms, while the full subcategory of commutative rings will be denoted by CRings. Observe
that Rings ∼= Alg(ModZ) and CRings ∼= CAlg(ModZ). For a ring R ∈ Rings we call the
category RingsR := R/Rings the category of R-algebras and by ModR the category of (right)
modules over a ring R ∈ Rings. We denote by Ch(ModR) the category of (unbounded) chain
complexes over ModR and byCh≤0(ModR) ⊂ Ch(ModR) the category of connective complexes,
i.e. , complexes concentrated in negative degrees (we use the cohomological convention for differ-
entials, i.e. differentials increase the degree).
Given a commutative ring R, we can endow the categories Ch(ModR) and Ch≤0(ModR) with
a (symmetric) monoidal structure as follow: let X•, Y • ∈ Ch(ModR), then

(X• ⊗R Y •)n =
⊕

i+j=n

Xi ⊗R Y j, (2.1)
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and the unit is the complex whose only non-zero element is R in degree 0. A straightforward
computation shows that X•, Y • ∈ Ch≤0(ModR) implies X• ⊗R Y • ∈ Ch≤0(ModR). Algebras
over Ch(ModR) for this monoidal structure are called3 (unbounded) dg-algebras over R and
denoted DGAR, and algebras over Ch≤0(ModR) are called connective dg-algebras over R and
denoted DGA

≤0
R . Concretely, a dg-algebra over R is a complex of R-modules A• together with

a graded multiplication An ⊗Am → An+m, satisfying the Leibniz rule

d(ab) = d(a)b+ (−1)nad(b)

for a ∈ An, b ∈ Am. A dg-algebra is commutative if its multiplication is graded commutative,
i.e. if

ab = (−1)nmba

for all a ∈ An, b ∈ Am.
We denote by ∆ the simplex category, namely the category of finite sets where each set

[n] := {0, . . . , n} is equipped with the canonical total ordering 0 < 1 < . . . < n and where
Hom∆([n], [m]) consists only of non-decreasing maps for this ordering. A functor ∆op → C is
called a simplicial object in C and a functor ∆→ C is called a cosimplicial object in C . The class
of simplicial and cosimplicial objects in a category is organised into a category whose morphisms
are natural transformations of functors. In general we will denote the category of simplicial
objects in C by SC . We also notice that the set Hom∆([n], [m]) is generated under composition
by simple injective and surjective maps called coface and codegeneracy maps. Therefore, in order
to specify a functor ∆op → C it is enough to specify its values on these generating morphisms.

As per the above, we denote by SModR the category of simplicial objects in ModR, i.e. the
category of functors ∆op →ModR. If R is commutative, the category SModR is a symmetric
monoidal category with monoidal structure given by

(X• ⊗R Y •)n = Xn ⊗R Y n, X•, Y • ∈ SModR .

Notice that Alg(SModR) is equivalent to the category of simplicial objects in Alg(ModR) and
CAlg(SModR) is equivalent to simplical objects in CAlg(ModR). For this reason, we will also
use the notation SRingsR := Alg(SModR) and SCRingsR := CAlg(SModR).

The Dold–Kan correspondence states thatCh≤0(ModR) is equivalent to the category SModR.
The equivalence is realised by an adjoint pair of functors

N : SModR ⇆ Ch≤0(ModR) : Γ ,

whereN is called the normalised complex functor and Γ the nerve functor. We will not be defining
the functors N and Γ explicitly here, in that we will only be relying on some of their formal
properties. Their most important property is that, remarkably, Γ sends quasi-isomorphisms of
complexes to weak equivalences of simplicial set and, dually, N sends weak equivalences to quasi-
isomorphisms. This property implies that one can compute the cohomology ofX ∈ Ch≤0(ModR)
as the homotopy groups of Γ(X), and, viceversa, one can compute the homotopy groups of
S ∈ SModR as the cohomology of the complex N(S). We will further elaborate on this later on,
when we will introduce model structures and homotopy categories.

Another important property of the Dold–Kan correspondence is that, when R is commutative,
the functors N and Γ are both lax monoidal and oplax monoidal functors, i.e. there exist natural
transformations

∆S,T : N(S)⊗R N(T )→ N(S ⊗R T ), ∇S,T : N(S ⊗R T )→ N(S)⊗R N(T )

for all S, T ∈ SModR called the Eilenberg-Zibler map and the Alexander-Whitney map, respec-
tively, which, by formal properties of adjoint functors, induce natural transformations

Γ(X)⊗R Γ(Y )→ Γ(X ⊗R Y ), Γ(S ⊗R T )→ Γ(S)⊗R Γ(T ).

3Here “dg” stands for “Differential Graded”.
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Neither of these maps is a natural isomorphism. Thus, whilst the lax monoidal property implies
that (N ⊢ Γ) induces an adjunction

N : SRingsR ⇆ DGA
≤0
R : Γ ,

this adjunction is not an equivalence. However, it is possible to show that Γ is fully faithful [52,
Proposition 2.13]. This means, loosely speaking, that the two categories of algebras are quite close
to each other. The same cannot be said for commutative algebras as the lax structure on Γ does
not preserve the symmetry of the tensor product and, hence, does not send commutative algebras
to commutative algebras. Therefore, there is no commutative analogue of the adjunction between
simplicial algebras and dg-algebras, and the commutativity of an algebra is not a property that
is preserved by these functors.

Let us briefly recall some notions from homotopy theory needed in this work. Rather than
using the language of∞-categories, which would be preferable but is less accessible, we will work
here, for simplicity, in the framework of model categories. A model structure on a category C is
the datum of three distinguished classes (W,F,C) of morphisms of C , called weak equivalences,
fibrations and cofibrations, respectively, satisfying appropriate conditions, for which we refer the
reader to [34, Definition 1.1.3]. For the reader less accustomed to model categories, it may
be helpful to think about weak equivalences as the analogue of (weak) ‘homotopy equivalences’,
fibrations as the analogue ‘well-behaved surjections’ and cofibrations as analogue of ‘well-behaved
inclusions’. Of these three classes of maps the most important are weak equivalences W , in that
W is used to define the homotopy category of C . The latter is defined as Ho(C ) := C [W−1],
i.e. as the category obtained from C by formally inverting the morphisms in the class W . The
other two classes are additional data used for computing objects and morphisms in C [W−1]. Let
us emphasise that the notion of model structure contains redundant information. For example,
we will use the fact that the classes W and F uniquely determine C (and, vice versa, that W
and C determine F ).

A model category is a complete and cocomplete category C equipped with a model structure
(W,F,C). We recall that morphisms belonging to W ∩F are called trivial fibrations and to W ∩C
are called trivial cofibrations. Also, an object X ∈ C such that the morphism from the initial
object ∅ → X is a cofibration is called cofibrant, whereas an object from which the canonical
morphism to the final object X → 0 is a fibration is called fibrant.

Given two model categories C and D , a pair of adjoint functors (F ⊣ G) : C ⇆ D is said to
be a Quillen adjunction if F preserves cofibrations and acyclic cofibrations (or, equivalently, if
G preserves fibrations and acyclic fibrations). Given a pair of Quillen adjoint functors (F ⊣ G),
the left (resp. right) derived functor LF (resp. RG) is obtained by applying F (resp. G) to
cofibrant (resp. fibrant) objects of C (resp. D). These latter functors form an adjoint pair
LF : Ho(C ) ⇆ Ho(D) : RG fitting into a commutative (up to natural transformation) diagram
of functors

C D

Ho(C ) Ho(D)

F

G

LF

RG .

A Quillen adjoint pair of functors (F ⊣ G) between two model categories such that (LF ⊣ RG)
is an equivalence adjunction is called Quillen equivalence. We refer the reader to [34, Section 1.3]
for more about Quillen functors.

We will use the following standard model structures and we refer to [34, Chapter 2] for further
details.

• On Ch≤0(ModR) we consider the projective model structure, for which weak equivalences
are quasi-isomorphisms of complexes, fibrations are morphisms of complexes that are sur-
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jective in negative degrees and cofibrations are morphisms of complexes with projective
cokernel that are injective in all degrees.

• On SModR we consider the standard model structure, for which weak equivalences are weak
homotopy equivalences, fibrations are the Kan fibrations of the underlying simplicial sets
and cofibrations are uniquely determined.

The next proposition, whose proof can be found in [52, Section 4.1], relates the two model
structures above.

Proposition 2.1. The Dold–Kan correspondence sends the weak equivalences for the projec-
tive model structure on Ch≤0(ModR) to weak equivalences for the standard model structure on
SModR and viceversa. More precisely, it induces an equivalence

LN : Ho(SModR) ⇆ Ho(Ch≤0(ModR)) : RΓ

between homotopy categories, and (N ⊢ Γ) is a Quillen equivalence.

Let us also observe that by definition

Ho(Ch≤0(ModR)) ∼= D≤0(ModR)

where D≤0(ModR) is the standard derived category of connective complexes of ModR.
Now, the two model structures introduced so far – the standard model structure on SModR

and the projective model structure on Ch≤0(ModR) – possess numerous special properties, in
addition to those shared by all model structures. As far as our paper is concerned, a key property
thereof is the remarkable fact that when R is commutative both model structures satisfy the
monoid axiom with respect to the monoidal structures ⊗R presented earlier in this section. This
implies that the categories DGA

≤0
R and SRingsR inherit model structures form Ch≤0(ModR)

and SModR, respectively, by pulling back the model structure via the forgetful functor. Thus, a
morphism in DGA

≤0
R (resp. SRingsR) is a weak equivalence (resp. a fibration) if and only if the

morphism of underlying objects of Ch≤0(ModR) (resp. ModR) is a weak equivalence (resp. a
fibration). This also uniquely determines cofibrations.

In light of the above discussion, the most interesting consequence of the Dold–Kan correspon-
dence for this work is the following, see [52, Theorem 1.1 (3)].

Proposition 2.2. Let R be a commutative ring. Then the monoidal Dold–Kan correspondence

N : SRingsR ⇆ DGA
≤0
R : Γ

induces Quillen equivalences

LN : Ho(SRingsR) ⇆ Ho(DGA
≤0
R ) : (LN)−1 (2.2)

and
(RΓ)−1 : Ho(SRingsR) ⇆ Ho(DGA

≤0
R ) : RΓ . (2.3)

Let us emphasise that the derived functors LN and RΓ appearing in Proposition 2.2 are both
Quillen equivalences, but they are not inverses of each other, so they do not form a Quillen adjunc-
tion. Nevertheless, they both have their respective adjoints, described in [52]. A key observation
to understand (2.2) and (2.3) is that, although the Eilenberg-Zibler maps and the Alexander-
Whitney maps are not invertible (and in particular they are not inverse of each other), they are
homotopy equivalences. Therefore, homotopically N and Γ are strongly monoidal functors.

We denote the category Ho(DGA
≤0
R ) by HRingsR and refer to it as the category of ho-

motopy (connective) R-algebras. Henceforth we will make no distinction between Ho(SRingsR)
and Ho(DGA

≤0
R ), unless otherwise stated, implicitly using the above equivalences. If A ∈

Ho(DGA
≤0
R ) we define HRingsA as the category of objects under A.
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Perhaps surprisingly at first, the picture is more complicated for commutative differential
graded algebras, which explains the need to use simplicial objects in this paper. Chain complexes
are easier to deal with, are preferable for doing computations, and some of the key computations
in literature upon which this work relies have been carried out using chain complexes. Hence,
working with chain complexes would be a natural choice for us. However, we also would like to
compare our results about noncommutative geometry with the usual derived algebraic geometry
— that is, the commutative version of our theory. Whilst in this case, too, chain complexes may
be preferable, their use is not straightforward, because the model structure on chain complexes
does not always satisfy the symmetric monoid axiom (see [60] for further details). The issue
here is related to the fact that the functors N and Γ given by the Dold–Kan correspondence
are not symmetric monoidal, so that, although the two underlying categories are equivalent,
their respective monoidal structures have different properties. In particular, for R commutative,
the monoidal structure on SModR always satisfies the symmetric monoid axiom, whereas the
monoidal structure on Ch≤0(ModR) satisfies the symmetric monoid axiom only if the charac-
teristic of R is 0. This leads to two possible solutions. The first solution consists in using the
functor N to transfer the well-behaved monoidal structure from SModR to Ch≤0(ModR). The
resulting monoidal structure is often called shuffle product. Alternatively, one can work with the
category SModR and use (with all the care required) the Dold–Kan correspondence to move
back and forth between chain complexes and simplicial objects whenever one of the two settings
is more convenient. We pursue the second approach. Therefore, if R is a commutative ring, we
define the category of homotopy (connective) commutative R-algebras as

HCRingsR := Ho(SCRingsR),

where we used the fact that the monoidal structure on SModR satisfies the symmetric monoid
axiom and therefore it induces naturally a model structure on CAlg(SModR) ∼= SCRingsR
by the right transfer of model structures. In other words, weak-equivalences (resp. fibrations)
of objects of SCRingsR are weak-equivalences (resp. fibrations) of the underlying objects of
SModR.

3 The homotopy category of algebras

The main goal of this section is to study some of the basic properties of the category HRingsR
introduced in the previous section — properties needed for developing and understanding the
derived geometry associated with it.

3.1 Categories of algebras

Throughout this subsection R ∈ CRings is a fixed commutative Z-algebra.
We first recall how the various categories of algebras we have introduced so far are related.

There is a diagram of faithful inclusions of categories

CRingsR HCRingsR

RingsR HRingsR
.

The vertical functors are just the inclusions of commutative rings into the noncommutative ones,
whereas the horizontal functors are the inclusion of rings in the homotopy category as discrete
objects. We notice that all the functors are fully faithful but the inclusion HCRingsR →
HRingsR that is only faithful (later on we will describe the hom-sets of the homotopy categories
and it will be clear why this is the case). We also notice that the fact that HCRingsR is a
balanced category implies that the inclusion into HRingsR is a conservative functor.
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The functors above can be described explicitly as follows. An object A ∈ RingsR can be
mapped functorially to the simplicial ring

Adisc = [. . .
→→→→ A→→→ A ⇒ A]

where all the face and degeneracy maps are the identity map. Then,

πn(Adisc ) =

{
A for n = 0

0 for n 6= 0

where πn(Adisc ) denotes the n-th homotopy group of the simplicial set underlying Adisc . Note
that for any B ∈ SRingsR the set π0(B) has an induced structure of R-algebra.

The functor (−)disc realises the horizontal full embeddings of the diagram above. We observe
that all the embedding functors above are the right adjoints of an adjoint pair of functors.
Therefore, the complete diagram of functors reads

CRingsR HCRingsR

RingsR HRingsR

(−)disc

π0

(−)Lab(−)ab

(−)disc

π0
.

The functor π0 just maps a simplicial ring to its 0-th homotopy ring, (−)ab is the abelianization
functor defined by

A 7→
A

(xy − yx | x, y ∈ A)

and (−)Lab is the derived functor of the abelianization functor. We observe that this diagram of
functors is commutative up to natural isomorphism. Also, the fact that (−)disc is fully faithful can
be checked easily by noticing that the counit map of the adjunction π0(Adisc ) → A is a natural
isomorphism.

The categories CRingsR and RingsR have all limits and colimits. We briefly describe them.
In both CRingsR and RingsR products are given by the Cartesian product of the underlying
set with coordinatewise operations. Similarly, pullbacks are given by the pullbacks of the under-
lying sets equipped with the natural ring operations induced by the inclusion into the Cartesian
product. On the other hand, coproducts and pushouts in CRingsR are very different from those
in RingsR. We first describe the former case. The pushout of A→ B and A→ C in CRingsR
is given by the ring

B ⊗A C

and the coproduct of any small family {Ai}i∈I ⊂ CRingsR is given by
⊗

i∈I

Ai = lim
→

(i1,...,in)∈In

Ai1 ⊗R · · · ⊗R Ain

where the colimit is taken over the family of all finite subsets of I. The pushout of two objects
in RingsR is given by the free product of algebras. For two morphisms A → B and A → C in
RingsR this is defined by

B ∗A C =
T⊗A

(B ⊕ C)

(b⊗A b′ − bb′, c⊗A c′ − cc′, 1B − 1C | 1B , b, b′ ∈ B, 1C , c, c′ ∈ C)
(3.1)

where T⊗A
(−) denotes the tensor algebra construction over A. The coproduct of any small family

{Ai}i∈I ⊂ RingsR is given by

∗
i∈I

Ai = lim
→

(i1,...,in)∈In

Ai1 ∗R · · · ∗R Ain
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where again the colimit is indexed by all finite subsets of I. We thus notice that the inclusion
CRingsR → RingsR does not commute with colimits. But the fact that (−)ab is left adjoint
immediately implies that

(
∗
i∈I

Ai

)ab

=
⊗

i∈I

Aab
i , (B ∗A C)ab = Bab ⊗Aab Cab .

We recall that a colimit lim
→ i∈I

Xi in a category C is said to be filtered if the indexing set I is

a directed poset. Although the functor CRingsR → RingsR does not in general commute with
colimits, it has the following (well-known) property.

Proposition 3.1. The inclusion CRingsR → RingsR commutes with filtered colimits.

Proof. Consider lim
→ i∈I

Ai ∈ CRingsR and let us denote ι : CRingsR → RingsR the inclusion

functor. Then, we need to show that the canonical map

lim
→
i∈I

ι(Ai)→ ι(lim
→
i∈I

Ai)

is an isomorphism. Notice that since ι is the right adjoint to the abelianization functor we have
that 

lim
→
i∈I

ι(Ai)




ab

∼= lim
→
i∈I

ι(Ai)
ab ∼= lim

→
i∈I

Ai

because ι is fully faithful. It is thus enough to check that lim
→ i∈I

ι(Ai) is commutative. Let us

consider x, y ∈ lim
→ i∈I

ι(Ai). Since the colimit is filtered and the forgetful functor RingsR → Sets

commutes with filtered colimits, there exists two elements x̃ ∈ ι(Aix) and ỹ ∈ ι(Aiy) such that
αix(x̃) = x and αiy(ỹ) = y, where αx : ι(Aix) → lim

→ i∈I
ι(Ai) and αy : ι(Aiy ) → lim

→ i∈I
ι(Ai) are

the canonical maps. The fact that I is directed implies that there exists k ∈ I such that ix ≤ k
and iy ≤ k. Thus, since Ak is commutative we have

x · y = αk(φix(x̃)) · αk(φiy(ỹ)) = αk(φix(x̃) · φiy(ỹ))

= αk(φiy(ỹ) · φix(x̃)) = αk(φiy(ỹ)) · αk(φix(x̃)) = y · x , (3.2)

where φix : Aix → Ak and φiy : Aiy → Ak are morphisms of the filtered system. Therefore
lim
→ i∈I

ι(Ai) is commutative, and this completes the proof.

3.1.1 Finitely presented algebras

Before moving on to the homotopical setting, let us recall some fundamental differences in the
notion of finite presentation between the commutative and noncommutative settings. For the
sake of clarity, we shall discuss objects and morphisms separately. Let us start with the former.
Let R be a commutative ring.

Definition 3.2 (Objects of finite presentation). A ring A ∈ RingsR is said to be of finite
presentation (or finitely presented) if the canonical morphism

lim
→
i∈I

HomRingsR
(A,Bi)→ HomRingsR

(A, lim
→
i∈I

Bi)

is an isomorphism, for all filtered colimits lim
→ i∈I

Bi of R-algebras. An analogous definition is

given for objects in CRingsR.
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We would like to recall explicitly, as this will play a key role in the forthcoming discussion,
that the generators of the polynomial algebra with coefficients in R can be obtained as the image,
via the tensor product functor (−)⊗ZR, of the generators of polynomial algebra with coefficients
in Z. So, we have the canonical isomorphism

R[x1, . . . , xn] ∼= Z[x1, . . . , xn]⊗Z R . (3.3)

For R ∈ CRings, let us denote by R〈x1, . . . , xn〉 the free algebra with coefficients in R, with
the property that R is in the centre of the algebra. Concretely,

R〈x1, . . . , xn〉 :=
{∑

aww |w is a word in the variables x1, . . . , xn

}

In the noncommutative case the computation of the free product functor (−)∗ZR on the above
free algebras with coefficients in Z gives rise to the family of algebras

R{x1, . . . , xn} := Z〈x1, . . . , xn〉 ∗Z R. (3.4)

One might expect that R〈x1, . . . , xn〉 ∼= R{x1, . . . , xn}. However, for a general R, this is not
the case, even when R is commutative. This happens because the generators of (3.4) do not
commute with all the elements of R.

Example 3.3. Consider the case R = Z[x]. Then,

R{y} = Z[y] ∗Z R = Z[y] ∗Z Z[x] ∼= Z〈x, y〉.

In particular, the image of R→ R{y} does not lie in the center, whereas

R〈y〉 = R[y] ∼= Z[x, y] 6= Z〈x, y〉 ∼= R{y}.

Proposition 3.4. We have the following.

(i) A ring A ∈ CRingsZ is of finite presentation if and only if it is a quotient of Z[x1, . . . , xn].

(ii) A ring A ∈ RingsZ is of finite presentation if and only if it is a quotient of Z{x1, . . . , xn}
by a finitely generated ideal.

Proof. (i) This result is well-known. However, we provide a full proof for reader’s convenience.

Since Z[x1, . . . , xn] is Noetherian, all its ideals are finitely generated. Suppose

A ∼=
Z[x1, . . . , xn]

I
∼= Coeq (Z[y1, . . . , ym]

φ1,φ2

⇒ Z[x1, . . . , xn])

where φ1, φ2 are ring homomorphisms such that Im (φ1−φ2) generates
4 the ideal I. Then,

HomCRingsZ
(A, lim
→
i∈I

Bi) ∼= HomCRingsZ
(Coeq (Z[y1, . . . , ym]

φ1,φ2

⇒ Z[x1, . . . , xn]), lim→
i∈I

Bi)

∼= eq


HomCRingsZ

(Z[y1, . . . , ym], lim
→
i∈I

Bi)
φ1,∗,φ2,∗

⇒ HomCRingsZ
(Z[x1, . . . , xn], lim→

i∈I

Bi)




∼= eq


Hom Sets({y1, . . . , ym}, lim→

i∈I

Bi)
φ1,∗,φ2,∗

⇒ Hom Sets({x1, . . . , xn}, lim→
i∈I

Bi)




4For example, if I = (f1, . . . , fm) then we can consider φ1(yi) = 1 for all i and φ2(yi) = 1−fi. So, (φ1−φ2)(y) ∈ I

for all y and the generators of I are in the image.
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where the last isomorphism comes from the adjunction between the category of sets and the
category of commutative rings. But then we have

eq


Hom Sets({y1, . . . , ym}, lim→

i∈I

Bi)
φ1,∗,φ2,∗

⇒ Hom Sets({x1, . . . , xn}, lim→
i∈I

Bi)




∼= lim
→
i∈I

eq

(
Hom Sets({y1, . . . , ym}, Bi)

φ1,∗,φ2,∗

⇒ Hom Sets({x1, . . . , xn}, Bi)

)
.

(3.5)

Here we are using the fact that finite sets are finitely presented objects in the category of
sets and that filtered colimits of sets commute with equalizers. It then follows that

lim
→
i∈I

eq

(
Hom Sets({y1, . . . , ym}, Bi)

φ1,∗,φ2,∗

⇒ Hom Sets({x1, . . . , xn}, Bi)

)

∼= lim
→
i∈I

eq

(
HomCRingsZ

(Z[y1, . . . , ym], Bi)
φ1,∗,φ2,∗

⇒ HomRingsZ
(Z[x1, . . . , xn], Bi)

)

∼= lim
→
i∈I

HomCRingsZ

(
Coeq (Z[y1, . . . , ym]

φ1,φ2

⇒ Z[x1, . . . , xn]), Bi

)

∼= lim
→
i∈I

HomCRingsZ
(A,Bi)

where we just performed similar steps to those in the first chain of isomorphisms above,
in reversed order. On the other hand, it is clear that if A does not have a presentation
as a quotient of Z[x1, . . . , xn] then it must have infinitely many generators and the isomor-
phism (3.5) does not hold, because Hom out of an infinite set would have to commute with
filtered colimits, which it does not. Hence A is not of finite presentation.

(ii) The proof for the noncommutative case is analogous to that for the commutative case,
modulo the following changes:

• replace Z[x1, . . . xn] with Z〈x1, . . . xn〉;

• observe that the algebras Z〈x1, . . . , xn〉 are not Noetherian, hence require that the ideal
I be finitely generated.

This concludes the proof.

As a straightforward consequence of Proposition 3.4 we have the following.

Corollary 3.5. Let R be a commutative Z-algebra. We have the following.

(i) The ring A ∈ CRingsR is of finite presentation if and only if it is a quotient of R[x1, . . . , xn]
by a finitely generated ideal.

(ii) The ring A ∈ RingsR is of finite presentation if and only if it is a quotient of R{x1, . . . , xn}
by a finitely generated ideal.

Proof. (i) The claim for a general R is obtained from the case R = Z — i.e., Proposition 3.4(i)
— via the tensor product functor (base change) and formula (3.3).

(ii) The claim for a general R is obtained from the case R = Z — i.e., Proposition 3.4(ii) — via
the free product functor and formula (3.4).

Let us now discuss the corresponding notion for morphisms.
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Definition 3.6 (Morphisms of finite presentation). A morphism A→ B ∈ RingsR is said to be
of finite presentation (or finitely presented) if the canonical morphism

lim
→
i∈I

HomRingsA
(B,Ci)→ HomRingsA

(B, lim
→
i∈I

Ci)

is an isomorphism, for all filtered colimits lim
→ i∈I

Ci of A-algebras. An analogous definition is

given for morphisms in CRingsR.

Remark 3.7. Note that an object A ∈ RingsR is of finite presentation if and only if the structure
map R→ A is a morphism of finite presentation, and a morphism A→ B is of finite presentation
if and only if B is an object of finite presentation in RingsA. The same is true for commutative
rings. Therefore, when it comes to finite presentation, the use of the terminology for morphisms
and objects is compatible. Henceforth, we will often tacitly identify the two notions.

The notions of finite presentation in the commutative and noncommutative cases are formally
the same. Therefore, it is natural to ask whether the two are compatible; namely, whether a
morphism in CRingsR is of finite presentation if and only if it is of finite presentation as a
morphism in RingsR. Perhaps surprisingly, this matter turns out to be very subtle, and the
answer is in the negative, as the following example demonstrates.

Example 3.8. Let R be the commutative ring of integral polynomials in countably many variables,
R := Z[x1, x2, . . . ], and consider the polynomial ring S := R[y] in one variable with coefficients
in R. Clearly, S is commutative and the canonical inclusion morphism R → S is of finite
presentation in CRingsR, since S is a free finitely generated commutative R-algebra.

As an object in RingsR, S can be realised as the quotient of R{y} = Z〈y〉 ∗Z R by the ideal

I := {(xjy − yxj) | j ∈ N}.

Namely,

S ∼=
R{y}

I
.

Let us emphasise that the variable y of R{y} does not commute with the variables xj , j ∈ N, of
R.

We claim that the morphism f : R → S is not of finite presentation in RingsR. Indeed, for
n ∈ N define In := {(xjy − yxj) ∈ I | j ≤ n}. Then the canonical map

lim
→
n∈N

HomRingsR

(
S,

R{y}

In

)
→ HomRingsR


S, lim

→
n∈N

R{y}

In


 ∼= HomRingsR

(S, S)

fails to be an isomorphism because the identity S → S does not factor through any of the quotients
on the left-hand-side. In particular, this shows that S is not finitely presented as an object in
RingsR, recall Remark 3.7.

In plain English, the above example tells us that the incompatibility between the commutative
and noncommutative notions of finite presentation boils down to the fact that the condition on
the commutation of the Hom functor with filtered colimits is required on two different classes of
diagrams.

Now, in Example 3.8 the (commutative) ring R does not map into the center of R{y}. This
leads to a violation of the finite presentation property — as soon as R is not finitely generated
— because in order to write R[y] as a quotient of R{y} one must add infinitely many relations
to ensure that in the resulting quotient y commutes with all elements. There are (at least) two
possible ways to reconcile the notions of finite presentation in the commutative and noncommu-
tative settings. One way is to restrict oneself to the case where both R and R{y} (or more general
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version thereof) are finitely generated over Z; for example, this holds for discrete algebras (also
known as Z-algebras). Another way is to consider the category of R-algebras for which R maps
into their centre. The latter opens up an intermediate situation which we will now examine.

Motivated by the above discussion, given a commutative ring R we define ZRingsR be the
subcategory of RingsR given by

ZRingsR := {S ∈ RingsR | R→ S has image in the centre Z(S) of S} . (3.6)

By definition the inclusion CRingsR ⊂ ZRingsR as categories is full. As it turns out, despite
ZRingsR contains noncommutative rings, we have following result.

Proposition 3.9. The following statements hold.

(i) A ∈ ZRingsR is of finite presentation if and only if it is a quotient of R〈x1, . . . , xn〉 by a
finitely generated ideal.

(ii) A ∈ CRingsR is of finite presentation if and only if it is of finite presentation in ZRingsR.

(iii) In general, objects of finite presentation of ZRingsR may not be of finite presentation as
objects of RingsR.

Proof. (i) The claim follows by arguing as in Proposition 3.4 and using the fact that all ob-
jects of ZRingsR can be written as suitable quotients of inductive limits of the algebras
R〈x1, . . . , xn〉. We will revisit this in more detail in the next subsection.

(ii) Suppose that A ∈ CRingsR is of finite presentation as an object of CRingsR, then

A ∼=
R[x1, . . . , xn]

I

for some n and some (finitely generated) ideal I.

Let In be the ideal generated by the elements

{xjxk − xkxj | j, k ∈ {1, . . . , n}, j < k} (3.7)

in R〈x1, . . . , xn〉. Since

R[x1, . . . , xn] ∼=
R〈x1, . . . , xn〉

In
,

then A can be written as the quotient

A ∼=
R〈x1, . . . , xn〉

Ĩ

where the ideal Ĩ is the preimage of I through the canonical mapR〈x1, . . . , xn〉 → R[x1, . . . , xn].
Hence, A is finitely presented in ZRingsR because Ĩ is clearly finitely generated.

Now suppose that A ∈ CRingsR is finitely presented as an object of ZRingsR. This means
that one can write

A ∼=
R〈x1, . . . , xn〉

I
,

where I is some finitely generated ideal. Then one has

A ∼= Aab ∼=

(
R〈x1, . . . , xn〉

I

)ab
∼=

R〈x1, . . . , xn〉
ab

Iab
=

R[x1, . . . , xn]

Iab
. (3.8)
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Here to obtain the third isomorphism we used the fact that the functor (−)ab is left adjoint
to CRingsR →֒ ZRingsR:

HomCRingsR
(Aab , S) ∼= Hom ZRingsR

(A,S)

∼= Hom ZRingsR
(Coeq (R〈y1, . . . , ym〉

φ1,φ2

⇒ R〈x1, . . . , xn〉), S)

∼= eq

(
Hom ZRingsR

(R〈y1, . . . , ym〉, S)
φ1,φ2

⇒ Hom ZRingsR
(R〈x1, . . . , xn〉, S)

)

∼= eq

(
HomCRingsR

(R〈y1, . . . , ym〉
ab , S)

φ1,φ2

⇒ HomCRingsR
(R〈x1, . . . , xn〉

ab , S)

)

∼= HomCRingsR
(Coeq (R〈y1, . . . , ym〉

ab
φ1,φ2

⇒ R〈x1, . . . , xn〉
ab ), S)

∼= HomCRingsR

(
R〈x1, . . . , xn〉

ab

Iab
, S

)
.

Formula (3.8) implies that A is finitely presented as an object of CRingsR, which concludes
the proof.

(iii) A counterexample is provided by Example 3.8, upon observing that R[y] is also an element
in ZRingsR and using part (ii) of this proposition.

Proposition 3.9(iii) has profound implications for the noncommutative geometry over R, and
warrants a remark.

Remark 3.10. In algebraic geometry the open localizations of a commutative ring are taken to be
morphisms of finite presentation (in most topologies), because, geometrically, this means that they
are morphisms of finite dimension between the associated affine schemes. However, as illustrated
by Example 3.8, the notions of finite presentation in the commutative and noncommutative
settings are not compatible. Indeed, the Zariski open localizations used, say, in the theory of
schemes or in the theory of algebraic varieties are no longer of finite presentation as morphisms of
RingsR for a general commutative ringR, which makes noncommutative geometry fundamentally
incompatible with the theory of schemes, when the notion of finite presentation comes into play.
Namely, in our setting, if one were to use morphisms of finite presentation in RingsR to define
the Zariski topology, then the associated spectrum built out of this theory would be a singleton
— cf. Proposition 5.6.

3.1.2 Reformulation in terms of algebraic theories

The best way to explain the incompatibility described so far between the notions of finite pre-
sentation is perhaps to think in terms of algebraic theories in the sense of Lawvere [38]. In this
subsection we briefly explain how this is done.

Let C be an essentially small category with finite coproducts. The algebraic category of C is
the full subcategory of the category of pre-sheaves on C

PΣ(C ) = Func×(C op ,Sets) ⊂ Func(C op ,Sets) = Psh(C )

where Func× denotes the class of functors that preserve finite products (of C op ). Therefore,
objects of Func×(C op ,Sets) are contravariant functors F : C op → Sets such that the canonical
morphism

F (A
∐

B)→ F (A) ×F (B)

is an isomorphism.
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In the same way it is possible to show that objects of Psh(C ) can be written as arbitrary
colimits in Psh(C ) of representable pre-sheaves, one can also show that objects of PΣ(C ) are
precisely those pre-sheaves that can be written as sifted colimits5 of representable pre-sheaves.
For this reason, the reader should think of the objects of C as the free and finitely generated
objects of some class of algebraic structures and of the objects of PΣ(C ) as obtained from the free
ones by considering infinite unions and quotients by relations. Almost all categories of algebraic
objects can be presented as PΣ(C ) for a suitable C . We provide below some basic examples.

Example 3.11. • If C is the category of finite sets, then PΣ(C ) is the category of sets.

• If C is the category of finitely generated and free abelian groups, i.e. abelian groups of the
form Zn for n ∈ N, then PΣ(C ) ∼= Ab. This is (roughly) equivalent to say that any abelian
group can be written as a quotient of a free abelian group, i.e. it has a presentation in terms
of (possibly infinitely many) generators and relations.

• The previous example can be generalized immediately to left (or right) modules over any
ring. Indeed, if R is any ring and C is the category of finitely generated and free left (or
right) modules then PΣ(C ) ∼= RMod (resp. PΣ(C ) ∼= ModR).

In the spirit of the previous subsection, let us focus our attention on the algebraic theories
of rings. Let us start with the case R = Z. Let PolyZ ⊂ CRingsZ denote the full subcategory
spanned by polynomial algebras in finitely many variables, i.e. the algebras Z[x1, . . . , xn]. It is
well-known that

PΣ(PolyZ)
∼= CRingsZ.

One way to prove this equivalence is by applying [1, Theorem 6.9] noticing that PolyZ is precisely
the subcategory of perfectly presented generators of CRingsZ, in the sense of [1, Definition 5.3].
Intuitively, this is equivalent to saying that every commutative ring can be presented as a quotient
of an algebra of polynomials in an arbitrary number of variables by some relations.

The noncommutative situation is very similar. Let FreeZ ⊂ RingsZ denote the full subcate-
gory spanned by free algebras in finitely many variables, i.e. the algebras Z〈x1, . . . , xn〉 introduced
so far. It is well-known that

PΣ(FreeZ) ∼= RingsZ.

Again the equivalence can be easily reduced to an application of [1, Theorem 6.9].
Let us now recast the case of a general (commutative) R as an algebraic category. Since the

generators of the polynomial algebra with coefficients in R can be obtained as the image, via the
tensor product functor (−)⊗Z R, of the polynomial algebras with coefficients in Z — see (3.3) —
the slice category CRingsR of R-algebras is the algebraic category associated to PolyR.

Let us define the category FreeR ⊂ RingsR as the category spanned by the free noncom-
mutative algebras in finitely many variables over R, i.e. the algebras of the form R〈x1, . . . , xn〉.
One might wonder whether these objects generate the category RingsR; this turns out not to
be the case, because RingsR contains a lot of objects for which R does not map into the center,
see e.g. Example 3.3 and Example 3.8. Consequently, the category RingsR is not the algebraic
category associated to the category FreeR of free algebras over R, because it contains algebras
that cannot be written as quotient of free algebras in any number of variables. Below we complete
the analysis of Example 3.3, to impress on this crucial phenomenon.

Example 3.12. Consider the inclusion Z[x] → Z〈x, y〉. The ring on the LHS is commutative,
whereas in the target xy 6= yx. Hence, Z[x] is not mapped into the center of the target ring. In
particular, the Z[x]-algebra Z〈x, y〉 that cannot be written as a quotient of

Z[x]〈{yk}k∈K〉

for any set of variables, where K is an arbitrary indexing set.

5A colimit lim
→ i∈I

Ai is said sifted if the partially ordered set I is such that the diagonal map I → I×I is cofinal.

For example, filtered colimits are sifted, but not all sifted colimits are filtered.
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Inspired by the above example, and in the spirit of what done in the previous subsection, one
turns to ZRingsR, looking for an intermediate situation. One can show that ZRingsR is, in
fact, the algebraic category PΣ(FreeR):

PΣ(FreeR) ∼= ZRingsR .

Finally, in order to view RingsR as an algebraic category, we denote by NCFreeR the full
subcategory of RingsR comprising algebras R{x1, . . . , xn} defined in accordance with (3.4). Then
we have that

PΣ(NCFreeR) ∼= RingsR.

Again, these claims can be proved by a straightforward application of [1, Theorem 6.9].

Remark 3.13. We should like to point out that the equivalence PΣ(NCFreeR) ∼= RingsR is
true and makes sense also when R is noncommutative, whereas the category ZRingsR does not
make sense (or at least is a very unnatural object to consider) for noncommutative rings.

3.2 Homotopical algebras

As in the previous subsection, R ∈ CRings is a fixed commutative Z-algebra. After recalling
the theory of discrete rings over R, we now would like to provide a similar discussion in the
homotopical setting. The categories HCRingsR and HRingsR have formal properties that
are very different from the ones of discrete objects, if they are considered as bare categories,
i.e. without considering their model structures that enrich them to ∞-categories. The main
difference between the discrete and the homotopical settings is that homotopy categories of model
categories usually do not have all limits and colimits. In particular, they usually do not have all
pullbacks nor all pushouts. Nevertheless, it is possible to construct objects that are very similar
to pullbacks and pushouts but lack the universal property6. These objects are called homotopy
pullbacks and homotopy pushouts and we shall define them in the framework of model categories7.

Let us start by recalling the following definition.

Definition 3.14. Let F : C → D be a functor between model categories. The left derived functor
of F , if it exists, is the right Kan extension

C D

Ho(C ) Ho(D)

F

⇓

LF

.

The right derived functor of F , if it exists, is the left Kan extension

C D

Ho(C ) Ho(D)

F

⇑

RF

.

6To restore the universal properties of these constructions and get rid of the “negligible indeterminacy” of
homotopy pushouts and homotopy pullbacks, it is necessary to use the language of ∞-categories. However, there is
no need for us to discuss such matters in detail, in that it is possible to define homotopy pullbacks and homotopy
pushouts directly in HCRingsR and HRingsR; these pullbacks and pushouts will just lack universal properties
characterising as ∞-categorical limits or colimits.

7Homotopy limits and homotopy colimits can be considered in all the different settings where homotopy theory
can be developed. We presented our homotopy categories via model categories, therefore we will discuss the
definition of homotopy limits and colimits only for model categories.
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Notice that the notion of derived functor introduced in Definition 3.14 is compatible with
the notion of derived functors of a Quillen adjoint pair introduced before. In general, derived
functors may not exist because Kan extensions of functors do not always exist. The notion of
derived functor permits us to define homotopy limits and homotopy colimits.

Definition 3.15. Let C be a model category8, I a poset and consider the functor lim
← i∈I

(−) :

C I → C . Then, the homotopy limit functor is the derived functor R lim
← i∈I

(−). Similarly, the

homotopy colimit functor is the derived functor L lim
→ i∈I

(−) of the functor lim
→ i∈I

(−).

In Definition 3.15 we have taken for granted that a model structure on C induces a model
structure on the category of diagrams C I . We refer to [27, Chapter 13] for an exposition of the
standard methods to endow C I with model structures.

Proposition 3.16. The categories HCRingsR and HRingsR have all homotopy limits and
homotopy colimits.

Proof. This is a well known result for which we provide a brief justification. We notice that the
categories of simplicial rings and simplicial commutative rings have all limits and colimits because
they are categories of functors valued in complete and cocomplete categories and therefore limits
and colimits are computed objectwise. Therefore, we only need to check that the limit and colimit
functors are Quillen functors, which implies that they are derivable in the sense of Definition
3.15. Since both SCRingsR and SRingsR are combinatorial model categories, for any diagram
I we can endow (SCRingsR)

I (resp. (SRingsR)
I) with the projective (resp. injective) model

structure making all the required adjunctions Quillen. Once again, we refer to [27, Chapter 13]
for further details about these constructions.

Later on, we will be interested in computing homotopy pushouts (of homotopy rings) and ho-
motopy pullbacks (of affine noncommutative spaces). By Definition 3.15 the homotopy pushouts
in HCRingsR and HRingsR are given by the derived functor of the pushout in SCRingsR and
SRingsR, respectively. By the description of pushouts in CRingsR and RingsR, we can deduce
that the pushouts in SCRingsR are given by computing the commutative simplicial ring

(X• ⊗Y • Z•)n = Xn ⊗Yn Zn

for X•, Y •, Z• ∈ SCRingsR. Whereas, the the pushouts in SRingsR are given by the simplicial
ring

(X• ∗Y • Z•)n = Xn ∗Yn Zn

forX•, Y •, Z• ∈ SRingsR, see [55, Section 14.8]. Therefore, the homotopy pushouts inHCRingsR
and HRingsR are computed as

A⊗L
B C

and
A ∗LB C ,

respectively, and Proposition 3.16 ensures that these derived functors exist.
To define finitely presented objects in HCRingsR and HRingsR we need to recall another

concept from homotopy theory. We recall that both SRingsR and SCRingsR are simplicial
model categories. This means that given two objects X,Y ∈ SCRingsR (or X,Y ∈ CRingsR)
there is a natural simplicial set of morphisms between them

Hom (X,Y ).

8We recall that by definition model categories have all limits and colimits, in the 1-categorical sense.
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To describe the simplicial set Hom (X,Y ) we notice that the categories SRingsR and SCRingsR
satisfy the hypothesis of [49, Proposition 4.2] and therefore we can use their formula to define it.
So, for any set X and any A ∈ RingsR (resp. A ∈ CRingsR) we define

A ·X = ∗
x∈X

A (resp. A ·X =
⊗

x∈X

A)

and then for any X• ∈ SSets and A• ∈ SRingsR (resp. A• ∈ HCRingsR) we define the
simplicial set

(A⊗X)n = An ·Xn.

With this notation, we define

Hom SRingsR
(X,Y )n = Hom SRingsR

(X ⊗∆n, Y )

for X,Y ∈ SRingsR, and similarly in the case of SCRingsR. One can show that the de-
scription just given for the mapping spaces of SRingsR and RingsR implies that the inclusion
HCRingsR → HRingsR is not fully faithful.

We also recall that the category of simplicial sets has a natural model structure defined by
Quillen (see e.g. [34, Chapter 2]), therefore it makes sense to ask for the existence of the derived
functor that would make the following diagram commutative

SCRingsR SSets

HCRingsR HSets

Hom

RHom

,

where HSets = Ho(SSets) is the homotopy category of SSets with respect to the Quillen model
structure, that is equivalent to the homotopy category of topological spaces with the standard
model structure. It turns out that the derived functor RHom exists and can be computed as

RHom (X,Y ) = Hom (Q(X), Q(Y ))

where Q(−) is the cofibrant replacement functor. One important property of the derived hom-
spaces is that

π0(RHom (X,Y )) = HomHCRingsR
(Q(X), Q(Y )).

Definition 3.17. An object X ∈ HRingsR (resp. X ∈ HCRingsR) is said homotopically of
finite presentation if the natural map

L lim
→
i∈I

RHom (X,Yi)→ RHom (X,L lim
→
i∈I

Yi)

is an equivalence for all filtered systems {Yi}i∈I .

Proposition 3.18. 1. X ∈ HRingsR is of finite presentation if and only if it is a retract of
a finite cell of finitely generated free algebras.

2. X ∈ HCRingsR is of finite presentation if and only if it is a retract of a finite cell of
finitely generated polynomial algebras.

Before proving the proposition we briefly explain the terminology used. We refer to [57,
Definition 1.2.3.4] for a more detailed discussion and to [57, Proposition 1.2.3.5] for a more
general version of our Proposition 3.18. We say that an object X ∈ HRingsR is a strict finite
cell of finitely generated free algebras if there exists a finite sequence of morphisms

R = X0 → X1 → · · · → Xn = X
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and for any i a push-out square

R{x1, . . . xm} R{y1, . . . yl}

Xi Xi+1
.

We say that X is a finite cell of finitely generated free algebras if it is equivalent to a strict finite
cell of finitely generated free algebras. The same definition is given for objects of HCRingsR
replacing the free algebras with polynomial algebras.

Proof of Proposition 3.18 . We first notice that HRingsR (resp. HCRingsR) are compactly
generated and the objects R{x1, . . . , xm} (resp. R[x1, . . . , xm]) are a set of ω-compact and ω-small
generators. Therefore, [57, Proposition 1.2.3.5 (4)], applies to both HRingsR and HCRingsR.
More precisely, we can use the same reasoning of [57, Proposition 1.2.3.5 (4)] to show that all
the objects R{x1, . . . , xm} (resp. R[x1, . . . , xm]) are homotopically finitely presented. Once this
is proved it is easy to check that reatracts of finite cells of the ω-compact and ω-small generators
are finitely generated and, conversely, every finitely presented object is a retract of such a finite
cell.

Recall that there are fully faithful inclusionsRingsR ⊂ HRingsR andCRingsR ⊂ HCRingsR
where the classical categories are embedded as discrete objects. So, it is natural to ask what is
the relation between the classical notion of finite presentation and the homotopical version of fi-
nite presentation. It turns out that the homotopical version is strictly stronger than the classical
version. We briefly explain why this is the case in the next example.

Example 3.19. Suppose that A ∈ CRingsR is of finite presentation (in the noncommutative
setting we can reason in a similar fashion). This means that we can write

A ∼= Coker (R[x1, . . . , xn]→ R[y1, . . . , ym])

in CRingsR. Now, the operation of taking cokernel does not exist in HCRingsR and is replaced
by the homotopical cokernel (also known as cofiber or cone). So, we can consider the object

LCoker (R[x1, . . . , xn]→ R[y1, . . . , ym])

that is well-defined in HRingsR. Notice that it is always true that

π0(LCoker (R[x1, . . . , xn]→ R[y1, . . . , ym])) ∼= A

but, in general, for specific examples of A, πn(LCoker (R[x1, . . . , xn] → R[y1, . . . , ym])) 6= 0 for
n > 0. Such examples are obtained by quotienting R[y1, . . . , ym] by an ideal whose generators
do not form a regular sequence. Therefore, the (finite) presentation given by the homotopical
cokernel above is not a presentation of A in HCRingsR, but it presents another object whose
homotopy groups are not concentrated in degree 0. This means that A has a different presentation
in HCRingsR and this different presentation may be finite or not. We do not provide an explicit
example of an object of finite presentation in CRingsR for which its presentation in HCRingsR
is not finite anymore, but the reader should be convinced that it is possible to manufacture one.

We would like to emphasise that although Example 3.19 shows that being homotopically
of finite presentation is different from being classically of finite presentation for a morphism of
commutative rings, for many important classes of morphisms the two notions are equivalent.
Since the mismatch between the two notions is given by higher cohomology groups, for flat maps
the two notions of finite presentation agree. Therefore, for example, for smooth or étale maps of
commutative rings, being of finite presentation or homotopical finite presentation is equivalent.
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Moreover, the above discussion implies that in the homotopical world the same incompati-
bility between the notions of finite presentation in the commutative and noncommutative set-
tings remains. Indeed, since for a morphism of commutative rings being homotopically of finite
presentation implies being classically of finite presentation, then being not classically of finite
presentation implies being not homotopically of finite presentation. Thus, we have see in Exam-
ple 3.8 that there are commutative rings R for which the algebras R[x1, . . . , xn] are not of finite
presentation in RingsR and hence these are not of finite presentation in HRingsR. We do not
dwell further into the study of the homotopical finite presentation of morphisms of HRingsR
because the main constructions of this work get rid of the hypothesis of finite presentations on
the morphisms.

We will also use the following property of the homotopical monoidal Dold-Kan correspondence.

Lemma 3.20. Let
LN : HRingsR ⇆ Ho(DGA

≤0
R ) : (LN :)−1

and
(RΓ)−1 : HRingsR ⇆ Ho(DGA

≤0
R ) : RΓ.

be the adjunctions given by the homotopical monoidal Dold-Kan equivalence, cf. Proposition 2.2.
Then,

LN(A ∗LR B) ∼= LN(A) ∗LR LN(B)

and
RΓ(C ∗LR D) ∼= RΓ(C) ∗LR RΓ(D)

for all A,B ∈ Ho(SRingsR) and C,D ∈ Ho(DGA
≤0
R ).

Proof. By Proposition 2.2 both LN and RΓ commute with the tensor product. The free product
of algebras can be written in terms of direct sums and tensor products, therefore both LN and
RΓ commute with both these operation because they are both equivalences. Or, equivalently, we
can notice that Quillen equivalences commute with homotopy limits and homotopy colimits in
general, so all the above functors commute with homotopy pushouts.

3.3 Modules over homotopical rings

We now consider R ∈ HRingsZ. So R is a fixed, not necessarily commutative, homotopical
ring in this subsection. We briefly discuss the category of (left, right or bi-) modules over an
object A ∈ HRingsR (or A ∈ HCRingsR if R is commutative). It is convenient to work at
the level of model categories. We can think of an object A ∈ HRingsR as a simplicial ring;
the theory of monoidal categories allows one to associate to A the category of simplicial left
modules ASMod, simplicial right modules SModA and simplicial bimodules SBiModA over A.
All these categories inherit a model structure from the model structure on RSMod, SModR,
and SBiModR, respectively. For each of these categories one can then construct the associated
homotopy category:

AHMod := Ho(ASMod), HModA := Ho(SModA), HBiModA := Ho(SBiModA).

For later convenience, let us discuss the relation between a morphism f : A→ B in HRingsR
and the corresponding induced functors between the homotopy categories just introduced. The
morphism f induces the following adjunctions:

Lf∗ = B ⊗L
A (−) : AHMod ⇆ BHMod : f∗ , (3.9)

Lf∗ = (−)⊗L
A B : HModA ⇆ HModB : f∗ , (3.10)

Lf∗ = (−)⊗L
A B : HBiModA ⇆ HBiModB : f∗ , (3.11)

Lf∗ = (−) ∗LA B : HRingsA ⇆ HRingsB : Rf∗ , (3.12)
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where the right adjoints are obtained via the morphism f by forgetting the B-module (resp.
B-algebra) structure. These functors will play a fundamental role in all that follows. As a final
remark, we notice that when we write f∗ in place of Rf∗ we mean that the derived functor functor
is trivial, in the sense that the left Kan extension of Definition 3.14 is a natural isomorphism.

4 The noncommutative spectrum

This section is the core of this paper. Using derived geometry, we will introduce a robust notion
of spectrum for homotopical rings. This will be achieved by defining a Grothendieck topology
on the category HRings

op
Z , in analogy with the Zariski topology used in scheme theory. We will

argue that HRings
op
Z is a good candidate for a noncommutative replacement of the category

of affine schemes. Denoting by dAffZ := HRings
op
Z the category of derived noncommutative

affine schemes, let us introduce the formal duality functor (i.e. the formal contravariant functor
mapping an object to itself and a morphism to the opposite morphism)

Spec : HRingsZ → dAffZ (4.1)

A 7→ Spec(A) =: X .

In the remainder of this section we will provide a geometric construction of the functor Spec
that closely mimics the classical construction of the spectrum of a commutative ring given by
Grothendieck. Namely, we will define a Grothendieck topology on dAffZ that almost precisely
generalises the (classical) Zariski topology of scheme theory.

Let us begin by giving a preliminary definition.

Definition 4.1. A morphism f : A→ B in the category HRingsZ is said to be a

• homological epimorphism if the canonical map B ⊗L
A B → B is an equivalence;

• homotopical epimorphism if the codiagonal map B ∗LA B → B is an equivalence.

The next proposition motivates the choice of homotopical epimorphisms as noncommutative
localizations and guarantees that our construction will be ‘compatible’ with the classical one
when applied to commutative rings. For further details, we refer to Section 5.1.

Proposition 4.2. Let f be a morphism in HRingsZ. The following statements are equivalent:

(a) The morphism f is a homological epimorphism.

(b) The morphism f is a homotopical epimorphism.

(c) The functor Rf∗ : HRingsB → HRingsA is fully faithful.

(d) The functor f∗ : HModB → HModA is fully faithful.

(e) The functor f∗ : BHMod→ AHMod is fully faithful.

(f) The functor f∗ : HBiModB → HBiModA is fully faithful.

Proof. The equivalence between assertions (a) and (b) was proved in [22, Theorem 4.4]. Observe
that [22, Theorem 4.4] is stated for unbounded dg-algebras but it directly implies our statement in
the category HRingsZ. Indeed, the homotopy category of connective dg-algebras Ho(DGA≤0)
sits fully faithfully into the homotopy category of unbounded dg-algebras Ho(DGA) and, since
the free product is a left derived functor, the free product of connective dg-algebras is always
connective, independently of whether it is considered as objects inHo(DGA≤0) or inHo(DGA).

So, for a morphism f : A→ B in Ho(DGA≤0) the condition B ∗LAB
≃
→ B is equivalent to require
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that the same condition holds in Ho(DGA). Then, by Lemma 3.20 the functor RΓ commutes
with free products and therefore

B ∗LA B
∼=
→ B ⇒ RΓ(B) ∗LRΓ(A) RΓ(B)

∼=
→ RΓ(B) ;

since RΓ is a monoidal equivalence, its quasi-inverse LΓ−1 is strongly monoidal, too. Therefore,

the isomorphism LΓ−1(B ∗LAB)
∼=
→ LΓ−1(B) implies LΓ−1(B)∗LLΓ−1(A)LΓ

−1(B)
∼=
→ LΓ−1(B); this

gives us that also in the connective case the notions of homological and homotopical epimorphism
coincide, because RΓ is also compatible with the (derived) tensor product.

For the equivalence of the assertion (a) with each of (d), (e), and (f), we notice that the canon-
ical morphism B⊗L

AB → B is the counit of the adjunctions (3.9), (3.10), and (3.11), respectively,
because it is a map of bimodules. Then, the requirement that the counit transformation of an
adjunction is a natural isomorphism is equivalent to the right adjoint being fully faithful. Simi-
larly, the equivalence between (b) and (c) is obtained by observing that the codiagonal morphism
B ∗LA B → B is the counit of the adjunction (3.12), and asking that it is a natural isomorphism
is equivalent to ask that the right adjoint is fully faithful. This completes the proof.

4.1 The formal homotopy Zariski topology

In order to define a Grothendieck topology on dAffZ we first need to specify appropriate notions
of open embedding and cover for the topology. More explicitly:

Definition 4.3. We call formal homotopy Zariski topology the topology TZar whose open embed-
dings are formal homotopical Zariski open embedding and the covers are formal covers, where:

• A morphism f : Spec(B) → Spec(A) in dAffZ is said to be a formal homotopical Zariski
open embedding if it is a homotopical epimorphism in the category HRingsZ.

• A finite family of formal homotopical Zariski open embedding {fi : Spec(Bi) → Spec(A)}i
is called a formal cover if the family of functors {Lf∗

i : HRingsA → HRingsBi
}i is

conservative.

Proposition 4.4. The formal homotopy Zariski topology on dAffZ defines a Grothendieck topol-
ogy.

Proof. To prove our claim we have to check that three conditions are satisfied.

1. That if a morphism f ∈ dAffZ is an isomorphism, then it is also a homotopical Zariski
open embeddings. This is clearly true.

2. That, given a formal homotopical Zariski cover {Ui → X} and a morphism Y → X, the
pullback family {Ui×

R
XY → Y } is formal homotopical Zariski cover. To this end, if we write

X = Spec(A), Y = Spec(B), and Ui = Spec(Ai) then Ui ×
R
X Y = Spec(Ai ∗

L
A B). So, since

homotopy pushouts preserve homotopy epimorphisms, then the fact that the morphisms
fi : A→ Ai are homotopy epimorphisms imply that the morphisms fi ∗

L
A B : B → Ai ∗

L
A B

are homotopy epimorphisms as well. Furthermore, we have that the family for functors
{Lf∗

i : HRingsA → HRingsAi
} is conservative by hypothesis. Let C,C ′ ∈ HRingsB and

assume that there is a morphism C → C ′ that induces isomorphisms

C ∗LB B ∗LB Ai ≃ C ′ ∗LB B ∗LA Ai

for all i. We need to check that C ∗LA Ai ≃ C ′ ∗LA Ai. But by the dual of the (homotopical)
pullback lemma (see [39, Lemma 4.4.2.1]), we get that in the diagram

A B C

Ai B ∗LA Ai C ∗LB B ∗LA Ai

27



the fact that the two small squares are homotopy pushouts imply that also the outer square
is a homotopy pushout. Therefore, we get a (non-canonical, up to a contractible space of
choices) isomorphism

C ∗LB B ∗LA Ai
∼= C ∗LA Ai.

And since the same is true for C ′, we get isomorphisms

C ∗LA Ai
∼= C ′ ∗LA Ai

for all i. By hypothesis this implies that C and C ′ are isomorphic as objects of HRingsA;
but the forgetful functor HRingsB → HRingsA is conservative, therefore the isomorphism
lifts to an isomorphism of objects of HRingsB .

3. Finally it remains to check the stability of covers by composition. Given a homotopical
Zariski cover {Ui → X} and, for every i, homotopical Zariski covers {Vi,j → Ui} of Ui, this
amounts to check that the family {Vi,j → X} is a homotopical Zariski cover of X. Again,
let us adopt the notation X = Spec(A), Ui = Spec(Ai), and Vi,j = Spec(Bi,j), and let
us work algebraically in the category HRingsZ. It is easy to check that the composition
of two homotopy epimorphisms is a homotopy epimorphism, so the composite morphism
Vi,j → Ui → X is a homotopy epimorphism for all i, j. It remains to check the conservativity
condition of the cover. Let C,C ′ ∈ HRingsA and assume that there is a morphism C → C ′

that induces isomorphisms
C ∗LA Bi,j ≃ C ′ ∗LA Bi,j

for all i, j. We use again the (dual of the) homotopical pullback lemma (cf. [39, Lemma
4.4.2.1]) to deduce that in the diagram

A Ai Bi,j

C C ∗LA Ai C ∗LA Ai ∗
L
Ai

Bi,j

the outer square is a homotopy pushout square. And the same with C replaced by C ′. This
gives isomorphisms

C ∗LA Bi,j
∼= C ∗LA Ai ∗

L
Ai

Bi,j , C ′ ∗LA Bi,j
∼= C ′ ∗LA Ai ∗

L
Ai

Bi,j.

So, the data of these isomorphism and the fact that for all j the family {Vi,j → Ui} is a
cover imply that for all i we have isomorphisms

C ∗LA Ai
∼= C ′ ∗LA Ai .

This family of isomorphisms plus the fact that {Ui → X} is a cover imply that

C ∼= C ′

as claimed.

This concludes the proof.

Proposition 4.4 can be easily generalised as follows.

Corollary 4.5. Let R ∈ HRingsZ, not necessarily discrete. The formal homotopy Zariski
topology on HRingsZ restricts to a topology on HRingsR.
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Proof. In the proof of Proposition 4.4 only formal properties of homotopical epimorphisms have
been used: the base ring Z plays no role. It is straightforward to check that the same arguments
work in HRingsR.

Remark 4.6. We point out another striking difference between the commutative and the non-
commutative situations. In (derived) algebraic geometry, for affine morphisms of schemes the
Base Change Theorem holds. In this situation, the theorem takes the following form. Let

A B

C C ⊗L
A B

be a pushout square of commutative algebras, and let M ∈ HModC , then M ⊗L
C C ⊗L

A B ∼=
M ⊗L

A B. Of course, in this situation, the theorem is just a basic cancellation property of
the tensor product functor. This theorem has several consequences in terms of relating the
geometry of Spec(A) to the category HModA. But in the noncommutative situation, pushouts
are computed via the free product of algebras. So, in this case we have that pushouts of algebras
are given by diagrams of the form

A B

C C ∗LA B

therefore, the base change theorem would have the form of an isomorphism

M ⊗L
C C ∗LA B ∼= M ⊗L

A B

for all M ∈ HModC , that is not true in general, not even with M = C. This creates extra
complications in the relations between the geometry of Spec(A) and the properties of HModA

in the noncommutative case that are at the heart of the discussion in Section 7. We also notice,
that instead, if we work with algebras over A, the base change theorem holds, i.e. it is true that

D ∗LC C ∗LA B ∼= D ∗LA B

for any D ∈ HRingsC . And this property is what we used to prove Proposition 4.4.

We will see in Section 5 that the connection between the geometry of Spec(A) and the category
HModA is not lost in the noncommutative case as homotopical epimorphisms are precisely
determined by specific localizations of the category HModA.

4.2 The category of localizations

We now want to associate to any object R ∈ HRingsZ a geometric space using the homotopy
Zariski topology on HRingsR. The procedure we adopt here is the same that can be used to
obtain the Grothendieck spectrum of a commutative ring from the data of the classical Zariski
topology on the category of affine schemes9. To do this we introduce the following notation.

Definition 4.7. Let R ∈ HRingsZ and let us denote X = Spec(R) ∈ dAffZ.

• We define Loc(R), the category of localizations of R, to be the subcategory of all homotopy
epimorphisms in HRingsR whose domain is R.

9In Proposition 5.5 we will give more details about this procedure in the classical setting.
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• We define Ouv(X), the category of open immersions of X, to be the subcategory of all
homotopy monomorphisms in dAffR whose codomain is X.

Observe that, by definition, we have Loc(R) = Ouv(X)op . Before moving forward with the
study of the categories Loc(R) and Ouv(X), let us discuss some examples of formal homotopy
Zariski localizations.

Example 4.8. (i) Classical Zariski localizations. Let R be a (discrete) commutative ring
and consider a Zariski localization, namely a morphism of commutative rings R → S that
induces an open embedding Spec(S)→ Spec(R) for the classical Zariski topology. As shown
in [58, Lemma 2.1.4 (1)], a Zariski localization induces a homotopical epimorphism in
HRingsR. For the sake of completeness, let us mention that the family of Zariski local-
izations can be also characterised algebraically as the family of flat epimorphisms of finite
presentation. Notice also that [58, Lemma 2.1.4] shows that the homotopy Zariski topology
on commutative simplicial rings precisely restricts to the classical Zariski topology on dis-
crete commutative rings. In this sense, the homotopical Zariski topology is a generalization
of the classical Zariski topology of scheme theory.

(ii) Flat epimorphisms. A generalisation of the previous example is the class of flat epimor-
phisms between (discrete) rings f : R → S. This class encompasses the class of Zariski
localizations and although it is a priori a huge class, it is well-known that the family of
isomorphism classes (in the category of R-algebras) of epimorphisms with fixed source ring
R is a set. The sub-class of flat ring epimorphisms has been thoroughly studied in the
literature and, by definition, is a sub-class of homotopical epimorphisms of ring. Indeed,
if S is flat over R, then the canonical map S ⊗L

R S → S ⊗R S is an equivalence; since
f is an epimorphism, S ⊗R S → S is an isomorphism, and the fact that the composition
S⊗L

RS → S⊗RS → S is an equivalence is precisely the request of R→ S being a homotopical
epimorphism.

The class of flat ring epimorphism is a nice and easy-to-study class of morphisms — a
natural candidate for a noncommutative generalisation of the class of Zariski localizations.
However, at closer inspection one realises that this class cannot be used in the definition of
a Grothendieck topology for noncommutative rings, because it is not stable under push-outs
of rings. To see this, consider the following situation. Let R be a ring and s ∈ R be such
that the multiplicative subset {1, s, s2, . . .} ⊂ R is not an Ore subset and the localization
R → R[s−1] is not flat. Note that such examples exist (see, e.g. , Example (vi) below).
Then the diagram

Z[x] Z[x, x−1]

R R[s−1]

is a cocartesian diagram of rings ( i.e. , R[s−1] ∼= R ∗Z[x] Z[x, x
−1]), where the left vertical

map is given by x 7→ s. But Z[x] → Z[x, x−1] is the prototype of a flat morphism of
commutative rings, whereas R→ R[s−1] is by construction not flat.

(iii) Ore localizations. If S ⊂ R is a multiplicative subset that satisfies the Ore condition10,
then the localization map R → R[S−1] is a flat ring epimorphism, and therefore it is a
homotopical epimorphism. If S does not satisfy the Ore conditions, then the localization
map R→ R[S−1] is not flat and in general is not even a homotopical epimorphism.

10The (right) Ore condition for a multiplicative subset S of a ring R is that for a ∈ R and s ∈ S, the intersection
aS ∩ sR 6= ∅.
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(iv) Localizations of discrete commutative rings. If A is a commutative simplicial ring
( i.e. , A ∈ HCRingsZ) and A → B a homotopical epimorphism then B is commutative
( i.e. , B ∈ HCRingsZ)

11. Moreover, if A is Noetherian and discrete, then B is also
discrete by [2, Theorem 1.1 (2)]. In the next example we briefly discuss the non-Noetherian
case, so let us focus on the Noetherian case here. In this situation, by the main results
of [44], localizing subcategories of D(ModA) precisely correspond to subsets of prime ideals
spectrum Spec(A) and so do in particular smashing subcategories. Therefore, the smashing
localizations of D≤0(ModA) correspond to inclusions Spec(B)→ Spec(A) where the image
is a generalization closed subset. This property of homotopical localizations of discrete rings
being concentrated in degree 0 crucially fails for noncommutative rings because of the exis-
tence of non-flat localizations. The Example (vi) illustrates an explicit instance where this
phenomenon occurs.

(v) Localizations of non-Noetherian valuation rings. In the case of non-Noetherian
commutative rings, the situation is more complicated than in the Noetherian case. Still,
at least in some case, the family of homotopy epimorphisms can be explicitly described.
In [13, Section 2] there is a summary of the classification of homotopical epimorphisms for
valuation rings R. For example, in this situation, if R is a valuation ring with maximal
ideal m such that m = m

2, then it is possible to show that the (non-flat) homomorphism
R → R

m
is a homotopical epimoprhism. A similar phenomenon happens in the theory of

commutative C∗-algebras as shown in [9].

(vi) Localizations of discrete noncommutative rings. We now give an example of a ho-
motopical epimorphism from a discrete noncommutative ring to a non-discrete simplicial
ring. This example is taken from [19, Example 5.5] and adapted to the conventions used in
this paper. Let us work with connective dg-algebras and tacitly use the Dold–Kan equiva-
lence whenever needed. Let R be a commutative ring that, for simplicity, we assume to be
of characteristic zero. Consider the R-algebra

A =
R〈s, t, u〉

(st, us)
.

One can show that the multiplicative subset {1, s, s2, s3, . . .} ⊂ A does not satisfy the Ore
conditions and therefore the localization A → A[s−1] is not flat. Moreover, one can check
that it is not true that A[s−1] ∗LA A[s−1] ∼= A[s−1] and therefore this localization is not
a homotopical epimorphism. This failure can be corrected by considering the homotopical
localization of A at s−1, obtained, roughly speaking, by inverting s homotopically rather
than in the category of rings. We refer to [19] for more details about this procedure of
homotopical inversion of elements of dg-algebras in general. For the purpose of this example
it is enough to know that the result of this operation is always a homotopical epimorphism
but the target ring might not be discrete even if the domain is. In our situation we can
define the localization of A at s via the free product

A ∗LR[s] R[s, s−1],

11An easy way to prove this assertion is the following. It is known, and we will give a proof in Proposition
5.12, that any homotopy epimorphism A → B determines a unique smashing localization of D(ModA). In this
case, the smashing subcategory generated by A, that is the unit of the ⊗-triangulated structure in D(ModA), is
D(ModA) itself and it follows that all smashing subcategories, i.e. kernels of smashing localizations, are ⊗-ideals.
It is then a standard consequence of the Eckmann–Hilton argument that the algebra constructed in Proposition
5.12 is commutative in this situation.
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that is meant to be the push-out of the diagram

R[x] R[x, x−1]

A A ∗L
R[s] R[s, s−1]

,

where the map R[x] → A is defined by x 7→ s. Notice that R[x] → R[x, x−1] is one of
the most basic Zariski localizations of algebraic geometry, and hence it is a homotopical
epimorphism by Example (i). And by Proposition 4.4 this implies that A→ A∗L

R[s]R[s, s−1]
is a homotopical epimorphism. To explicitly compute the derived free product, we can follow
[19, Example 5.5] where it is shown that the cofibrant R-dg-algebra

C = R〈s, t, u, z, w, a〉

is a R[s]−cofibrant replacement of A. Here z and w are generators in degree12 −1, a
is a generator in degree −2, and the differentials are defined by dz = st, dw = us and
da = uz − wt. Therefore, a calculation gives us

A ∗LR[s] R[s, s−1] ∼= C ∗R[s] R[s, s−1].

One can check that the latter dg-algebra has cohomology in all even negative degrees (see [19,
Example 5.5] for a detailed computation).

With the next proposition, we shall show that the category Loc(R) is equivalent to a complete
join semi-lattice, namely, a partially ordered set that admits a least upper bound (join) for any
nonempty arbitrary collection of subsets.

Proposition 4.9. The category Loc(R) is essentially small and is equivalent to a complete join
semi-lattice.

Proof. To prove that Loc(R) is essentially small we notice that HRingsZ is a homotopically
well-copowered category. One way see why this is true13, is to observe that Proposition 4.2
implies that the datum of a homotopy epimorphism is equivalent to a smashing localization of
HModR (see subsection 5.3 for further details). These in turn are particular cases of smashing
localizations of the unbounded derived category D(R) and form a set, because D(R) is compactly
generated (cf. the introduction of [36]). This shows that Loc(R) is essentially small. To show
that it is equivalent to a poset, we observe that for any A,A′ ∈ Loc(R) the set

HomHRingsR
(A,A′)

is either empty or a singleton, because the structure maps R → A and R → A′ are homotopical
epimorphisms. This poset has all joins that are given by the derived free product of algebras
because it is the homotopical coproduct of algebras.

By duality, the above proposition tells us that the categoryOuv(X) is equivalent to a complete
meet semi-lattice, namely, a partially ordered set that admits a greatest lower bound (meet) for
any nonempty arbitrary subset. We will interpret the objects of Ouv(X) as open subsets of

12We should warn the reader that in [19, Example 5.5] the degrees are positive, because [19] adopts homological
differentials for dg-modules, rather than cohomological differentials used in the present paper.

13Another possibility is to notice that well-copoweredness is always true for an algebraic category and also its
homotopical version is true for homotopical algebraic categories. From our description of the category RingsR as
an algebraic category the reader can imagine that HRingsR is a homotopical algebraic category. Since we have not
introduced the homotopical version of the notion of algebraic category we prefer to argue in a more down-to-earth
way to prove well-copoweredness.
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X = Spec(R), their meets as intersections of open subsets. We do not interpret joins of Ouv(X)
as unions in X, because unions will be prescribed by the homotopy Zariski topology and the latter
is not always compatible with the lattice structure of Ouv(X). There are two main reasons for
why the joins in Ouv(X) do not precisely correspond to geometric unions in X. One is a
phenomenon proper of noncommutative geometry that will be presented later on. The other is
more classical, it is explained in the next remark and boils down to the fact that the objects of
Ouv(X) form just a base for a topology not all the opens subsets of a topological space.

Remark 4.10. Already in the classical setting of the Zariski topology for commutative rings,
it can happen that given two U, V ∈ Ouv(X), their join in Ouv(X) does not agree with their
geometric union (this is equivalent to say that the union of two open affine subschemes should
be computed in the category of schemes and not in the category of affine schemes). A simple
example of this phenomenon happens when X = Spec(C[x, y]), U = Spec(C[x, y][x−1]), and
V = Spec(C[x, y][y−1]). In this case U ∪ V is not an affine scheme (in the usual sense) and
therefore it is not equivalent to Spec(A) for any A ∈ HRingsZ. But clearly U ∪ V makes sense
as a (non-affine) scheme. Alternatively, one can think of the scheme U ∪ V as an affine stacks
in the sense of Toën (see [56]) or even better in the framework of complicial algebraic geometry
of [57, Chapter 2.3]. This amounts to work with the whole category of unbounded dg-algebras in
place of the category of connective dg-algebras, which coincidentally is the setting of [19] and [22].
In this alternative setting, we would get that the construction of Loc(R) and Ouv(X) gives the
(distributive if R is commutative) lattice of smashing localizations of D(ModR) into which the
Loc(R) canonically embeds. But this difference is negligible because the sites associated to these
two versions of the constructions are equivalent (see [44] for more information on the commutative
side of this). We prefer to work with connective dg-algebras because we would like to distinguish
the cohomological and the infinitesimal directions of derived geometry.

Building upon Remark 4.10, it is easy to find homotopy epimorphisms from a discrete ring
(even a commutative and Noetherian one) to a dg-algebra whose cohomology is in positive degrees
(or equivalently to cosimplicial rings, via the cosimplicial version or the stable version of the
Dold–Kan equivalence). In classical algebraic geometry, such examples correspond to non-affine
sub-schemes of affine schemes, and their dg-algebras correspond to their sheaf cohomology dg-
algebra and are examples of affine stacks in the sense of Toën (see [56] and [57, Chapter 2.3] for
more on the notion of affine stacks). The fact that non-affine schemes must be detected by their
cohomology is an immediate consequence of Serre’s criterion for affineness. This observation says
nothing new about the geometry of affine schemes, it just underlines that the geometry of affine
schemes is interesting to study. A fact that does not require derived geometry to be appreciated.
Therefore, we omit to discuss the “complicial” version of the theory in this work (i.e. using
unbounded dg-algebras and modules), and focus on what we believe to be the more interesting
connective part of the theory, from which the complicial theory follows formally by stabilisation.

4.3 The noncommutative spectrum

By restricting the formal homotopy Zariski topology, that is defined on dAffZ, to the subcategory
Ouv(X), with X = Spec(R), we are finally in a position to introduce the small homotopy Zariski
site. Notice that for all X we have that Ouv(X) is stable with respect to the homotopy Zariski
topology in HRingsZ, i.e. it is stable by base changes and by homotopy Zariski covers.

Definition 4.11. For X ∈ dAffZ, we define ZarX to be the small site whose underlying category
is Ouv(X) and covers are homotopical Zariski covers.

Since Ouv(X) is stable under pullbacks and covers in dAffZ, then Definition 4.11 is well
posed. The association

X 7→ ZarX (4.2)

immediately warrants the following questions.
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• Does the site ZarX have enough points?

• Is the association (4.2) functorial?

• Is ZarX equivalent14 to the site of a sober topological space?

In the remainder of this subsection, we will address these questions in turn, and answer each
of them in the positive.

Proposition 4.12. The site ZarX has enough points and is equivalent to the site of a sober
topological space.

Proof. The topology of ZarX is defined by families of covers J whose cardinality is finite;
therefore, it is a coherent site. By Deligne’s Theorem, coherent sites have enough points (see [41,
Corollary IX.11.3]). Then, by [41, Theorem IX.5.1] a topos is localic (i.e. , equivalent to the topos
of a locale) if and only if can be defined on a poset. Finally, by [41, Proposition IX.3.3] a localic
topos is equivalent to the topos of a topological space if and only if it has enough points.

A description of the points of the topos ZarX will be provided later in Proposition 4.17.

Proposition 4.13. The association (4.2) is a 2-1 pseudofunctor15 dAffR → Sites, where Sites

is the 2-category of small sites whose morphisms are continuous functors16.

Proof. Let f : B → A be a morphism in HRingsZ and Spec(A) = X
fop

−−→ Y = Spec(B) the
corresponding morphism in dAffZ. We define the functor f̃ : ZarX → ZarY as

(U → X) 7→ (Y ×R
X U → Y ) .

We first observe that this construction gives a 2-1 pseudofunctor rather than a functor. In-

deed, if we consider another morphism Y
gop

−−→ Z = Spec(C), then we have a canonical natural
isomorphism of functors

g̃ ◦ f ∼= g̃ ◦ f̃

instead of an equality. This is due to the fact that the canonical isomorphism

Z ×R
Y (Y ×R

X U) ∼= Z ×R
X U

is not the identity in general.
We need to check that the functor f̃ is well defined and preserves covers of the family J ,

i.e. the ones of the homotopy Zariski topology. This is equivalent to show that the functor

f∗ : HRingsA → HRingsB

defined by f∗(C) := C ∗LA B preserves homotopy epimorphisms and homotopical Zariski covers.
For the first property, we retrace the arguments from the proof of Proposition 4.4, where a
similar statement was proved for a morphism A→ B that is a homotopy epimorphism, observing
that the latter property did not play any role in the proof. As to the second property, let us

14We recall that two sites C and D are called equivalent if there is a morphism of sites C → D that induces
an equivalence Sh(D) → Sh(C) between the categories of sheaves. We underline that sites that a priori look very
different can be equivalent.

15Since the class of all sites forms a 2-category, not just an ordinary category, the correct notion of “morphism”
from a category to a 2-category is that of a 2-1 pseudofunctor. This is a minor technical detail that disappears when
working with ∞-categories, which is necessary because notions in category theory are defined up to equivalence
and not up to isomorphism. It is possible to avoid the use of 2−1 pseudofunctors by passing to equivalences classes
and “strictifying” 2-1 pseudofunctors to actual functors. The result of this process is not very natural, hence we
refrain from doing this. The reader unfamiliar with the notion of 2-1 pseudofunctors and 2-categories can ignore
this nuance and just think in terms of functors: this usually does not lead to mistakes.

16These are functors that preserve cover families and are cover-flat.
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consider a homotopical Zariski cover {Ui → X}. We first notice that the morphisms of the
family {Ui ×

R
X Y → Y } are homotopical Zariski open embeddings because the functor (−) ∗LA B

preserves homotopy epimorphisms. Then, the fact that {Ui ×
R
X Y → Y } is a cover follows using

the homotopical pullback lemma, as in Proposition 4.4.
It remains to show that f̃ is cover-flat, i.e. , that f̃ commutes with finite homotopy limits.

To this end, it is enough to show that for any pair of maps U → V and U → W in ZarX we
have that f̃(V ×R

U W ) = f̃(V ) ×R
f̃(U)

f̃(W ). To do this computation, we switch to the opposite

category. By putting U = Spec(C), V = Spec(D) and W = Spec(E), we get that the homotopy
push-out square

C D

E D ∗LC E

is mapped to the homotopy push-out square

C ∗LA B D ∗LA B

E ∗LA B D ∗LC E ∗LA B

because the derived free product preserves homotopy push-outs. Alternatively, one can check
that there is a canonical chain of isomorphisms

D ∗LC E ∗LA B ≃ D ∗LC C ∗LA B ∗L
C∗L

A
B
E ∗LA B ≃ (D ∗LA B) ∗L

C∗L
A
B
(E ∗LA B)

where we use the canonical isomorphism of functors

D ∗LC (−) ∼= D ∗LC C ∗LA B ∗L
C∗L

A
B
(−)

and
D ∗LC C ∗LA (−) ∼= D ∗LA (−).

Motivated by the previous results, we are finally in the position to define the noncommutative
spectrum for a noncommutative ring.

Definition 4.14. For any R ∈ HRingsZ, we call noncommutative spectrum SpecNC(R) the sober
topological space equivalent to ZarX given by Proposition 4.12.

Observe that the space SpecNC(R) is defined up to homeomorphism.

Corollary 4.15. The noncommutative spectrum

SpecNC : HRingsZ → Top , (4.3)

is a functor from the homotopy category of connective dg-algebras over Z to the category of
topological spaces.

Proof. The association ZarX 7→ SpecNC(R) is a functor from the 2-category of sites to the cate-
gory of topological spaces. The pre-composition with the 2-1 pseudofunctor described in Propo-
sition 4.13 yields the functor (4.3).
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4.4 The notion of point in the noncommutative spectrum

In Proposition 4.12 we have used abstract results from topos theory and the theory of locales
to show that the topos associated to ZarX has enough points. We now give a more concrete
description of the points of the topological space SpecNC(A). In preparation for this, let us recall
the following definition from topos theory.

Definition 4.16. Let (S, τ) be a poset equipped with a topology. An ideal of (S, τ) is a subset
I ⊂ S such that

(i) given s, t ∈ S, the conditions s ≤ t and t ∈ I imply s ∈ I;

(ii) if {si → s} is a cover and si ∈ I for all i, then s ∈ I.

We denote the set of all ideals of (S, τ) by Id ((S, τ)).

Observe that, when S is a distributive lattice and τ is the family of covers given by finite
joins, it is well known that Id ((S, τ)) is the frame of open subsets of a spectral topological space
whose lattice of compact open subsets is isomorphic to S. Furthermore, all spectral topological
spaces can be written as the frame of ideals of some distributive lattice.

Proposition 4.17. Let A ∈ HRingsR and X = Spec(A). Then SpecNC(A) is the sober topological
space associated with the frame of ideals Id (ZarX). Therefore, points of SpecNC(A) correspond to
completely prime ultrafilters of Id (ZarX).

Proof. Given a poset with a topology (S, τ), the poset Id ((S, τ)) with respect to the inclusion of
sets is a frame (see [35, Proposition II.2.11]). The fact that (S, τ) and Id ((S, τ)) are equivalent
sites is the content of [41, Exercise IX.5 (c)]. Finally, the last claim is a straightforward application
of the definition of points of a locale to SpecNC(A) (see, e.g., [41, Chapter IX] and [35, Chapter II]
for the basics of the theory of locales).

The poset ZarX and its topology contain all the information required to construct the topo-
logical space SpecNC(A) (in concrete terms, it contains a base for the topology). In particular, the
frame Id (ZarX) is the frame of open subsets of SpecNC(A). A point x ∈ SpecNC(A) belongs to an
open subset U ⊂ SpecNC(A) corresponding to an element U ∈ Id (ZarX) if and only if U ∈ Ix,
where Ix is the completely prime filter associated to x. This correspondence maps objects of
Id (ZarX) to subsets of SpecNC(A), thus yielding an injective map Id (ZarX) → P(SpecNC(A))
that intertwines the partial order in Id (ZarX) with the inclusion order in P(SpecNC(A)). This
map commutes with arbitrary unions and finite intersections, but does not commute with infinite
intersections in general (because the intersection of an infinite family of open subsets is not an
open subset in general).

5 Properties of the noncommutative spectrum

The aim of this section is twofold:

1. To construct a map from the noncommutative spectrum of a commutative ring to its
Grothendieck spectrum of prime ideals;

2. To recast our definition of the spectrum in terms of smashing subcategories of HModR.

5.1 Comparison with the Grothendieck spectrum

Although our definition of formal Zariski covers differs from the one commonly used in derived al-
gebraic geometry — where one requires that the pullback functors {Lf∗

i : HModA → HModBi
}i

be conservative — for commutative rings the two notions are equivalent, as we shall show in
Proposition 5.3. In order to prove this claim, we need two preliminary results.
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Lemma 5.1. Let A ∈ HCRingsZ, A→ B be a homotopical epimorphism and A→ C an object
of HRingsA. Then we have a canonical isomorphism

B ⊗L
A C ∼= B ∗LA C.

Proof. It is enough to prove that
B ⊗A C ∼= B ∗A C

when both B and C are cofibrant as A-algebras. In this case the structure maps A → B and
A→ C are split injections of the underlying A-modules, and therefore we can write

B = A⊕B, C = A⊕ C,

where B and C are the cokernels of the structure maps. By [22, text after Definition 3.1 and
Lemma 4.3] we have that B ⊗A B = 0, and by [22, Lemma 2.1] there exists a filtration

B ∗A C =
⋃

n∈N

Fn

with F0 = 0, F1 = B, and
F2n+1/F2n

∼= B ⊗A (C ⊗A B)⊗
n
A ,

F2n+2/F2n+1
∼= B ⊗A (C ⊗A B)⊗

n
A ⊗A C.

So, if A is commutative we get
Fn+1/Fn

∼= 0

for all n > 1. Thus, we get

B ∗A C = B ⊕B ⊗A C ∼= B ⊗A A⊕B ⊗A C ∼= B ⊗A (A⊕C) ∼= B ⊗A C.

Let us emphasise the fact that Lemma 5.1 holds only if A is commutative.

Lemma 5.2. Let A ∈ HRingsZ. A finite family of homotopical epimophisms {A → Bi}i is
conservative if and only if for C ∈ HRingsA it holds that

C ∼= 0 ⇐⇒ C ∗LA Bi
∼= 0 for all i.

Proof. Suppose that there exists B ∈HRingsA such that C 6= 0 and C ∗LABi = 0 for all i. Then,
the canonical morphism C → 0 is sent to an isomorphism by all functors (−) ∗LA Bi, but it is not
an isomorphism. Thus, we do not have a conservative family of functors.

Conversely, if {A → Bi}i is not conservative there exists a morphism C → D in HRingsA
that is not an isomorphism such that C ∗LA Bi → D ∗LA Bi is an isomorphism for all i. Taking the
cofibers of the last morphisms gives 0, so cofib (C → D) is a non-zero object of HRingsA such
that cofib (C → D) ∗LA Bi = 0 for all i, because derived functors commute with cofibers.

We can now prove our claim.

Proposition 5.3. Let A ∈ HCRingsZ and {A→ Bi} be a finite family of homotopical epimor-
phisms, then the base change functors

{Lf∗
i : HModA → HModBi

}i

form a conservative family if and only if the base change functors

{Lf∗
i : HRingsA → HRingsBi

}i

form a conservative family.
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Proof. By Lemma 5.1 the two functors are computed by the same formula and by Lemma 5.2
conservativity can be checked on the zero object. Therefore, the conservativity for the two families
of functors is equivalent.

Remark 5.4. In descent theory another notion is traditionally of relevance, the notion of faith-
fulness. It is a classical result that for the familiy of base change functors

{Lf∗
i : HModA → HModBi

}i,

in the case when A is commutative, conservativity is equivalent to faithfulness. This is no longer
true in the noncommutative case.

Proposition 5.3 puts us in the position to compare the noncommutative spectrum with the
classical notion of spectrum of prime ideals of a commutative ring introduced by Grothendieck,
that we denote by SpecG(A). We stick with the notation from previous subsections.

Proposition 5.5. Let A ∈ CRingsZ. Then, there exists a canonical map

πA : SpecNC(A)→ SpecG(A).

Proof. The proof is based on a (well-known) construction of SpecG(A), that is similar to the
construction of SpecNC given so far. Let us consider the family of homotopy epimorphisms f :
A→ B in HCRingsR that are of finite presentation (in the commutative sense). Then one can
show that B must be concentrated in degree 0 (cf. [57, Proposition 2.2.2.5 (4)]) and that f is a flat
epimorphism of commutative rings (cf. [58, Lemma 2.1.4 (i)]). Therefore, the class of homotopy
epimorphisms of finite presentation under A precisely corresponds to the class of localizations
for the classical Zariski topology on A. Moreover, one can show (cf. [58, Lemma 2.1.4 (ii)]) that
the derived descent condition we introduced in Definition 4.3 precisely detects covers for the
classical Zariski topology (applying Proposition 5.3). In this way, the classical Zariski topology
admits a homotopical characterisation, which is what has inspired its homotopical generalisation.
From this data we can define a classical Zariski site CZarSpec(A) to A that is localic and has
enough points. The sober topological space associated to it is precisely SpecG(A), the underlying
topological space of the Grothendieck spectrum. From this description it is clear that there is a
canonical (fully faithful) inclusion functor

ιA : CZarSpec(A) → ZarSpec(A)

that is continuous because the notion of covers in the two sites coincide. It therefore induces a
continuous map

πA : SpecNC(A)→ SpecG(A).

The map πA defines a projection from SpecNC(A) to SpecG(A). We expect this map to be
surjective and even a quotient map, at least in favorable cases.

5.2 The relative noncommutative spectrum

Motivated by the previous section, a natural question arises: what happens if we use the homotopy
Zariski topology17 instead of the formal homotopy Zariski topology?

From the point of view of formal logic, nothing prevents us from using the homotopy Zariski
topology, and the resulting theory is still well posed. Let us denote by SpecNCfin the spectrum
functor one would obtained by pursuing this alternative strategy. As it turns out, SpecNCfin

17For the sake of clarity, let us recall that the homotopy Zariski topology differs from the formal homotopy
Zariski topology by requiring that the family of open embeddings is formed by homotopical epimorphisms of finite
presentation in the category HRingsR.
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is badly incompatible with classical algebraic geometry. Indeed, Example 3.8 shows that, for
any commutative ring R that is not finitely generated over Z, any non-trivial classical Zariski
localization R → S is a homotopy epimorphism that is not of finite presentation. So, there is
no natural way of comparing SpecNCfin (R) with the Grothendieck spectrum SpecG(R), because
the open localizations that form the basis of the topology of SpecG(R) are not in SpecNCfin (R).
Therefore, nothing like the functor ιA of Proposition 5.5 exists in this case. Let us make this
observation more precise.

Proposition 5.6. Let R be a commutative ring that is not finitely generated over Z. Then

SpecNCfin (R) = ⋆

is the singleton topological space.

Proof. Let f : R → S be a homotopy epimorphism whose domain is R and which is of finite
presentation in HRingsZ. Then, since R is commutative, so is S (see Example 4.8 (iii)), and
since R is discrete, also S must be such (because being of finite presentation in the noncommu-
tative sense implies being of finite presentation in the commutative sense, but not the converse).
Therefore, f is a classical Zariski localization and, by Example 3.8, f is not finitely presented (in
the noncommutative sense) unless it is trivial. Hence, R ∼= S and f is an isomorphism.

The above observations are in perfect agreement with the no-go theorem of Reyes [48]: it
is not possible to define a functor from the category Rings to the category Sets such that
the spectrum of every nonzero ring is nonempty and that extends the Grothendieck spectrum
functor. The key point in the proof of Proposition 5.6 is that the notion of finite presentation in
the category of commutative R-algebras is not compatible with the notion of finite presentation
in noncommutative setting. This notwithstanding, if one restricts oneself to finitely generated
(central) algebras over a ring R, matters improve. Let us explain why this is the case.

As we observed in Section 3.1, to a given commutative ring R one can associate two different
categories of algebras under it: the category RingsR of all R-algebras and the category ZRingsR
of central algebras over R. The difference between the two categories can be understood very
clearly in terms of algebraic theories: the category RingsR is the algebraic category generated
by the class of algebras

{Z〈x1, . . . , xn〉 ∗Z R}n∈N,

whereas ZRingsR is the algebraic category generated by the class of algebras

{R〈x1, . . . , xn〉}n∈N.

So, in analogy with the homotopy theory of RingsR presented so far, one can develop a homotopy
theory of ZRingsR without additional obstacles. Moreover, the two theories are compatible; by
this we mean that, since

R〈x1, . . . , xn〉 ∗R R〈y1, . . . , ym〉 = R〈x1, . . . , xn, y1, . . . , ym〉

for all n and m, the category ZRingsR is closed by pushouts in RingsR and similarly HZRingsR
is closed by homotopical pushouts in HRingsR. Hence, a morphism HZRingsR is a homotopical
epimorphism if and only if it is such when regarded as a morphism in HRingsR. However, the
notion of finite presentation for objects in HZRingsR and in HRingsR are very different — see
Proposition 3.9.

With the above discussion in mind, we want to define a notion of the noncommutative spec-
trum relative to a fixed base commutative ring R. This functor will be constructed arguing as in
Section 4, but this time we will use the homotopy Zariski topology, instead of the formal homotopy
Zariski topology. This topology differs from the formal homotopy Zariski topology by requiring
that the open embeddings are deterimined by homotopical epimorphism of finite presentation
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in HZRingsR. In this way, it is singled out a subposet Locfin (A) ⊂ Loc(A) and a subposet
Ouvfin (X) ⊂ Ouv(X), for any A ∈ HZRingsR and X = Spec(A). Again, to Ouvfin (X) we can
associate a site ZarX,fin that for the same reasons as before has enough points and is equivalent
to a site of a sober topological space, that we denote ZarX,fin .

Definition 5.7. Let R be a commutative ring and let A ∈ HZRingsR. We define the relative
noncommutative spectrum of A to be the topological space SpecNCR(A) associated to the site
ZarX,fin .

It is clear from the above discussion that the topological space SpecNCR(A) does not only
depend on the choice of A but crucially also on the choice of the base commutative ring R.

Proposition 5.8. Given a finitely presented commutative R-algebra A, we have a canonical
homeomorphism

SpecNCR(A)
∼= SpecG(A)

of toplogical spaces.

Proof. To establish that the relative noncommutative spectrum agrees with the Grothendieck
spectrum, we observe that

R[x1, . . . , xn] ∼=
R〈x1, . . . , xn〉

(x1x2 − x2x1, . . . , xn−1xn − xnxn−1)

is clearly a finitely presented R-algebra in HZRingsR. Thus, all localizations of the classical
Zariski spectrum are localizations in HZRingsR. Finally, arguing as in Proposition 5.6, one
concludes that these are the only possible localizations.

The relative spectrum could be useful to understand the “local” geometry more easily com-
pared to the “global” perspective adopted in this work. The next example clarifies this heuristic
remark.

Example 5.9. Let R = C, which is not finitely generated over Z. For any finitely generated
C-algebra A we have

SpecNCZ(A) = ⋆

but
SpecNCC(A)

∼= SpecG(A).

5.3 Comparison with the spectrum of smashing subcategories

In order to perform explicit computations of the topological space SpecNC(A), let us give an alter-
native characterisation of homotopy epimorphisms. This will reduce the problem of describing
SpecNC(A) to the problem of understanding the lattice of some specific kind of subcategories of
HModA that we now specify. Let A ∈ HRingsR and consider a full embedding of categories
i∗ : C →֒ HModA such that

(i) the functor i∗ is a triangulated functor, i.e. , it commutes with the shift operation;

(ii) the category C is closed by finite coproducts, direct summands and cones;

(iii) the functor i∗ has both a left and a right adjoint, denoted i∗ and i!, respectively.

Definition 5.10. We call smashing localization of HModA the functor i∗ : HModA → C and
smashing subcategory of HModA the kernel of i∗.
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Remark 5.11. Observe that HModA is not triangulated because the suspension functor is not
an equivalence. This kind of category is sometimes called pre-triangulated category. By stabilizing
HModA we obtain a triangulated category that is precisely D(ModA), the unbounded derived
category of A-modules. It is easy to check that the notion of smashing localization introduced in
Definition 5.10 is compatible with the standard notion of smashing localization from the theory
of triangulated categories. Therefore, Definition 5.10 determines a subclass of the smashing
localizations of D(ModA).

The next proposition already appears in literature in several different versions. We refer
to [45, §4] for one of the earliest appearances. We provide a full proof for the version that is more
suitable to our setting.

Proposition 5.12. Let A ∈ HRingsR. Smashing localizations of HModA and homotopy epi-
morphisms of A to connective dg-algebras are in 1-to-1 correspondence.

Proof. Let A → B be a homotopical epimorphism. Then the inclusion of the full subcategory
HModB → HModA is a smashing localization because the restriction of scalars functor always
has both adjoints.

Let i∗ : HModA → C be a smashing localization. Since i∗ is fully faithful, we have that

RHomC(i
∗(A), i∗(A)) ∼= RHomHModA

(A, i∗i
∗(A)) ∼= i∗(A)

equips i∗(A) with a structure of dg-algebra for which the canonical map A→ i∗(A) is a morphism
of dg-algebras. Then, since i∗ is a left adjoint functor for i∗, we have that

i∗(M) ∼= i∗(A)⊗L
A M

for all M ∈ HModA, because the functors i∗ and i∗(A) ⊗L
A (−) have the same values on the

generators of HModA
18 and both commute with direct sums and cones. But since i∗ is a

localization, the functorial isomorphism

i∗ ◦ i∗ ∼= i∗

translates, via the functor i∗(A)⊗L
A (−), into the functorial isomorphism

i∗(A)⊗L
A (−) ◦ i∗(A)⊗L

A (−) ∼= i∗(A)⊗L
A (−) .

This is equivalent to say that A is a homotopical epimorphism.

Remark 5.13. The same argument as in Proposition 5.12 shows that there is a 1-to-1 corre-
spondence between smashing localizations of D(ModA) and homotopy epimorphisms of A to
(unbounded) dg-algebras. From our perspective, dg-algebras with cohomology in positive de-
grees correspond to non-affine objects which can be viewed as affine stacks in the sense of Toën.
Thus, in the setting of complicial algebraic geometry these are still affine objects determined by
their dg-algebra of functions. We also mention that a similar setting has been recently considered
in [47] where such algebras are called derived algebras.

Definition 5.14. We denote by Sma(HModA) the poset of smashing subcategories of HModA.

Proposition 5.15. The bijection established by Proposition 5.12 yields an isomorphism of posets

Sma(HModA) ∼= Ouv(X) ,

where X = Spec(A).

18It is well-known that HModA is generated by A, see for instance [53, Theorem 3.1.1] for a much stronger
result.
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Proof. We only need to check that the bijection in Proposition 5.12 preserves the partial orders.
Let f : A→ B be a homotopy epimorphism and Lf∗ : HModA → HModB be the corresponding
localization. The partial order in Ouv(X) is given by the reversing the inclusion of the localiza-
tions f∗ with f ranging in the set of homotopy epimorphisms with domain A. This is isomorphic
(by Proposition 5.12) to the poset obtained by equipping the kernels of the localizations Lf∗ with
partial order given by inclusions. The latter poset is, by definition, Sma(HModA).

We showed in Proposition 4.9 that Ouv(X) is a complete meet semi-lattice. By [35, Proposi-
tion I.4.3] this implies that Ouv(X) is a complete lattice, so that by the isomorphism of Propo-
sition 5.15 we have that meets and joins on Sma(HModA) and Ouv(X) agree. More precisely,
meets in Sma(HModA) are given by the intersections of subcategories whereas meets inOuv(X)
are the fiber products of homotopical monomorphisms. Joins in Sma(HModA) are given by the
smallest smashing subcategory generated by a family of objects therein, whereas joins in Ouv(X)
are the corresponding localizations.

Proposition 5.15 offers a way to simplify the computation of Ouv(X). This happens in
particular under additional conditions on A.

Corollary 5.16. Suppose that A is concentrated in degree 0 and HModA satisfy the telescope
conjecture19. Then

Sma(HModA) ∼= Thick(HModc
A) ,

where Thick(HModc
A) is the lattice of thick subcategories20 of HModc

A, and HModc
A is the full

subcategory of compact objects21 of HModA.

Proof. The telescope conjecture (for a given pre-triangulated category C) asserts that every
smashing subcategory is determined by its restriction to the category of compact objects, which
is precisely the claim.

At this point, we would like to characterise the condition of cover for the homotopy Zariski
topology in terms of the localization functors of the categories of modules. Unfortunately, we do
not have such a characterisation. Later on, in examples, we will see that the natural guess that
the covers would correspond to conservative families of functors, as in the commutative case, fails
(see Example 6.2). This is due to the fact that for a morphism of algebras A→ B the two functors
(−)∗LAB and (−)⊗L

AB are very different if A is noncommutative (in contrast with Lemma 5.1). But,
in the example for which explicit calculations are possible, one can check that covers precisely
correspond to faithful families of homotopy epimorhisms. Let us emphasise that the condition
of being faithful for a functor is in general stronger than being conservative; however, in the
commutative case (and in that case only) it is actually equivalent to conservativity. It is easy to
check that this is not the case in general.

Proposition 5.17. Let {fi : A→ Bi}i∈I be a cover for the homotopy Zariski topology. Then the
family of functors

{Lf∗
i : HModA → HModBi

}i∈I

is faithful.

Proof. Suppose that f : B → C is a morphism in HRingsA such that f ∗LA Bi
∼= 0 for all

i. Then, since the algebras in HRingsBi
are unital algebras and morphisms are morphisms of

unital algebras, this implies that C ∗A Bi
∼= 0 for all i ∈ I. Applying Lemma 5.2 we find that

19The telescope conjecture — see, e.g., [36] — has been verified for certain rings (for example, hereditary rings),
disproven for others (for instance, non-Noetherian rings), and it is an open question to characterize the class of
rings or dg-algebras for which it holds.

20A subcategory of HModA is called thick if it satisfies the first two conditions in Definition 5.10.
21An object C ∈ HModA is called compact if the functor HomHModA

(C, −) commutes with direct sums.
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C ∼= 0, and hence f = 0. Then, we can faithfully embed the category of modules over A into
HRingsAi

by means of the free algebra functor FreeA : HModA → HRingsA. Notice that if
A→ B is a homotopical epimorphism, then for all M ∈ HModA we have

FreeA(M)⊗L
A B ∼= FreeA(M ⊗

L
A B).

Indeed,

FreeA(M)⊗L
A B ∼= (A⊕M ⊕M (⊗L

A
)2 ⊕ · · · )⊗L

A B ∼=

(B ⊕M ⊗L
A B ⊕ (M ⊗L

A B)(⊗
L

B
)2 ⊕ · · · ) ∼= FreeB(M ⊗

L
A B)

because the relation B ∼= B⊗L
AB can be used iteratively. We also observe that there is a natural

isomorphism
FreeA(M) ∗LA B ∼= FreeA(M ⊗

L
A B)

because both algebras satisfy the same universal property. Indeed, let C ∈ HRingsB , then by
working out definitions we get

HomHRingsB
(Free(M ⊗L

A B), C) ∼= HomHModB
(M ⊗L

A B,C) ∼=

HomHModA
(M,C) ∼= HomHRingsA

(FreeA(M), C) ∼= HomHRingsB
(FreeA(M) ∗LA B,C).

This shows that there is a commutative (up to natural isomoprhism) square of functors

HModA HRingsA

HModB HRingsB
.

We can put such squares together for the family of homotopical epimorphisms A → Bi in the
statement of the proposition and thus obtain a commutative square of functors

HModA HRingsA

⊕
i∈I HModBi

∏
i∈I HRingsBi

where the horizontal functors are faithful. This fact plus the computation in the beginning of
the proof show that the only morphism in HModA that is sent to 0 by the composition of the
functors is the zero morphism. Since the bottom horizontal map is faithful, the same is true also
for the left vertical map. But this is equivalent to saying that the map is faithful because the left
vertical functor is an additive functor.

We do not know whether the converse of Proposition 5.17 holds, but, guided by examples, it
seems reasonable to conjecture that this may be true in general (or at least for some interesting
families of rings and dg-algebras).

Conjecture 5.18. The converse of Proposition 5.17 holds.

An immediate consequence of Conjecture 5.18 is the characterisation of covers of the Zariski
topology {fi : A→ Bi}i∈I by the property of the family of restriction functors

{Lf∗
i : HModA → HModBi

}i∈I

being faithful. This would complete the characterisation of the homotopy Zariski topology in
terms of the category of modules over a dg-algebra.
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5.4 A few properties of the noncommutative spectrum

We conclude this section by discussing a few basic properties of the new notion of spectrum
defined above.

Proposition 5.19. The following properties hold.

1. If A ∼= A1 × A2 in HRingsZ, then SpecNC(A) ∼= SpecNC(A1)
∐

SpecNC(A2) as topological
spaces.

2. If A ∈ RingsZ is a domain22, then SpecNC(A) is connected.

3. For A,B ∈HRingsZ it is not true that SpecNC(A∗LZB) ∼= SpecNC(A)×SpecNC(B) (as happens
in scheme theory).

4. More generally, if we have two morphisms SpecNC(B)→ SpecNC(A) and SpecNC(C)→ SpecNC(A),
then the fiber product exists and is computed as SpecNC(B∗LAC), which usually does not agree
with SpecNC(B)×SpecNC(A) Spec

NC(C) as topological space.

5. If A,B ∈ RingsZ are derived Morita equivalent, then SpecNC(A) ∼= SpecNC(B).

Proof. 1. The split cofiber sequence

HModA1 → HModA → HModA2 ,

identifies HModA1 with the kernel of HModA2 , and a similar argument gives the opposite
inclusion. Hence, the projections A→ A1 and A→ A2 are both homotopical epimorphisms
and kernels of homotopical epimorphisms. Their intersection is clearly empty. So, they
determine subsets of SpecNC(A) that are both closed and open.

2. Similarly to the previous item, a closed and open subset of SpecNC(A) is uniquely determined
by a smashing subcategory that is also a smashing localization. And this determines a direct
summand of A.

3. Since dAffZ is by definition the opposite category of HRingsZ, products in dAffZ corre-
spond to coproducts in HRingsZ. The latter are given by the (derived) free product. It is
not hard to come up with examples for which SpecNC(A∗LZB) 6∼= SpecNC(A)×SpecNC(B) as the
isomorphism rarely holds, already in classical algebraic geometry. Examples of a similar
type can be devised for noncommutative spectra as well.

4. Again, (derived) fiber products in dAffZ correspond to (derived) pushouts in HRingsZ by
duality.

5. By Proposition 5.15 the spectrum of A ∈ HRingsZ depends only on HModA.

We would like also to comment on the classical scenario of affine commutative algebraic
geometry, namely, that of a commutative ring A and a finitely presented ideal I ⊂ A. This data
determines a quotient ring A/I and a corresponding geometric morphism

SpecG(A/I)→ SpecG(A)

which is a closed immersion of topological spaces. We expect the noncommutative spectrum to
enjoy a similar property; we postpone a detailed examination of this matter until future works.

The analysis performed in this paper lays the foundations of the study of noncommutative
geometry over HRingsZ. So far, only affine objects have been considered; this is fine until

22It is customary to call rings without zero divisors domains and commutative rings without zero divisors integral
domains.
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one wishes to construct new spaces by gluing spaces together. In classical algebraic geometry
this is done by computing colimits in the category of sheaves for the Zariski topology. And the
natural approach would be to do the same in the noncommutative setting as well. This is not
possible because representable pre-sheaves associated to noncommutative rings are not sheaves
for the homotopical Zariski topology. But this has not to be considered as a problem of our
theory, it is actually an interesting feature whose study we start in Section 7. We will see that
noncommutative spaces manifest a local-to-global behaviour that is not fully captured by the
notion of sheaf although they are objects that can be descended from covers of the underlying
topological space.

6 Examples of noncommutative spectra

We now discuss some explicit examples of noncommutative spectra. We will examine relatively
simple cases, as an illustration of the theory developed in this paper. A more thorough examina-
tion of the consequences of our new notion of noncommutative spectrum goes beyond the scope
of the present paper and will be carried out in upcoming publications. Let us emphasise that the
computation of the spectrum requires the classification of smashing subcategories of HModA,
which is usually not an easy task and an open problem for most classes of rings.

6.1 Commutative rings

Before moving on to noncommutative rings, we give a few key examples of noncommutative
spectra of commutative rings. These can be compared with the classical notion of spectrum
introduced by Grothendieck, as per Proposition 5.5; we will now see that they differ, except for
very specific cases.

Commutative fields. Let k be a commutative field k. The class of smashing localizations of
HModk only contains trivial objects; hence, SpecNC(k) = SpecG(k) and its underlying space is
just a point.

Discrete valuation rings. This is the case, for example, of the ring of formal power series
R = k[[x]] in one variable x over some field k, or of the ring of p-adic integers Zp for any prime
p. The class of homotopy epimorphisms under R, by the classification results from [2, Theorem
1.1 (2)], contains only three elements: the identity R → R, the localization R → Frac(R), and
R→ 0. All localizations are of finite presentation (in the commutative sense), so also in this case
SpecNC(R) = SpecG(R), and its underlying topological space is the usual Sierpinski space.

Noetherian commutative rings. This is the case, for example, of the ring of formal power
series R = N [[x]] over a Noetherian ring N . The smashing localizations of HModR have been
classified in [2, Theorem 1.1 (2)]. These correspond precisely to flat ring epimorphisms R → S.
Thus, for such an R the category LocR is just the class of all flat ring epimorphisms whose domain
is R. Note that in this case S is necessarily commutative (see [54, Corollary 1.2]). Moreover,
flat ring epimorphisms R→ S determine generalization closed subsets of SpecG(R), as these are
arbitrary intersections of open subsets (see [55, Lemma 5.19.3]), and all generalization closed
subsets of SpecG(R) can be obtained as a finite unions of those coming from flat ring epimor-
phisms. Therefore, SpecNC(R) is obtained from SpecG(R) by enlarging the family of compact open
subset to encompass the family of all generalization closed subsets that are images of flat ring
epimorphisms.

Let us consider the case R = Z. The classification of smashing localization of HModZ

performed in [2, Theorem 1.1 (2)] implies that, in the case at hand, smashing localizations
correspond to morphisms Z → Z[S−1], where S−1 is a subset of primes of Z. Therefore, in
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this case the category ZarSpec(Z) is a distributive lattice, where

Spec(Z[S−1]) ∧ Spec(Z[T−1]) ∼= Spec(Z[S−1]⊗Z Z[T−1]) ∼= Spec(Z[(S ∪ T )−1])

and
Spec(Z[S−1]) ∨ Spec(Z[T−1]) ∼= Spec(Z[(S ∩ T )−1]).

Now, upon establishing a correspondence between N and the set of prime numbers, we can view
objects of ZarSpec(Z) as subsets of N, equipped with the order relation given by the opposite of
inclusion and the lattice operations given by finite intersections and arbitrary unions. Therefore,
the frame Id (ZarSpec(Z)) is the frame of all ideals of the lattice of subsets of N plus the extra
element corresponding to the trivial localization Z → 0. This means that, as a set, SpecNC(Z)
corresponds to the set of ultrafilters of N plus an extra generic point. The topology of SpecNC(Z)
can be described as follows: a subset C ⊂ SpecNC(Z) is closed if there exists S ∈P(N) such that

C = {x ∈ SpecNC(Z) | S ∈ x}.

This is a Zariski-like topology. This topology is not Hausdorff. An easy way to see this is by
observing that SpecNC(Z(p)) is not Hausdorff and it embeds into SpecNC(Z) via the open localization
Z→ Z(p).

Non-Noetherian commutative rings. Let R be the non-Noetherian valuation domain con-
sidered in [14, Example 5.24]. If m ⊂ R denotes the maximal ideal of R then m

2 = m and the
morphism R → R

m
is a non-flat homotopy epimorphism. In [14, Example 5.24] it is explained

that R → R
m
, R → Frac(R) and R → R

m
× Frac(R) are the only non-trivial homotopical epimor-

phisms of R. If we denote k = R
m

and Q = Frac(R) we get the distributive lattice of homotopical
epimorphisms

R

Q× k

Q k

0

and the associated sober topological space has two generic points η1, η2 that share a common
closed special points s, like in the following picture

η1 η2

s
.

In this representation, the open subsets of X = {η1, η2, s} are ∅, {η1}, {η2}, {η1, η2}, {η1, η2, s}.
Thus, s is a closed but not open point. We notice that the closure of {η1} is the irreducible closed
subset {η1, s} and the closure of {η2} is the irreducible closed subset {η2, s}. Therefore X is not
an irreducible topological space even if R is an integral domain, contrary to what happens in
scheme theory. Finally, the projection

SpecNC(R)→ SpecG(R)
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can be interpreted as the projection onto one of the closed irreducible subspaces {η1, s} sending
η2 to η1. It is straightforward to check that this map is continuous.

6.2 Noncommutative rings

The noncommutative examples are more challenging to work out, and only few are currently
known to us.

The ring Mn(k) of square matrices over a field k. The first example is a trivial one. Since
Mn(k) is derived Morita equivalent to k, and by Proposition 5.19 the noncommutative spec-
trum depends only on the derived category of left (or right) modules, we have SpecNC(Mn(k)) ∼=
SpecNC(k) is a one point topological space.

Division rings. Let k be a division algebra. It is well known that the category Modk is
formally identical to the category of vector spaces over a field: all objects are free, and hence
projective. This immediately implies that HModk has only trivial smashing localizations, like
in the case of fields. So, SpecNC(k) is a singleton and, by the Morita invariance of the spectrum,
so is SpecNC(Mn(k)).

Path algebra for the quiver An. Let us consider the path algebra for the quiver An (over
a field k) and denote it by kAn. It is known that kAn has only a finite number of smashing
localizations. In this example, we focus on the special case kA2; the analysis for kAn, n > 2, is
similar.

We refer the reader to [32, Example 5.1.4] for the classification of the smashing subcategories
of kA2, from which we borrow the notation. Smashing subcategories of kA2 form the lattice

kA2

P1 P2 S2

0

which is well-known to be non-distributive. The only covers for the homotopy Zariski topology in
this case are {Id 0}, {Id P1}, {Id P2}, {Id S2}, {Id kA2}, and {kA2 → AP1 , kA2 → AP2 , kA2 → AS2}.
Here is a list all the ideals of this poset with the Zariski topology:

0 := {0}, 01 := {0, P1}, 02 := {0, P2}, 03 := {0, S2},

012 := {0, P1, P2}, 013 := {0, P1, S2}, 023 := {0, P2, S2}

01234 := {0, P1, P2, S2, kA2}.
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The resulting frame is the following:

01234

012 013 023

01 02 03

0

The reader can easily check that the topological space associated to this frame is the discrete
topological space with three points. More generally, we expect SpecNC(kAn) to be a discrete space
whose points correspond to indecomposable finite dimensional representations of An.

Kronecker algebra. Let us consider the Kronecker algebra A over a field k. This algebra can
be defined as the path algebra of the (Kronecker) quiver ⋆ ⇒ ⋆, and is isomorphic to the matrix
algebra (

k k2

0 k

)
,

that is, a four dimensional noncommutative algebra over the field k. Owing to the work of
Beilinson [17], we know that there is an explicit equivalence of categories

D(QCoh(P1
k))
∼= D(ModA) ,

where on the left-hand side we have the derived category of quasi-coherent sheaves on P1
k. The

smashing subcategories of D(ModA) have been classified in [37]. Since A is hereditary, the
smashing subcategories of D(ModA) correspond to those of HModA (because it is known that
in this case homotopical epimorphisms are always given by flat ring epimorphisms, see [2]). So,
by [37] we obtain the poset

A

P1
k · · · O(−1) O O(1) · · ·

0

which is not distributive, and where on the left part of the diagram we have depicted the lattice
of localizations corresponding to specialisation closed subsets of P1

k. The non-distributivity is due
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to the presence of sub-lattices of the form

kA2

{x, y}

O

{x}

0
.

The topological space SpecNC(A) can be described analogously to SpecNC(kA2) above, so we omit
the details. The final outcome of the construction is that there exists infinitely many discrete
points corresponding to the twisting sheaves O(n) and another connected component whose points
correspond to ultrafilters of rational points of P1

k plus a generic point (similarly to what has been
described for SpecNC(Z)). We can represent this as

P1
k · · · pO(n) · · ·

.

We notice that in this case SpecNC(A) is not a spectral space because it is not compact.

7 Towards a noncommutative notion of sheaf: a descent problem

Gelfand’s duality realises a duality between the category of compact Hausdorff topological spaces
and the category of commutative C∗-algebras. Some years after Gelfand’s work, Grothendieck
observed that, in order to obtain a similar duality for commutative rings, some extra data is
needed. Indeed, for example, if we just regard the spectrum of a commutative ring as a topolog-
ical space, we cannot tell any field apart from any other: all their spectra are isomorphic to the
singleton topological space. The extra data required to realise a precise duality between commu-
tative rings and their spectra is the structural sheaf of rings whose stalks at any point are local
rings. The datum of a topological space equipped with such a structure sheaf is called a locally
ringed space. Grothendieck has shown that the category of affine schemes embeds fully faithfully
into the category of locally ringed spaces, realising an algebraic version of Gelfand’s duality.

Our goal is to achieve a similar result in the noncommutative setting using the notion of
spectrum introduced above. Since we are in the homotopical setting, we would like to replace
the classical notion of sheaf with its homotopical version commonly used in derived algebraic
geometry. But this does not work: for noncommutative rings the structure pre-sheaf is not a
sheaf — not even a homotopical one. Nevertheless, we do not view this as a shortcoming of our
theory! Instead, this is where interesting new mathematics is happening. In this section we start
unravelling these new phenomena. Before doing so, let us analyse a simple explicit example of
such a non-sheafy behaviour of the structure pre-sheaf for noncommutative rings, to guide our
intuition.

Example 7.1. Let us consider again A = kA2, the path algebra of the A2 quiver. In subsection 6.2
we have seen that X = SpecNC(A) = {p1, p2, p3} is the discrete space with three points. These three
points, being open subsets, correspond to three homotopical epimorphisms A→ k, A→M2(k) and
A → k (see Example 7.2 below for more information about this). Thus, the structural pre-sheaf
is given by

OX(p1) = k, OX(p2) = M2(k), OX(p3) = k.

49



If this pre-sheaf were a sheaf, then one would have that the cover of X made by singletons gives

OX(X) = k ⊕M2(k)⊕ k ;

but OX(X) = A, and the latter has dimension 3 as k-vector space.

This shows that the natural definition of the structural pre-sheaf OX does not satisfy the sheaf
condition on X = SpecNC(A) when A is not commutative. However, we know that the covers of X
for the homotopical Zariski topology induce faithful, hence conservative, functors at the level of
base changes of modules (see Proposition 5.17). We will show that this implies that such family
of functors satisfy descent (in the homotopical sense). Therefore, there is still a local-to-global
principle that the pre-sheaf OX and modules over it satisfy. A localization and reconstruction
of the data of such pre-sheaves does not follow the rules of sheaf theory but those of comonadic
descent (of which sheaf theory is a particular case). Let us elaborate on this point for the special
case of the path algebra of the A2 quiver, before addressing the abstract theory.

Example 7.2. Let us examine the example of A = kA2 and its localizations more closely. The
algebra A over a field k is isomorphic to the algebra of lower triangular matrices of the form

A =

(
k 0
k k

)
.

Let us denote a k-basis of A by e1, e2, e3, so that

A =

(
ke1 0
ke2 ke3

)
.

We denote
P1 = ke3, P2 = ke1 ⊕ ke2, S2 = ke1.

Note that P1 and P2 are projective left A-modules, A ∼= P1 ⊕ P2 as a left A-module, whereas
S2 has the left A-module structure induced by the quotient map A → S2 and it is obviously
indecomposable. These submodules correspond to indecomposable representations of A2 and to
the generators of the (non-trivial) smashing subcategories of AHMod, as discussed in subsection
6.2. We also have the right A-modules

Q1 = ke1, Q2 = ke2 ⊕ ke3, T2 = ke3 ,

whose description is specular to that of P1, P2, S2. We also have two surjective epimorphisms of
algebras

A→ P1 = ke3

and
A→ S2 = ke1.

It is straightforward to check that these are homotopical epimorphisms that correspond to the lo-
calizations at P1 and S2 considered in subsection 6.2. The third and last homotopical epimorphism
of A is given by the inclusion morphism

A→M2(k).

The A-bimodule structure on M2(k) is given by regarding the latter as two copies of P2 as a
left module and two copies of Q2 as right module. These actions are compatible with matrix
multiplication of M2(k). Again, checking that this morphism is a homotopical epimorphism can
be done by means of straightforward (albeit tedious) computations or one can appeal to more
powerful abstract theories. We thus get the canonical morphism of A-algebras

A→ k ⊕M2(k) ⊕ k
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mentioned in Example 7.1. If we denote the three localizations of AHMod corresponding to
localizing at P1, P2 and S2 by i1, i2, i3 respectively, we get

i1(P1) = P1, i1(P2) = 0, i1(S2) = P1 ,

and thus Ker (i1) = 〈P2〉. Here and further on, we denote by 〈−〉 the smashing localization
generated by the elements within the brackets. Analogously, we have

i2(P1) = P2, i2(P2) = P2, i2(S2) = 0,

so that Ker (i2) = 〈S2〉 and

i3(P1) = 0, i3(P2) = S2, i3(S2) = S2,

so that Ker (i3) = 〈P1〉. Concretely, i1 is obtained by tensoring by the bimodule ke3, i2 by the
bimodule M2(k), and i3 by the bimodule ke1. If we now go back to the discrete topological space
X = SpecNC(A) = {p1, p2, p3}, we would expect the intersection of any two points to be empty.
Indeed, if we regard A→ P1 as corresponding to the point p1, then one can check that

P1 ∗
L
A P2

∼= 0, P1 ∗
L
A S2

∼= 0.

But the above formula show that

P1 ⊗
L
A P2

∼= 0, P1 ⊗
L
A S2

∼= P1.

So, p1 and p3 are not “completely disjoint” inside AHMod. This does not, however, prevent
us from reconstructing A (and hence every A-module) from the data of the three homotopical
epimorphisms above.

Let us define the functor

M : AHMod→ kHMod⊕M2(k)HMod⊕ kHMod

given by M(R) = (i1(R), i2(R), i3(R)), that is, the base change functor of the algebra A →
k ⊕M2(k)⊕ k. Then, we have three adjunction maps: the map

ηP1 : P1 →M(P1) = i1(P1)⊕ i2(P1)⊕ i3(P1) = P1 ⊕ P2 ,

a 7→ (a, α(a)) ,

where the inclusion α : P1 → P2 is defined as e1 7→ e2. Thus

Coker (α) ∼= S2.

The map
ηP2 : P2 →M(P2) = i1(P2)⊕ i2(P2)⊕ i3(P2) = P2 ⊕ S2 ,

a 7→ (a, β(a)) ,

where β : P2 → S2 is the quotient map whose kernel is α. And finally the map

ηS2 : S2 →M(S2) = i1(S2)⊕ i2(S2)⊕ i3(S2) = P1 ⊕ S2 ,

a 7→ (0, a) .

Applying the functor again, we obtain

M(M(A)) = M(M(P1 ⊕ P2)) = M(P1)⊕M(P 2
2 )⊕M(S2) = P 2

1 ⊕ P 3
2 ⊕ S3

2 .
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Now, we have two maps
M(A) ⇒ M(M(A))

given by ηM(A) and M(ηA). The map

ηA : A = P1 ⊕ P2 →M(A) = P1 ⊕ P2 ⊕ P2 ⊕ S2

is given by
(a, b) = (a, α(a), b, β(b)).

We have that the identity ηA = ηP1 ⊕ ηP2 gives

M(ηA) = M(ηP1)⊕M(ηP2)

and
ηP1 = (id P1 ⊕ α) ◦∆P1

where ∆P1 : P1 → P1 ⊕ P1 is the diagonal embedding. So,

M(ηP1) = M((id P1 ⊕ α) ◦∆P1) = (idM(P1),M(α)) ◦∆M(P1).

and
M(α) = (id P2 , 0).

So,
M(ηP1)(a, b) = (a, b, b, 0).

Similarly, one can compute that

M(ηP2) : P2 ⊕ S2 → P2 ⊕ S2 ⊕ P2 ⊕ S2

M(ηP2)(c, d) = (c, d, 0, d).

On the other hand,

ηM(A) : P1 ⊕ P2 ⊕ P2 ⊕ S2 → P1 ⊕ P2 ⊕ P2 ⊕ S2 ⊕ P2 ⊕ S2 ⊕ P1 ⊕ S2

ηM(A)(a, b, c, d) = (a, α(a), b, β(b), c, β(c), 0, d).

Therefore,
ηM(A) −M(ηA) = (0, α(a) − b, 0, β(b), 0, d − β(c), 0, 0).

All in all, we have the sequence

A
ηA→M(A)

ηM(A)−M(ηA)
−→ M(M(A)) .

Let us recall that
ηA(a, b) = (a, α(a), b, β(b))

is injective. So, it is clear that ηA(A) ⊂ Ker (ηM(A) −M(ηA)). The other inclusion is also easy
to check. This shows that A ∼= Ker (ηM(A) −M(ηA)), so that the above sequence of morphisms is
exact at M(A).

The computations performed in Example 7.2 are not accidental: they can be explained
through the theory of comonadic descent, which gives the correct formulas for reconstructing
A-modules from their local components at a cover for the homotopical Zariski topology. In the
remainder of this section, we shall partially develop the abstract theory. We shall limit ourselves
to the algebraic aspects of the theory here, deferring the development of a fully fledged geometric
theory until future work.
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The prototype of the result we have in mind is [51, Proposition 10.5]. Let us immediately
warn the reader that the latter proposition is stated in the language of ∞-categories, which
would be the best language suited to the formulation of the results of this section. However, we
will stick with our choice, made (and justified) earlier in the paper, of avoiding the language of
∞-categories in this work, even if at times this somewhat hinders the clarity of the results.

In our language, for the sober topological space X = SpecNC(A) with A ∈ HRingsZ and given
homotopical epimorphism A → BU , [51, Proposition 10.5] provides sufficient conditions under
which the association

SpecNC(BU ) = U 7→ HModBU
,

is a homotopical sheaf of pre-triangulated categories.
This implies, for example, that the association

U 7→ BU

is a homotopical sheaf of rings, which means, in turn, that given a cover {A → BUi
}i∈I for the

homotopical Zariski topology we have

A ∼= R limN•(BUi
) .

Here N•(BUi
) denotes the C̆ech nerve of the cover, often referred to as cobar construction, given

by the cosimplicial object ∏

i∈I

BUi
⇒

∏

i,j∈I

BUi
⊗L

A BUj

→→→ · · · .

Note that condition (i) in [51, Proposition 10.5] essentially never holds unless A is either a
commutative ring or a cdga. And as we have seen, one can check that the above associations do
not give homotopical sheaves. But [51, Proposition 10.5] has another interpretation in terms of
comonadic descent. Indeed, its statement implies that, under the above hypothesis, the adjunction

HModA ⇆

⊕

i∈I

HModBUi
(7.1)

given by base change and restriction of scalars functors, is homotopically comonadic. The ad-
ditional piece of information given by (the proof of) [51, Proposition 10.5] is that under the
proposition’s hypothesis, the descent data is given by a finite diagram23.

Let us now show that in our situation we still have homotopical descent, but the descent data
is no longer contained in a finite diagram, and the resulting cobar construction of modules and
algebras over A are not equal to the restriction of section of sheaves on the topological space X
as in the commutative case. It is always possible to reconstruct a module M ∈ HModA uniquely
from its localizations M ⊗ABUi

, and, furthermore, any descent data on the cover {A→ BUi
}i∈I ,

formally given by a comodule over the comonad associated to the adjunction (7.1), comes from
a module over A. Thus, our goal is to prove that the adjunction (7.1) is comonadic. To do this
we introduce the following generalisation (and adaptation) of the terminology introduced in [42]
in the commutative setting.

Definition 7.3. Consider A ∈ HRingsZ and an A-algebra A → B. We say that B admits
descent or is descendable if the smallest smashing subcategory of HModA containing B is the
whole HModA.

Remark 7.4. Let us point out that it is easy to check that if {A → Bi}i∈I is a cover for the
homotopy Zariski topology, then the A-algebra A→

∏
i∈I BUi

is descendable. Indeed, by Propo-
sition 5.17 we have that the family of functors {HModA → HModBi

} is faithful and in partic-
ular conservative, which implies that the smallest smashing subcategory containing HModBi

in
HModA — and hence the one generated by

∏
i∈I Bi — is the whole HModA.

23The theory of ∞-categories makes this statement very clear. We do not comment further here.
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Let us now show how to recontruct HModA from the data of a descendable algebra A→ B.
We will follow closely the discussion from [42, Section 3].

Proposition 7.5. An A-algebra A→ B is descendable if and only if the canonical map

A→ R limN•(B)

is a quasi-isomorphism.

Proof. This is a generalisation of [42, Proposition 3.20]. One can check that the proof never
uses the commutativity of the algebras but only the canonical morphisms of the extension of
scalars and restriction of scalars functors. Therefore, it can be applied also for the adjunction
HModA ⇆ HModB verbatim.

The next theorem shows how comonadic descent is related to homotopy limits.

Theorem 7.6. If the A-algebra A→ B is descendable, then the adjunction

HModA ⇆ HModB

is comonadic.

Proof. It is enough to check that it is possible to apply the Lurie–Barr–Beck Theorem. This
is done as in [42, Proposition 3.22], where only abstract results from the theory of comonadic
descent are used.

In our situation, the meaning of Theorem 7.6 is that the category HModA can be recon-
structed as a homotopical limit of the categories HModBi

. Thus, by following the prescription
of comonadic descent, it is possible to reconstruct the global data (i.e. HModA) from the local
data (i.e. the localizations HModBi

). But this reconstruction process does not give a sheaf in
the usual sense on SpecNC(A), because in the noncommutative case the base change of algebras is
not compatible with the base change of modules (concretely, Lemma 5.1 fails).

However, it is not difficult to check that it is still a well-defined pre-sheaf, as it is obvious
by the property of stability of homotopical epimorphisms under composition. A less obvious
statement is that for any object M ∈ HModA the associatied pre-sheaf is well-defined. For the
sake of completeness, we provide a proof of this basic fact below.

Proposition 7.7. Let M ∈ HModA. Then the association

M̃(U) = M ⊗L
A BU

is a pre-sheaf valued in HModA, on the site Ouv(Spec(A)), where U is the open subset corre-
sponding to the homotopical epimorphism A→ BU .

Proof. Being a pre-sheaf just means being a functor Loc(A)→ HRingsZ. So, the task at hand
reduces to check that composition is well-defined. Let A → BU , BU → CV be two homotopical
epimorphism. Then we have the natural isomorphism

M̃(V ) = M ⊗L
A CV

∼= M ⊗L
A BU ⊗

L
BU

CV .

This yields the claim.

From Proposition 7.7 it is not hard to deduce the following more refined result.

Corollary 7.8. The association
U 7→ HModBU

defines a pre-sheaf24 of categories on Ouv(A).

24Technically this is a 2-to-1 pseudofunctor, because it is valued in the category of additive categories. We do not
dwell into the details of the theory of 2-to-1 pseudofunctors here, because their use is not needed in the framework
of ∞-categories.
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With this in mind, we are in the position to provide a new notion of descendable pre-sheaf of
rings.

Definition 7.9. Let X be a topological space (or more generally a site). A descendable pre-sheaf
of rings OX : Ouv(X)op → HRingsZ is a contravariant functor from the category of open sets of
X to homotopical rings HRingsZ satisfying the descent condition that for any cover {Ui → U}i∈I
such that U =

⋃
i∈I Ui we have

OX(U) = R limN• (OX(Ui)) ,

where N•(OX(Ui)) denotes the Amistur-C̆ech nerve of the cover given by the cosimplicial object

∏

i∈I

OX(Ui) ⇒
∏

i,j∈I

OX(Ui)⊗
L
OX(U) OX(Uj)

→→→ · · · .

The geometric interpretation and detailed study of this new notion of pre-sheaf will be the
subject of separate, future works.

We would like to end this section by elaborating further on comonadic descent. Let us stress
that we have been deliberately sketchy in the proofs of Theorem 7.6 and Proposition 7.5, because
there exists another, more classical, way to obtain (almost) the same results. Indeed, by the work
of Balmer [4], we know that all faithful monads between triangulated categories satisfy descent25

(see [4, Corollary 2.15]). Observe that Balmer’s result can be stated by replacing the R limN•(B)
with the limN•(B), which has the effect of “switching” from the homotopical descent to the usual
categorical descent. Therefore, Balmer’s computations in [4, Corollary 2.15] effectively represent
the first step of the proof Theorem 7.6, under the faithfulness hypothesis. By iterating Balmer’s
computations, one obtains the full homotopical comonadic descent. We also emphasise that
Balmer’s computations yield the even stronger result that the complex obtained via comonadic
descent in the faithful situation is not only exact but split exact.

In this section we have seen what a noncommutative version of sheaf theory may look like. We
plan devote a series of future papers to its full development. Theorem 7.6 shows that the structure
pre-sheaf on SpecNC(A) is a descendable pre- sheaf in the above sense. In the next subsection we will
show that a suitable subcategory of the category of pre-ringed spaces is equivalent to the opposite
category of HRingsZ, thus realising a weak form of Gelfand’s duality for noncommutative dga’s
— and in particular for noncommutative rings.

7.1 Towards noncommutative Gelfand’s duality

In this section we provide a first version of a noncommutative extension of Gelfand’s duality to
the category of rings. This extension is carried out in the algebraic setting of this paper; Gelfand
duality for C∗-algebras will be discussed in a future work. We will also elaborate on why the
current version of our result is only a first step towards a more refined theory which will be
carefully developed elsewhere.

Let us start by briefly recalling some key aspects of the duality between affine schemes and
commutative rings. The algebraic version of Gelfand’s duality, i.e. the duality between affine
schemes and commutative rings developed by Grothendieck, requires one to endow the topological
spaces resulting from the construction of the spectrum with extra-structure. Indeed, this step
is necessary to obtain a perfect duality. The extra-structure in question for X = Spec(A) to be
equipped with is the structure sheaf of rings OX which allows one to discriminate between affine
schemes that are indistinguishable as mere topological spaces. For example, any field extension
k → l induces a homeomorphism of the underlying spectra Spec(l) → Spec(k). Therefore, the

25Here we employ Balmer’s terminology on descent. Given a comonad M : C → C, in Balmer’s terminology, M
is said to satisfy descent if the comparison functor C → CoModM is fully faith and it is said to satisfy effective

descent if the comparison functor is an equivalence. We refer to [4] for details on these constructions. What we
are calling comonadic descent in the present paper corresponds to Balmer’s effective descent.
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setting of ringed spaces is what is needed for the theory of affine schemes. But it is still not
enough to obtain a perfect duality, because if we consider two spectra of commutative rings
(X,OX ) and (Y,OY ) regarded as ringed spaces, then there exist morphisms (X,OX )→ (Y,OY )
that do not come from a morphism of commutative rings. For the benefit of the reader, we recall
the following well known example of a morphism with this property.

Example 7.10. Let X = (SpecG(Q),OSpecG(Q)) and Y = (SpecG(Z),OSpecG(Z)) be the classical
affine schemes associated to Q and Z, and consider the continuous map

fp : ⋆ = SpecG(Q)→ {p} ⊂ SpecG(Z)

sending the point of X to a closed point of Y identified by a prime number p. We have that

f−1
p (OSpecG(Z)) = lim

→
U⊃{p}

OY (U) ∼= Z(p).

Therefore, the canonical inclusion map Z(p) → Q defines a morphism of ringed spaces, but this
morphism does not come from a map of rings because the only morphism of rings Z → Q sends
SpecG(Q) to the generic point.

The key observation here is that the map Z(p) → Q is not a local map of local rings, which
naturally leads one to consider the category of locally ringed spaces. This latter is a non-full
subcategory of the category of ringed spaces that realises a perfect duality with commutative
rings.

Another way to rephrase the above observation is that it is possible to construct a functor

SpecG : CRingsop = Aff → Top

given by A 7→ Spec(A) which is not faithful, because it is not conservative: the functor SpecG
loses some information about the category Aff . Therefore, it must be enhanced to a functor

(SpecG,O) : CRingsop = Aff → RingSp (7.2)

to the category of ringed spaces. This latter is faithful, so does not lose information, but it is not
fully faithful.

At this point, the task is to describe the essential image of this functor. This has led to
the introduction of the category of locally ringed spaces for which Grothendieck proved that the
functor

(SpecG,O) : CRingsop = Aff → LocRingSp (7.3)

is fully faithful, so that the latter duality is a perfect duality.
In this work we do not achieve the goal of describing a perfect duality between the category of

rings and a suitable category of (homotopically) ringed spaces, like in the case of (7.3). What we
can achieve is the less ambitious task of constructing a faithful functor like in the case of (7.2),
leaving the task of describing the essential image of the functor we construct for future work.

Let us consider a variation of the definition of ringed space. The issue we faced at the
beginning of this section is that in the noncommutative case the association U 7→ OU is not a
(homotopical) sheaf, but only a pre-sheaf (see Corollary 7.8).

Therefore, we can generalise the notion of ringed space to that of pre-ringed space.

Definition 7.11. A pre-ringed space (or site) is a topological space (or site) X equipped with a
structure pre-sheaf OX : Ouv(X)op → HRingsZ. A morphism of a pre-ringed spaces (X,OX )→
(Y,OY ) is a pair given by a continuous map f : X → Y and morphism of pre-sheaves OY →
f∗(OX). We denote the category of pre-ringed spaces by PreRingSp.
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The construction given above defines a ringed site (Ouv(Spec(A)),OX ) for any A ∈ HRingsZ.
In the next remark we explain how to extend this construction to the topological space SpecNC(A).

Remark 7.12. Given an open subset U ⊂ SpecNC(A), one can always write U =
⋃

i∈I Ui where
Ui = SpecNC(Bi) are open subsets associated to homotopical epimorphisms A → Bi. Then we
define

OSpecNC(A)(U) = R lim
i∈I

N•(OX (Ui)) ∼= R lim
i∈I

N•(Bi) ,

where N•(Bi) is the Amistur–C̆ech complex introduced earlier when discussing the comonadic
descent. Since for any affine cover

⋃
j∈J Vj = Ui we have that

OSpecNC(A)(Ui) = R lim
j∈J

N•(OX(Vi)) ,

i.e. the value of OSpecNC(A)(Ui) does not depend on the cover used to compute it, a standard
computation shows that also the value of OSpecNC(A)(U) is independent of the chosen cover. We

will always implicitly assume that the structure pre-sheaf on SpecNC(A) is defined in this way.

Observe that, unlike in the classical notion of ringed space, in Definition 7.11 we allow the
values of OX to be homotopical rings; if these are concentrated in degree 0 we obtain a classical
pre-sheaf of rings. The important feature brought about by Definition 7.11, when put in the
context of the discussion of duality made thus far, is expressed by the following lemma.

Lemma 7.13. The category of ringed spaces is a full subcategory of the category of pre-ringed
spaces26.

Proof. Clearly, every ringed space is a pre-ringed space in a canonical way. We only need to
check that the notions of morphism in the two categories agree. Let us consider two ringed
spaces (X,OX )→ (Y,OY ). Then, given a morphism of topological spaces f : X → Y , the subset
of

HomRingSp((X,OX ), (Y,OY ))

corresponding to f is given by the set

Hom Sh(Y )(OY , f∗(OX)) .

But since the direct image of a sheaf is always a sheaf and the category of sheaves is a full
subcategory of the category of pre-sheaves, we get a canonical bijection

Hom Sh(Y )(OY , f∗(OX)) ∼= HomPsh(Y )(OY , f∗(OX)) .

But the latter is the subset of

HomPreRingSp((X,OX ), (Y,OY ))

corresponding to f , and we have the claim.

In view of Lemma 7.13, the classical duality issue of scheme theory of describing the essential
image of the functor

A 7→ (SpecG(A),OSpecG(A))

can be formulated in an equivalent way in RingSp or PreRingSp. The advantage is that the
latter formulation makes sense also in the noncommutative case. What remains to be checked in
the noncommutative setting is that the resulting functor is faithful, i.e. no information about the
original category is lost. Our current version of Gelfand duality for dg-algebras precisely proves
this claim.

26We prove the lemma only for classical ringed spaces and pre-ringed spaces, but the same result holds for
the category of homotopically ringed spaces replacing hom-sets with mapping spaces. We refrain to enter in the
technical details of the homotopical version of the lemma because the best way to state and prove it is using the
language of ∞-categories. We also emphasise that in the noncommutative situation the homotopical version of the
lemma is the more relevant one.
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Theorem 7.14. The (contravariant) functor

A 7→ (SpecNC(A),OSpecNC(A)) (7.4)

from the category HRingsZ to the category PreRingSp is faithful.

Proof. Let A,B ∈ HRingsZ. We need to check that the map

HomHRingsZ
(A,B)→ HomPreRingSp((Spec

NC(B),OSpecNC(B)), (Spec
NC(A),OSpecNC(A)))

is injective. Let f, g : A → B be two different maps. We have defined the maps of topological
spaces f̃ , g̃ : SpecNC(B) → SpecNC(A) induced by f and g in Corollary 4.15. It is immediate, by
definition, that in both cases we have

f∗(OSpecNC(B))(Spec
NC(A)) = B, g∗(OSpecNC(B))(Spec

NC(A)) = B.

Once again by definition, we have that the morphism

OSpecNC(A)(Spec
NC(A)) = A→ f∗(OSpecNC(B))(Spec

NC(A)) = B

is f and the morphism

OSpecNC(A)(Spec
NC(A)) = A→ g∗(OSpecNC(B))(Spec

NC(A)) = B

is g. Thus, the two morphisms of pre-ringed spaces are different.

Theorem 7.14 has an immediate consequence, which can be stated in classical terms.

Corollary 7.15. The category of rings is equivalent to a subcategory of the category PreRingSp.

Proof. The inclusion RingsZ → HRingsZ is fully faithful, therefore the composition with the
Gelfand duality of Theorem 7.14 is a faithful functor.

Remark 7.16. Let us observe that, although the statement of Corollary 7.15 is of classical nature,
to make sense of it it is not enough to remain in the framework of rings but it is necessary to use
the (homotopy) category of dg-algebras, because the natural structural pre-sheaf on SpecNC(A)
is a homotopical pre-sheaf of dg-algebras not necessarily concentrated in degree 0 (if A is not
commutative) — see, e.g. , Example 4.8.

Theorem 7.14 can be rightfully viewed as the noncommutative analogue of Gelfand’s duality, in
that it describes HRings

op
Z (and hence its full subcategory Rings

op
Z ) as a (non-full) subcategory

of PreRingSp. This is formally the same as the duality between commutative rings and affine
schemes described as a (non-full) subcategory of PreRingSp. In order for this to be useful in
doing geometry, one should also have a description of the essential image of the functor (7.4).
This consists of a very specific family of pre-ringed spaces, because we have shown that modules
on A (and hence the associated pre-sheaf of OSpecNC(A)-modules they determine) satisfy comonadic
descent, i.e. they have a pre-sheafy local-to-global behaviour. We postpone this study in a future
work.

We conclude this section (and the paper) by improving on Theorem 7.14, performing a few
small steps towards the description of the essential image of the Gelfand duality functor (7.4).
Using the results of comonadic descent, we can prove that the structure pre-sheaf is, in fact,
always a separated pre-sheaf. We thus introduce the following notion of separated pre-ringed
space that lies in between the notions of pre-ringed and ringed space.
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Definition 7.17. Let F : Ouv(X)op → C be a C-valued pre-sheaf on the space X. We say
that F is separated if for any cover U =

⋃
i∈I Ui the canonical morphism

F (U)→
∏

i∈I

F (Ui)

is a monomorphism. We say that a pre-ringed space (X,OX ) is separated pre-ringed if the
structure pre-sheaf is separated when viewed as a pre-sheaf valued in HModZ. We denote the
full subcategory of PreRingSp of separated pre-ringed spaces by SepPreRingSp.

Remark 7.18. We should like to point out that the condition on the pre-sheaf F stipulated by
Definition 7.17 is rather strong. Indeed, in the unbounded derived category D(ModZ) ⊃ HModZ

all monomorphisms are split.

Remark 7.19. We would also like to remark that by defining SepPreRingSp ⊂ PreRingSp

as the full subcategory determined by objects whose structure pre-sheaf is a separated pre-sheaf,
we are considering the hom-sets

HomPsh(X)(OY , f∗(OX )) ,

and it is easy to check that f∗(OX ) is always separable pre-sheaf. So, the situation is similar to
the case of the inclusion of ringed spaces inside pre-ringed spaces analysed in Lemma 7.13.

We are ready to state our slightly refined version of Gelfand’s duality for (not necessarily
commutative) dga’s.

Theorem 7.20. The essential image of the Gelfand duality functor (7.4) lies in the subcategory
SepPreRingSp.

Proof. It suffices to check that for all A ∈ HRings the structure pre-sheaf OSpecNC(A) is a separated

pre-sheaf on SpecNC(A). Moreover, it is enough to check this for a cover made by the base of open
subsets given by the homotopical epimorphisms, namely a cover made by comprised of morphisms
of the form {fi : A→ Bi}i∈I with fi being a homotopical epimorphism. By Proposition 5.17 we
know that the family of functors

Lf∗
i : HModA → HModA

is faithful and hence the family of functors

Lf∗
i : D(ModA)→ D(ModA)

between the unbounded derived categories is also faithful. To the latter family we can apply [4,
Proposition 2.12] which shows that the map

A→
∏

i∈I

Bi (7.5)

is a monomorphism in D(ModA) (and hence it is a split monomorphism). Now we can use
the fact that the truncation functor τ≤0 is left adjoint to the inclusion HModA → D(ModA)
(or, indeed, the fact that every functor preserves split monomorphisms) to deduce that the
morphism (7.5) is a monomorphism in HModA, thus obtaining the claim and completing the
proof of the theorem.

Finally, we make our last (as far as this paper is concerned) improvement on the description
of the direct image of the essential image of the functor (7.4). This is obtained using the following
variation of the notion of ringed space.
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Definition 7.21. A pre-ringed space (X,OX ) is called descendable if the structure pre-sheaf
is a descendable pre-sheaf in the sense of Definition 7.9. We denote the full subcategory of
PreRingSp of descendable pre-ringed spaces by DescPreRingSp.

Theorem 7.22. The essential image of the Gelfand duality functor (7.4) lies in the subcategory
DescPreRingSp.

Proof. Theorem 7.6 immediately implies that OSpecNC(A) is always a descendable pre-sheaf.

Combining Theorem 7.20 and Theorem 7.22 we obtain that the essential image of the func-
tor (7.4) lies in the intersection DescPreRingSp ∩ SepPreRingSp. We also remark that the
category of ringed spaces lies inside this intersection. Moreover, the notion of descendable pre-
sheaf is a possible noncommutative generalisation of the notion of quasi-coherent sheaf, as the
upcoming definition and proposition show.

Definition 7.23. Let (X,OX ) be a pre-ringed space. A pre-sheaf of right (or left) OX -modules
F is said to be descendable if for all covers U =

⋃
i∈I Ui we have

F (U) ∼= R lim
i∈I


∏

i∈I

F (Ui) ⇒
∏

i,j∈I

F (Ui)⊗
L
OX(U) OX(Uj)

→→→ · · ·


 .

We denote the full subcategory of the category of pre-sheaves of OX -modules consisting of de-
scendable pre-sheaves of OX -modules by Desc-OX -Mod.

Theorem 7.24. Consider the spectrum (SpecNC(A),OSpecNC(A)) of an object A ∈ HRingsZ. Then,
there is an equivalence of categories Desc-OX-Mod ∼= HModA.

Proof. Theorem 7.6 immediately implies the claim.

Theorem 7.24 suggests that the notion of descendable pre-sheaves of OX-modules could be a
good noncommutative generalisation of the notion of quasi-cohrent sheaf of algebraic geometry.

7.2 Concluding remarks

We would like to make some further remarks on the constructions described in this last section.
So far we have been focused in understanding the noncommutative aspects of our definitions, but
they apply as well to commutative rings. It is clear that by definition our notions are compatible
with the classical notions of algebraic geometry, because they have been chosen on purpose to
have this property. Nevertheless, we would like to make such observations more explicit.

Proposition 7.25. Let A ∈ HRingsZ be commutative. The pre-ringed space (SpecNC(A),OSpecNC(A))
is a (homotopically) ringed space.

Proof. By Lemma 5.1 implies the Amistur-C̆ech complex of comonadic descent considered in
Definition 7.21 agrees with the sheaf-theoretic C̆ech complex of OSpecNC(A). Therefore, in this case

being a descendable pre-sheaf is equivalent to being a (homotopical) sheaf27.

Remark 7.26. In many situations where we have that A is discrete, i.e. concentrated in degree
0, and all its localizations are discrete as well (for example in the case of commutative Noetherian
rings, see Example 4.8) Proposition 7.25 implies that the space (SpecNC(A),OSpecNC(A)) is an actual
ringed space, not a homotopical one.

When A is a discrete commutative ring, the structure of pre-sheaf of SpecNC(A) is compatible
with that of SpecG(A).

27As already underlined, when A is commutative all its localizations are commutative as well. Therefore,
OSpecNC(A)(U) is a commutative simplicial ring for all open subsets U ⊂ SpecNC(A).
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Proposition 7.27. Let A be a discrete commutative ring. The map of topological spaces

πA : SpecNC(A)→ SpecG(A)

obtained in Proposition 5.5 induces a canonical morphism of ringed spaces

πA : (SpecNC(A),OSpecNC(A))→ (SpecG(A),OSpecG(A)).

Proof. We remark that since SpecG(A) is a spectral space, it is enough to specify the values of
a sheaf on a base of compact open subsets. Therefore, for any affine open subset U ⊂ SpecG(A)
we have that the map πA induces the identity morphism

OSpec(A)(U)
∼=
−→ (πA)∗(OSpecNC(A))(U) = OSpecNC(A)(π

−1
A (U))

that is obviously a morphism of sheaves.

We can finally also sketch how a full theory of derived noncommutative schemes based on the
results above looks like. The notion of descendable pre-ringed space permits to give a reasonable
definition of derived noncommutative scheme.

Definition 7.28. A derived noncommutative scheme is a descendable pre-ringed space (X,OX )
such that there is an open cover of open sub-pre-ringed spaces X =

⋃
i∈I Ui such that (Ui,OUi

) ∼=
(SpecNC(Ai),OSpecNC(Ai)

) for some Ai ∈ HRingsZ.

We emphasise that Definition 7.28 possibly gives a good notion of noncommutative scheme,
but without a better understanding of the essential image of the functor (7.4) it is not clear what
the correct notion of morphism between such spaces is. Therefore, the first step to proceed in the
study of derived noncommutative scheme theory is to complete the study of the noncommutative
Gelfand duality obtained so far.
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and universal localizations of commutative rings, Q. J. Math. 71(4), 1489–1520, (2020).

[3] D. Bahns, S. Waldmann, Locally noncommutative Space-Times, Rev. Math. Phys. 19, 273–
305, (2007).

[4] P. Balmer, Descent in triangulated categories, Math. Ann. 353(1), 109–125, (2012).

[5] F. Bambozzi, O. Ben-Bassat, Dagger geometry as Banach algebraic geometry, J. Number
Theory 162, 391–462, (2016).

[6] F. Bambozzi, O. Ben-Bassat, K. Kremnizer, Stein domains in Banach algebraic geometry, J.
Funct. Anal. 274(7), 1865–1927, (2018).

[7] F. Bambozzi, O. Ben-Bassat, K. Kremnizer, Analytic geometry over F1 and the Fargues-
Fontaine curve, Adv. Math. 356, 106815, (2019).

[8] F. Bambozzi, K. Kremnizer, On the sheafyness property of spectra of Banach rings, J. London
Math. Soc. 109(1), e12855, (2024).

61



[9] F. Bambozzi, T. Mihara, Homotopy epimorphisms and derived Tate’s acyclicity for commu-
tative C*-algebras, Quart. J. Math. 74(2), 421–458, (2023).

[10] F. Bambozzi, T. Mihara, Derived Analytic Geometry for Z-Valued Functions Part I: Topo-
logical Properties, Bull. Iranian Math. Soc. 50(4), 58, (2024).

[11] F. Bambozzi, S. Murro, On the uniqueness of invariant states, Adv. Math. 376, 107445,
(2021).

[12] F. Bambozzi, S. Murro, N. Pinamonti, Invariant states on noncommutative tori, Int. Math.
Res. Not. 2021(5), 3299–3313, (2021).

[13] S. Bazzoni, Cotilting modules and homological ring epimorphisms, J. Algebra 441, 552–581,
(2015).

[14] S. Bazzoni, and J. Stovicek, Smashing localizations of rings of weak global dimension at most
one, Adv. Math. 305, 351–401, (2017).

[15] J. Bellissard, The noncommutative geometry of aperiodic solids, In: A. Cardona, S. Paycha,
H. Ocampo (eds.), Geometric and topological methods for quantum field theory , World Sci.
Publ. 86–156 (2003).

[16] J. Bellissard, A. van Elst, H. Schulz-Baldes, The noncommutative geometry of the quantum
Hall effect, J. Math. Phys. 35(10), 5373–5451, (1994)

[17] A.A. Beilinson, Coherent sheaves on Pn and problems of linear algebra, Funct. Anal. Appl.
12(3), 214–216, (1978).

[18] O. Ben-Bassat, J. Kelly, K. Kremnizer, A perspective on the foundations of derived analytic
geometry, preprint arXiv:2405.07936, (2024).

[19] C. Braun, J. Chuang, A. Lazarev, Derived localisation of algebras and modules, Adv. Math.
328, 555–622, (2018).

[20] D. Buchholz, G. Lechner, S. J. Summers, Warped convolutions, Rieffel deformations and the
construction of quantum field theories, Comm. Math. Phys. 304, 95–123, (2011).

[21] P. M. Cohn, The affine scheme of a general ring, Applications of sheaves, Lecture Notes in
Mathematics 753, Springer Berlin, 197–211, (1979).

[22] J. Chuang, A. Lazarev, Homological epimorphisms, homotopy epimorphisms and acyclic
maps, Forum Math. 32(6), 1395–1406, (2020).

[23] A. Connes, Noncommutative geometry and reality, J. Math. Phys. 36(11), 6194–6231, (1995).

[24] A. Connes, On the spectral characterization of manifolds, J. Noncomm. Geom. 7, 1–82,
(2013).

[25] G. De Nittis, H. Schulz-Baldes, The non-commutative topology of two-dimensional dirty
superconductors, J. Geom. Phys. 124, 100–123, (2018).

[26] S. Doplicher, K. Fredenhagen, and J.E. Roberts, The quantum structure of spacetime at the
Planck scale and quantum fields, Comm. Math. Phys. 172, 187–220, (1995).

[27] D. Dugger, A primer on homotopy colimits, preprint available at
https://pages.uoregon.edu/ddugger/hocolim.pdf.

[28] N. Franco, Temporal Lorentzian spectral triples, Rev. Math. Phys. 26, 1430007, (2014).

62

http://arxiv.org/abs/2405.07936
https://pages.uoregon.edu/ddugger/hocolim.pdf


[29] M.B. Fröb, A. Much, K. Papadopoulos, Noncommutative geometry from perturbative quan-
tum gravity, Phys. Rev. D 107, 064041, (2023).

[30] I. Gelfand, Normierte Ringe. Mat. Sb. Nov. Ser. 9, 3–23, (1951).

[31] O. Goldman, Rings and modules of quotients, J. Algebra 13, 10–47, (1969).

[32] S. Gratz, G. Stevenson Approximating triangulated categories by spaces, Adv. Math. 425,
109073, (2023).

[33] H. Grosse, G. Lechner, Wedge-local quantum fields and noncommutative Minkowski space,
J. High Energy Phys. 11, (2007).

[34] M. Hovey, Model categories, Mathematical Surveys and Monographs 63, American Mathe-
matical Society, (2007).

[35] P.T. Johnstone, Stone spaces, Cambridge University Press, (1982).

[36] H. Krause, Smashing subcategories and the telescope conjecture–an algebraic approach, In-
vent. Math. 139, 99–133, (2000).

[37] H. Krause, G. Stevenson, The derived category of the projective line. In: M. Baake, F.
Götze, and W. Hoffmann (eds.), Spectral Structures and Topological Methods in Mathematics,
275–297, (2019).

[38] W. Lawvere, Functorial Semantics of Algebraic Theories, Repr. Theory Appl. Categ. 5,
1–121, (2004).

[39] J. Lurie, Higher topos theory, Princeton University Press, (2009).

[40] S. Mac Lane, Categories for the working mathematician, Springer Science & Business Media
5, (2013).

[41] S. Mac Lane, I. Moerdijk, Sheaves in geometry and logic: A first introduction to topos theory,
Springer Science & Business Media, (2012).

[42] A. Mathew, The Galois group of a stable homotopy theory, Adv. Math. 291, 403–541, (2016).
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