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Leveraging Global IoT Networks for a Distributed
Radio Telescope: Calibration Methods and

Performance Analysis
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Abstract—This paper introduces an innovative approach to
radio astronomy by utilizing the global network of Internet
of Things (IoT) devices to form a distributed radio telescope.
Leveraging existing IoT infrastructure with minimal modifica-
tions, the proposed system employs widely dispersed devices to
simultaneously capture both astronomical and communication
signals. Digital beamforming techniques are applied to align the
astronomical signals, effectively minimizing interference from
communication sources. Calibration is achieved using multiple
distributed satellites transmitting known signals, enabling precise
channel estimation and phase correction via GPS localization.
We analyze two calibration methods—Phase Alignment Cali-
bration (PAC) and Eigenvalue-Based Calibration (EVC)—and
demonstrate that EVC outperforms PAC in environments with
significant variation in node performance. Compared to the
Green Bank Telescope (GBT), the IoT-based telescope enhances
antenna gain by three orders of magnitude and increases survey
speed by eight orders of magnitude, owing to the vast number
of nodes and expansive field of view (FoV). These findings
demonstrate the feasibility and significant advantages of the IoT-
enabled telescope, paving the way for cost-effective, high-speed,
and widely accessible astronomical observations.

Index Terms—Radio astronomy, Internet of Things (IoT),
distributed arrays, beamforming, calibration methods, spectrum
sharing, radio astronomy

I. INTRODUCTION

RADIO astronomy is a pivotal tool for exploring the
universe, utilizing radio frequencies to study celestial

bodies such as stars, galaxies, radio galaxies, quasars, and
pulsars. Central to this field are radio telescopes, which
typically employ parabolic or spherical reflector antennas to
capture faint astronomical signals. These signals are focused
onto a feed-receiving system at the reflector’s focal point for
analysis.

Maintaining a high signal-to-noise ratio (SNR) amidst faint
cosmic radio signals, often ranging from −60 dB to −30
dB, necessitates large reflector antennas and highly sensitive
detection systems. As shown in Fig. 1, this requirement has
led to the construction of major observatories, such as the 305-
meter Arecibo radio telescope, built in 1963 at an inflation-
adjusted cost of approximately $64 million [1], and China’s
500-meter Aperture Spherical Telescope (FAST), completed in
2017 for around $180 million [2]. These projects reflect a trend
toward larger astronomical instruments; however, costs in-
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crease exponentially with the size of the reflector antenna [3]–
[5].

Furthermore, modern wireless communication networks,
which utilize an increasing number of spectrum bands, pose
significant challenges to the operations of passive radio tele-
scopes. To protect facilities like the Green Bank Observa-
tory, the United States established the National Radio Quiet
Zone (NRQZ) [6]–[8], encompassing 13,000 square miles.
However, the proliferation of wireless devices and smart
city technologies near NRQZ boundaries in Fig. 1 could
lead to increased interference [6], [7], [9], [10]. Additionally,
economic development near radio quiet zones is restricted to
preserve astronomical observations, limiting local economic
opportunities.

Fig. 1. Challenges faced by current radio telescopes.

This paper introduces an innovative concept that leverages
the global deployment of Internet of Things (IoT) devices to
develop a groundbreaking radio telescope, utilizing satellites
for calibration. The proposed system integrates with existing
IoT infrastructure and communication networks with minimal
modifications. By sharing the same frequency, time, and loca-
tion as communication signals, the radio telescope requires no
additional hardware or frequency bandwidth. The inspiration
for this ambitious project arises from critical technological
and economic trends expected to transform communication
and astronomical observation, as depicted in Fig. 2.

IoT Expansion: The rapidly increasing number of IoT-
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Fig. 2. The proposed IoT-enabled radio telescope concept.

connected devices is fundamental to this proposal. Projections
suggest that the global count of IoT devices could exceed
100 billion by 2050 [11]. This vast network of devices, each
capable of sending and receiving signals, presents a unique
opportunity to create a distributed sensor network acting
collectively as a large-scale radio telescope.

Advancements in Connectivity: Propelled by developments
in 6G/7G networks and advanced fiber optics, average global
internet speeds are expected to surpass 30 Gbps by 2050 [12].
Such enhancements will support the swift transfer of substan-
tial volumes of observational data across this global network
to centralized data centers and supercomputing facilities.

Reduced Satellite Costs: The significant reduction in satel-
lite launch costs into low Earth orbit—from the era of the
Space Shuttle to future projections involving space elevators
by 2050 [13]—has made space-based platforms increasingly
accessible. This trend is poised to facilitate the deployment
of specialized satellites that not only calibrate but also sub-
stantially expand the field of view of the IoT-enabled radio
telescope.

Traditional radio telescopes encounter substantial challenges
in spectrum sharing primarily due to their structural design and
operational environments [14]–[18]. As shown in Fig. 3 (left),
these instruments simultaneously capture both astronomical
and wireless communication signals at the same frequencies.
Due to the physical limitations of using a solid, large single
reflector antenna system, they lack the ability to process
or differentiate these signals independently [19]–[24]. Con-
sequently, communication signals often disrupt astronomical
observations, introducing noise that can obscure or distort
valuable scientific data [25]–[31].

The proposed radio telescope design in Fig. 3 (right) ad-

dresses these limitations by employing a network of widely
dispersed IoT devices. Each device is configured to concur-
rently capture both astronomical and communication signals at
the same frequency, time, and location. These signals are then
processed using digital beamforming techniques to phase-align
the astronomical signals and maximize the system’s output
SNR. Additionally, since the SNR for most astronomical sig-
nals is below 0 dB, a threshold near the receiver’s noise floor
can be implemented to suppress interference from stronger
communication signals. This strategic processing enables the
network to focus on and amplify the astronomical signals
while effectively minimizing interference from communication
signals, which are treated as background noise and subse-
quently minimized from the final data output.

This capacity for efficient spectrum sharing between astro-
nomical and communication signals opens up groundbreaking
opportunities for radio astronomy. It allows for the operation
of radio telescopes in more populated or electronically active
areas, overcoming a major limitation of traditional telescopes
that require secluded, radio-quiet locations. Additionally, it
democratizes access to radio astronomy by utilizing the
widespread and readily available IoT infrastructure, thereby
minimizing the necessity for costly, dedicated radio telescope
facilities.

The remainder of this paper is structured as follows. Section
II details the system architecture and operational modes of
the proposed IoT-enabled radio telescope. Section III explores
the calibration methods using single and multiple satellites. In
Section IV, we compare Phase Alignment Calibration (PCA)
and Eigenvalue-Based Calibration (EBC) approaches. Section
V presents a performance estimation and a comparative anal-
ysis with the Green Bank Telescope (GBT). Finally, Section
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Fig. 3. Enabled spectrum sharing: (left) traditional radio telescope limitations; (right) proposed IoT-enabled telescope facilitating spectrum
sharing.

VI concludes the paper.

II. SYSTEM OVERVIEW

In this section, we present an overview of the proposed
radio telescope system that leverages the global network of
IoT devices. The system is designed for seamless integration
with existing IoT infrastructure and communication networks,
requiring only minimal modifications.

A. System Architecture

Fig. 4 illustrates the architecture of the proposed system.
Each IoT device is equipped with an antenna, low-noise
amplifier (LNA), mixer, analog-to-digital converter (ADC),
processing unit, and memory. These devices are capable
of capturing, digitizing, processing, and temporarily storing
timestamped data x[i].

B. Data Acquisition and Transmission

At each time sample i, the data vector x[i] collected by the
IoT devices is represented as:

x[i] = a s[i] +

Q∑
q=1

vq[i] dq[i] + n[i], (1)

where:
• s[i] is the astronomical signal of interest.
• dq[i] represents one of Q interfering communication

signals.
• n[i] denotes the noise vector.
• a and vq[i] are normalized array responses to unit ampli-

tude point sources in the far field corresponding to s[i]
and dq[i], respectively.

The data x[i] can be efficiently transmitted over the commu-
nication network to a centralized data center and supercomput-
ing facility. For non-real-time observations, transmission times
can be strategically scheduled during periods when devices are
typically idle or charging, such as nighttime hours.

C. Signal Processing and Beamforming

The supercomputing facility computes the time-average
correlation matrix R using N samples:

R =
1

N

N−1∑
i=0

x[i]x[i]H , (2)

where H denotes the Hermitian transpose. Using this correla-
tion matrix, the beamforming weight vector w is calculated
in the direction of the astronomical signal s[i]. The combined
output signal is then obtained by:

y[i] = wHx[i]. (3)

D. Calibration and Observation Modes

As depicted in Fig. 4(b), the proposed system operates in
two primary modes: calibration and observation.

1) Calibration Mode: In the calibration mode, specialized
satellites act as calibrators by transmitting known calibration
signals. These signals are received by the globally distributed
IoT devices, enabling precise estimation of channel properties
such as time delays and frequency shifts caused by the varied
locations and operational environments of the devices. This
process ensures synchronization and coherence of the data
collected from different devices.

The known calibration signals also aid in characterizing
and quantifying noise levels and interference patterns in the
received data, enhancing the clarity and accuracy of the
subsequent astronomical observations. Calibration facilitates
the fine-tuning of each IoT device’s parameters, such as
gain settings and filter thresholds, thereby maximizing the
sensitivity of the receiver system.

The calibration data and timestamps are used to compute
the maximum SNR beamforming weight vector wmax,SNR by
solving the generalized eigenvalue problem:

Rsat w = λmax Rn w, (4)

where:
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Fig. 4. Overview of the proposed system: (a) system architecture; (b) calibration and observation modes.

• Rsat is the correlation matrix of the received calibration
signal from the satellite.

• Rn is the noise correlation matrix (equal to Roff when
the calibration source is off).

• λmax is the maximum eigenvalue.

As shown in Fig. 5, Rn is obtained during periods when
the calibration source is powered off, and Rsat is calculated
by subtracting Rn from the total received correlation matrix
when the calibration source is on:

Rsat = Ron −Roff. (5)

Fig. 5. Signal processing in calibration and observation modes.

2) Observation Mode: Once the optimal beamforming
weights wmax,SNR are determined, the system transitions to

observation mode to detect astronomical signals. The output
SNR in observation mode is expressed as:

SNRout =
wH

max,SNRRsig wmax,SNR

wH
max,SNRRn wmax,SNR

, (6)

where Rsig is the correlation matrix of the astronomical signal.
Due to variations in signal and noise caused by environ-

mental factors, the system periodically alternates between
calibration and observation modes to maintain accuracy and
coherence in data collection.

E. Multi-Layer Digital Beamforming Strategy

To enhance the efficiency of correlation and beamforming
computations, a multi-layer digital beamforming strategy is
employed, as illustrated in Fig. 4(a) right. This approach
divides the global network of IoT devices into numerous
smaller regions where initial beamforming weights are cal-
culated locally. These locally beamformed signals are then
aggregated and further processed through a secondary layer
of digital beamforming.

This multi-tiered method optimizes computational distribu-
tion and improves signal precision by reducing the computa-
tional burden on individual nodes and minimizing the required
data transmission bandwidth. By processing data hierarchi-
cally, the system enhances overall processing efficiency and
scalability.
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F. Scalability and Multi-Beam Capability

Utilizing multiple satellites for calibration allows the system
to perform beam scanning in multiple directions simultane-
ously. Each satellite can be dedicated to calibrating a specific
beam, and by increasing the number of satellites, the system
can effectively generate a vast number of beams concurrently.
When combined with advanced digital beamforming algo-
rithms, this configuration enables the creation of infinite beams
theoretically, significantly enhancing the telescope’s flexibility
and efficiency.

The ability to calibrate and observe multiple beams con-
currently increases the system’s capacity for comprehensive
sky surveys, facilitating high-resolution imaging and rapid de-
tection of astronomical events. This multi-beam functionality
is crucial for monitoring transient phenomena and conducting
large-scale mapping of the sky.

G. Interference Suppression and Spectrum Sharing

An essential advantage of the proposed IoT-based radio tele-
scope is its ability to operate alongside existing communica-
tion signals in the same frequency bands, times, and locations
without requiring additional hardware. Since the SNR for most
astronomical signals is below 0 dB, implementing a threshold
near the receiver’s noise floor suppresses interference from
stronger communication signals. This approach effectively
filters out signals exceeding the noise threshold, allowing the
network to focus on amplifying the weak astronomical signals.

Due to the large spacing between distributed nodes, com-
munication signals at the array output can be treated as
background noise. The system minimizes their impact through
strategic digital signal processing. By coherently combining
weak astronomical signals using digital beamforming, it en-
hances their detectability despite the presence of stronger
interference.

This capability enables efficient spectrum sharing between
astronomical observations and communication services. IoT
devices can simultaneously perform their primary communica-
tion functions while contributing to the radio telescope’s data
collection, leveraging existing infrastructure and frequency al-
locations without the need for dedicated hardware or exclusive
frequency bands.

H. Non-Technical Consideration: Public Engagement and In-
centive Plan

To enhance public engagement and maximize the opera-
tional efficiency of the distributed IoT-based radio telescope
network, we could have an incentive plan encouraging individ-
uals to contribute their personal devices, such as smartphones
and laptops, as active nodes in the array. This transforms ev-
eryday devices into valuable assets for astronomical research.

The plan offers compensation to participants through digital
credits, service discounts, or payments based on their con-
tribution level, measured by processing power utilized and
duration of device engagement. This approach ensures fair
compensation while reducing operational costs associated with
traditional radio telescopes. By leveraging the ubiquity of

personal devices and existing connectivity, it minimizes the
need for extensive physical infrastructure.

Additionally, data transfers can be scheduled during off-
peak internet usage hours and lower electricity cost periods,
further reducing expenses. Participants can choose their level
of involvement to match personal preferences, enabling a
broader community to participate as citizen scientists.

Incorporating this incentive plan not only enhances the
network’s scalability but also fosters public collaboration
in scientific discovery. This democratization of astronomical
research can increase public interest in science and technology,
providing educational opportunities and promoting STEM
engagement across diverse populations.

III. NODE PHASE CALIBRATION USING SATELLITES FOR
SIMULTANEOUS MULTIPLE BEAMS

In this section, we introduce a calibration method for
large-scale distributed node arrays on Earth’s surface utilizing
multiple calibration satellites, designated as Satellite B. This
technique significantly improves array gain and reduces phase
errors compared to methods that rely on a single calibration
satellite (Satellite A). By deploying multiple satellites for
calibration, the system enables simultaneous beam scanning
in various directions, theoretically allowing the generation
of an infinite number of beams when integrated with digital
beamforming algorithms.

A. System Model and Assumptions

We consider a large aperture array consisting of Nnode nodes
randomly distributed along a circular path on Earth’s surface.
For computational simplicity, we model the array in a two-
dimensional plane while accounting for Earth’s curvature. The
Earth’s radius is Rearth = 6,378 km.

Each node is assumed to be an isotropic radiator, a common
assumption in array antenna theory to simplify analysis [32].
Due to the large separation distances between nodes, mutual
coupling effects are neglected.

The array operates at a central frequency of f = 1.42GHz,
corresponding to the resonant frequency of neutral hydrogen,
which is significant in radio astronomy. The nodes are intended
to form a large aperture array with a baseline length Lbaseline.

The steering angle θsteer ranges from −90◦ to 90◦, allowing
for beam scanning across a wide angular range.

Two sets of calibration satellites are employed:
• Satellite A: A single calibration satellite positioned at an

altitude of hsatA above Earth’s surface.
• Satellite B: Multiple distributed calibration satellites,

with a total number of NsatB, evenly distributed along
an orbital path at an altitude of hsatB.

B. Ideal Array Gain

When the beam is steered in the θsteer direction, the active
nodes for beamforming described in Fig. 6 are selected within
a angle range defined by θsteer ±∆θ, where

∆θ = arcsin

(
Lbaseline

2Rearth

)
. (7)
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Fig. 6. Schematic of active array nodes for beamforming in a 2-D plane.

This ensures that the nodes included in the calibration are
within the desired baseline length. The number of active nodes
is calculated as

Nactive =

⌊
2∆θ

2π
Nnode

⌋
. (8)

Assuming isotropic sources and coherent summation, the
ideal array gain is given by

Gideal = 10 log10 N
2
active. (9)

C. Calibration Using Single Calibration Satellite (Satellite A)

In the this calibration method, as shown in Fig. 7, a single
calibration satellite (Satellite A) is used to send calibration
signals to each node. The calibration process involves deter-
mining the relative phase delays between nodes based on the
received calibration signals.

Fig. 7. Schematic for node calibration using single calibration satellite
(Satellite A).

The distance between Satellite A and the n-th node is
denoted as dsatA-node,n, and the corresponding calibration phase
shift is calculated by

ϕcal,satA,n =
2π

λ
dsatA-node,n, n = 1, 2, . . . , Nactive. (10)

We define the angular difference between each node and the
steering direction as

∆θn = θsteer − θn, (11)

where θn is the angular position of the n-th node.
The geometric phase term due to Earth’s curvature is given

by

ϕgeom,satA,n = −2π

λ
Rearth (1− cos∆θn) . (12)

Assuming isotropic sources and applying uniform weight-
ing, the array factor after calibration with Satellite A is

AFsatA =

Nactive∑
n=1

exp (jϕgeom,satA,n + jϕcal,satA,n) . (13)

The array gain is calculated as the normalized magnitude
squared of the array factor:

GsatA = 10 log10 |AFsatA|2 . (14)

In the far-field region (when the distance between Satellite
A and Earth is large), the calibration phase ϕcal,satA,n can
be used to well compensate the geometric phase ϕgeom,satA,n

variation among the nodes. In this case, the array gain GsatA
is approximately equal to the ideal array gain Gideal.

This calibration approach relies on a single satellite to
receive astronomical signals from a specific direction. To
achieve simultaneous multiple scanned beams, multiple satel-
lites like Satellite A would be required. In sub-regions where
the coverage of different satellites overlaps, like the overlap
of red and blue sub-regions in Fig. 7, the calibration signals
can be separated by employing different frequencies or coding
schemes to avoid ambiguity.

D. Calibration Using Multiple Distributed Calibration Satel-
lites (Satellite B)

To enhance the calibration process, we introduce multiple
distributed calibration satellites (Satellite B) in Fig. 8. Each
satellite in Satellite B is responsible for calibrating a specific
sub-region of nodes. The direction from the center of each
node sub-region to its corresponding satellite is aligned with
the beam steering direction.

The angular positions of the satellites in Satellite B are
defined as

θsatB,k = −π +

(
k − 1

2

)
2π

NsatB
, k = 1, 2, . . . , NsatB. (15)

For the n-th node in the k-th sub-region, the calibration
phase involves calculating the relative phase variation due
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Fig. 8. Schematic for node calibration using multiple distributed calibration
satellites (Satellite B).

different distance dsatB-node,n between the node and its cor-
responding satellite and relative phase ϕsatB-steer,k among each
satellites. The calibration phase shift is

ϕcal,satB,n =
2π

λ
dsatB-node,n + ϕsatB-steer,k. (16)

Here, ϕsatB-steer,k accounts for the phase difference between the
k-th satellite and the plane wavefront in the steering direction,
calculated by

ϕsatB-steer,k =
2π

λ
(hsatB +Rearth) (1− cos θsatB-steer,k) , (17)

where θsatB-steer,k is the angle difference between the k-th
satellite and the steering direction:

θsatB-steer,k = θsteer − θsatB,k. (18)

The geometric phase term for nodes due to Earth’s curvature
is

ϕgeom,n =
2π

λ
Rearth cos∆θn. (19)

Assuming isotropic sources and uniform weighting, the
array factor after calibration with Satellite B is

AFsatB =

NsatB∑
k=1

∑
n∈Rk

exp (jϕgeom,n + jϕcal,satB,n) , (20)

where Rk represents the set of nodes in the k-th sub-region
associated with the k-th satellite.

The array gain is then calculated as

GsatB = 10 log10

(
|AFsatB|2

)
. (21)

As shown in Fig. 8, the satellites in Satellite B and the nodes
can be multiplexed for different scanning beams. As the beam
is steered, the node regions and corresponding satellites can
be redefined, allowing for flexible beamforming capabilities.

E. Phase Error Mitigation Using GPS Localization

Unlike astronomical signals originating from sources at
infinite distances, the finite distance of Satellite B introduces
phase variations in the wavefront curvature across the array,
leading to phase discrepancies among the nodes. To mitigate
these phase errors, we employ GPS localization to estimate
the positions of both the nodes and the satellites, allowing us
to apply appropriate phase corrections during calibration.

Each node and satellite may have position estimation errors
due to limitations in GPS accuracy. Let ∆node,GPS and ∆sat
represent the maximum position errors for the nodes and
satellites, respectively. The estimated positions are obtained by
adding random errors within these bounds to the true positions.

For the n-th node with true position (xnode,n, znode,n) in the
k-th node sub-region, the estimated position is

xest
node,n = xnode,n + δxnode,n,

zest
node,n = znode,n + δznode,n,

(22)

where δxnode,n and δznode,n are random variables uniformly
distributed in [−∆node,GPS,∆node,GPS].

Similarly, the estimated position of the k-th satellite with
true position (xsatB,k, zsatB,k) is

xest
satB,k = xsatB,k + δxsat,k,

zest
satB,k = zsatB,k + δzsat,k,

(23)

where δxsat,k and δzsat,k are random variables uniformly dis-
tributed in [−∆sat,∆sat]. In practice, the satellite position can
be estimated with an accuracy better than 1 centimeter [33].
Therefore, we can assume that the true satellite position is
effectively known and set ∆sat to zero.

Using the estimated positions, we calculate the estimated
distance between each node and its corresponding satellite

dest
satB-node,n =

√(
xest

satB,k − xest
node,n

)2
+
(
zest

satB,k − zest
node,n

)2
.

(24)
We also calculate the estimated radial distance of the node

from Earth’s center

rest
node,n =

√(
xest

node,n

)2
+
(
zest

node,n

)2
. (25)

The estimated angular positions of the node and satellite are

θest
node,n = arctan

(
xest

node,n, z
est
node,n

)
,

θest
satB,k = arctan

(
xest

satB,k, z
est
satB,k

)
.

(26)

The estimated angle between the node and its corresponding
satellite is

∆θest
satB-node,n = θest

satB,k − θest
node,n. (27)

We compute an intermediate angle αn using the Law of
Sines

αn = arcsin

(
rest

node,n

dest
satB-node,n

sin∆θest
satB-node,n

)
. (28)

The estimated angle between the satellite and the steering
direction is

∆θest
satB-steer,k = θsteer − θest

satB,k. (29)
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The angle between the node-satellite line and the steering
direction is then

βn = αn −∆θest
satB-steer,k. (30)

The excess path length due to the angle βn is calculated by

δdGPS,n = dest
satB-node,n (1− cosβn) . (31)

The GPS correction phase is then

ϕGPS,n =
2π

λ
δdGPS,n. (32)

The corrected calibration phase for each node is

ϕcal,GPS,n = ϕcal,satB,n − ϕGPS,n, (33)

where ϕcal,satB,n is the original calibration phase without GPS
correction, given by

ϕcal,satB,n =
2π

λ
dsatB-node,n + ϕsatB-steer,k. (34)

The array factor after incorporating GPS-based correction
is

AFsatB,GPS =

NsatB∑
k=1

∑
n∈Rk

exp (jϕgeom,n + jϕcal,GPS,n) . (35)

The array gain with GPS correction is then

GsatB,GPS = 10 log10 |AFsatB,GPS|2 . (36)

In summary, the finite distance of Satellite B causes the in-
coming wavefront to have curvature, leading to phase discrep-
ancies among the nodes when compared to plane wavefronts
from astronomical sources at infinite distances. By using GPS
estimates of the node and satellite positions, we calculate the
angle between the node-satellite line and the steering direction,
βn. This angle results in an excess path length δdGPS,n, which
introduces phase errors in the calibration process.

By computing δdGPS,n and the corresponding correction
phase ϕGPS,n, we adjust the calibration phase for each node to
account for these errors, effectively aligning the phase of the
received signals as if they were from an astronomical source
at infinite distance.

F. Analysis Results for Calibration Using Satellite A

Fig. 9 illustrates the normalized array gain for Satellite A
over different baseline lengths, with the satellite height hsatA

varied among 106 meters, 108 meters, and 109 meters. The fig-
ure shows that the array gain decreases as the baseline length
Lbaseline increases. For a given baseline length, increasing the
satellite height improves the array gain. This improvement
is attributed to the reduction in wavefront curvature effects
at higher altitudes, leading to more uniform phase fronts
across the array. However, when the baseline length reaches
12×106 meters—approximately the diameter of the Earth—the
required satellite height hsatA exceeds 109 meters to achieve
acceptable array gain. Such altitudes are impractically large for
real-world applications, highlighting the limitations of using a
single calibration satellite for extensive baseline lengths.
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Fig. 9. Normalized array gain for Satellite A over different baseline lengths.
The satellite heights are 106 m, 108 m, and 109 m.

G. Analysis Results for Calibration Using Satellite B

To address the limitations of the single-satellite calibration
approach, we present analysis results for the proposed phase
calibration method using Satellite B. The analysis explores
various parameters such as node localization estimation error,
steering angles, number of satellites, satellite heights, and
baseline lengths.

-90 -60 -30 0 30 60 90

steer
(Degrees)

-25

-20

-15

-10

-5

0

N
o
rm

a
liz

e
d
 A

rr
a
y 

G
a
in

 (
d
B

)

Ideal Gain
W/ GPS Correction
W/o GPS Correction

Fig. 10. Normalized array gain over different steering angles, with and without
GPS correction.

1) Effectiveness of GPS Correction: Fig. 10 illustrates the
normalized array gain over different steering angles, with and
without GPS correction. The node localization estimation error
with GPS ∆node,GPS is set to 5 meters, the height of Satellite
B is hsatB = 5×106 meters, the baseline length is Lbaseline =
12,000 kilometers, and the number of satellites is NsatB =
1,000.

The analysis results clearly demonstrate that GPS correction
significantly enhances the array gain across all steering angles,
achieving performance nearly equivalent to the ideal array
gain Gideal as defined in equation (9). In the absence of GPS
correction, the array gain experiences a substantial degradation
of over 18 dB, primarily due to phase errors introduced
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by the wavefront curvature of Satellite B. GPS correction
effectively mitigates these phase discrepancies by providing
accurate position estimates, which ensures better alignment of
the received signal phases and thereby restores the array gain
to levels close to the ideal array gain.

2) Impact of GPS Estimation Error: Fig. 11 illustrates the
normalized array gain for Satellite B as a function of GPS
estimation error ∆node,GPS, with the number of satellites NsatB
varied among 20, 100, and 1,000. The height of Satellite B
is hsatB = 5 × 106 meters, the baseline length is Lbaseline =
12,000 kilometers, and the steering angle is θsteer = 0◦.

The results clearly show that the array gain decreases as
the GPS estimation error increases. This degradation occurs
because larger estimation errors in the node positions lead
to less effective correction of the curvature of the satellite
calibration signal’s wavefront. As a result, the phases of the
received signals become misaligned, leading to less coherent
combining and a reduction in array gain.

For a given GPS estimation error ∆node,GPS, increasing
the number of satellites NsatB enhances the array gain. This
improvement can be explained by the fact that increasing the
number of satellites divides the array into more node sub-
regions, each calibrated by its own satellite. This division
effectively reduces the baseline length within each node sub-
region. As observed from the results in Fig. 9, a smaller base-
line length corresponds to a larger array gain due to reduced
phase errors over shorter distances. Therefore, increasing NsatB
mitigates the adverse effects of GPS estimation errors by
limiting phase discrepancies within smaller sub-arrays. This
enhancement is especially noticeable when the GPS estimation
error is relatively large, as the impact of position inaccuracies
is confined within smaller regions, allowing for more effective
phase alignment and improved overall array performance.
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Fig. 11. Normalized array gain with different GPS estimation errors
∆node,GPS.

3) Impact of Beam Steering Angles: Fig. 12 presents the
normalized array gain for Satellite B as a function of steering
angle θsteer, with the number of satellites NsatB varied among
20, 50, and 500. In this analysis, the node localization esti-
mation error with GPS is set to ∆node,GPS = 5 meters, the

height of Satellite B is hsatB = 5×106 meters, and the baseline
length is Lbaseline = 12,000 kilometers.

When NsatB = 20, the array gain is over 13 dB less than the
ideal array gain at certain steering angles. The dips in the array
gain as θsteer varies are due to significant phase errors when
the beam is steered between the coverage areas of adjacent
satellites.

As the number of satellites increases to NsatB = 50,
the ripple effect is mitigated, and the array gain improves
across the steering angle range. This is because the additional
satellites provide better coverage and reduce the gaps be-
tween calibration regions, resulting in more consistent scanned
beams.

When NsatB is further increased to 500, the array gain
becomes almost identical to the ideal array gain and remains
nearly constant across all steering angles θsteer. The high den-
sity of satellites ensures continuous scanned beams, effectively
eliminating phase errors due to satellite transitions.

These results indicate that by sufficiently increasing the
number of calibration satellites, the proposed telescope system
can achieve a nearly isotropic gain response. Moreover, theo-
retically, an infinite number of beams with uniform gain over
the full scan range can be implemented simultaneously using
digital beamforming techniques. This represents a significant
improvement over traditional radio telescopes, which are typ-
ically limited to only up to tens of simultaneous beams [34].
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Fig. 12. Normalized array gain with different steering angles for various
numbers of satellites.

4) Impact of Number of Satellites: Fig. 13 depicts the
normalized array gain for Satellite B with different numbers
of satellites NsatB. The satellite heights hsatB are 1 × 106 m,
5 × 106 m, and 2 × 107 m. The node localization estimation
error with GPS is set to ∆node,GPS = 5 meters, the baseline
length is Lbaseline = 12,000 kilometers, and the steering angle
is θsteer = 0◦.

The results indicate that for a given satellite height, increas-
ing the number of satellites enhances the array gain. Moreover,
higher satellite altitudes result in better performance due to
reduced wavefront curvature effects. This demonstrates that
both the number of satellites and their altitude play crucial
roles in achieving optimal array gain.
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satellite heights.

5) Impact of Satellite Height: Fig. 14 illustrates the normal-
ized array gain for Satellite B over different satellite heights
hsatB, with the number of satellites NsatB varied among 20,
100, and 500. The node localization estimation error with
GPS is set to ∆node,GPS = 5 meters, the baseline length
is Lbaseline = 12,000 kilometers, and the steering angle is
θsteer = 0◦.

The array gain improves with increasing satellite height
due to the flattening of the wavefronts at higher altitudes.
This effect is more pronounced when combined with a higher
number of satellites, which further reduces phase errors due
to the smaller baselines of the node sub-regions.

0 0.5 1 1.5 2 2.5 3 3.5

h
satB

(Meters) 107

-25

-20

-15

-10

-5

0

N
o
rm

a
liz

e
d
 A

rr
a
y 

G
a
in

 (
d
B

)

Ideal Gain
N

satB
= 20

N
satB

= 100

N
satB

= 500

Fig. 14. Normalized array gain over different satellite heights for various
numbers of satellites.

6) Impact of Baseline Length: Fig. 15 shows the normal-
ized array gain for Satellite B over different baseline lengths
Lbaseline, with the number of satellites NsatB set to 50, 100, and
500. The node localization estimation error with GPS is set to
∆node,GPS = 5 meters, the satellite height is hsatB = 5× 106

meters, and the steering angle is θsteer = 0◦. The results
indicate that as the baseline length increases, the array gain
increased due to increased number of nodes. Increasing the

number of satellites helps mitigate this degradation from the
ideal gain by providing more precise phase calibration over
the extended baseline.
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Fig. 15. Normalized array gain over different baseline lengths for various
numbers of satellites.

H. Summary
In summary, the analysis results validate the effectiveness

of the proposed phase calibration method using multiple
distributed calibration satellites (Satellite B) with GPS local-
ization. Key findings include:

• Proposed Multi-Satellite Calibration with GPS Correc-
tion: Employing multiple distributed calibration satellites
(Satellite B) combined with GPS localization effectively
addresses the limitations of single-satellite calibration by
mitigating phase errors and enhancing array performance.

• Effectiveness of GPS Correction: GPS localization sig-
nificantly enhances the array gain by correcting phase
errors arising from position uncertainties and the finite
distances of calibration satellites. This correction brings
the array’s performance close to the ideal case, ensuring
accurate phase alignment across the array.

• Impact of Number of Satellites: Increasing the number of
calibration satellites improves the array gain, especially
over longer baseline lengths. A larger number of satellites
reduces phase errors associated with wavefront curvature
and node position inaccuracies by dividing the array into
smaller, more manageable sub-regions.

• Benefits of Higher Satellite Altitudes: Deploying satellites
at higher altitudes reduces wavefront curvature effects,
leading to improved array gain. This benefit is amplified
when combined with a larger number of satellites, as
the flatter wavefronts enhance phase alignment across the
array.

• Baseline Length Considerations: Although longer base-
line lengths introduce more significant phase errors, these
can be effectively mitigated by increasing both the num-
ber of satellites and their altitudes, along with utilizing
GPS correction.

• Enhanced Beamforming Capabilities: This method fa-
cilitates a nearly isotropic gain response continuously
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over the full scanning range. It enables the simultaneous
implementation of infinite beams in theory using digital
beamforming techniques, surpassing the limitations of
traditional radio telescopes that are typically restricted
to a limited number of simultaneous beams.

These results underscore the potential of the proposed
calibration method for practical applications requiring precise
beamforming and high-resolution imaging in large-scale dis-
tributed arrays.

IV. CALIBRATION METHOD PERFORMANCE UNDER NODE
VARIABILITY

In this section, we analyze and compare the performance
of two calibration methods for large-scale distributed arrays
in the presence of variability in node gains due to different
path losses and system noise figures at each node. The meth-
ods under consideration are the Phase Alignment Calibration
and the Eigenvalue-Based Calibration. We present a detailed
mathematical model and discuss the implications of the results.

A. System Model

We consider a linear array of N nodes distributed along the
x-axis over a total aperture length L. The nodes receive both a
strong calibration signal and a weak astronomical signal. Each
node is equipped with a receiver characterized by an antenna
gain Gn and a noise figure NFn, which exhibit variability to
simulate real-world hardware inconsistencies.

The key signal parameters include the center frequency fc,
the wavelength λc = c/fc (where c is the speed of light), the
bandwidth B, the calibration signal power density Pcal, and
the astronomical signal power density Pastro.

The positions of the nodes are given by

xn = L× (un − 0.5), (37)

where un is a uniform random variable over [0, 1], representing
the random distribution of nodes along the array.

The antenna gains Gn can vary due to different blockage
effects at each node and are expressed in decibels (dB) as

GdB
n = Gant + σG z(G)

n , (38)

where Gant is the mean antenna gain in dB, σG is the standard
deviation, and z

(G)
n is a standard normal random variable.

Similarly, the noise figures NFn (in dB) are modeled as

NF dB
n = NF + σNF z(NF )

n , (39)

where NF is the mean noise figure in dB, σNF is the standard
deviation, and z

(NF )
n is a standard normal random variable.

The effective antenna area for the n-th node is calculated
using

Aeff,n =
Gnλ

2
c

4π
, (40)

where Gn is the linear antenna gain.
The noise power at the n-th node is given by

Pnoise,n = kBTnoise,nB, (41)

where kB is the Boltzmann constant, B is the bandwidth, and
the noise temperature Tnoise,n is

Tnoise,n = T0 ×NFn, (42)

with T0 being the reference temperature (290 K) and NFn is
the noise figure in linear scale.

The direction of arrival (DoA) for the astronomical signal
is denoted by θs, and the wave number is

kc =
2π

λc
. (43)

The total calibration time is denoted by Tcal, which is
divided into a calibration-on duration Tcal-on (when the calibra-
tion signal is present) and a calibration-off duration Tcal-off =
Tcal − Tcal-on (when the calibration signal is absent). The
observation time is denoted by Tobs.

The received signals at each node consist of the desired
signal and additive noise. The variability in antenna gains
and noise figures among the nodes introduces differences in
the received signal amplitudes and noise levels, which the
calibration methods aim to compensate for.

B. Signal Model

During the calibration-on period, the received calibration
signal at node n is

scal-on
n (t) = Acal

n cos (2πfct− kcxn cos θcal) , (44)

where Acal
n =

√
2PcalAeff,n is the amplitude, Aeff,n is the

effective antenna area, and θcal is the known calibration
signal’s DoA.

During the observation period, the received astronomical
signal at node n is

sobs
n (t) = Aobs

n cos (2πfct− kcxn cos θs) , (45)

where Aobs
n =

√
2PastroAeff,n.

The noise at node n is modeled as zero-mean Gaussian
noise with variance σ2

n = Pnoise,n:

nn(t) ∼ N
(
0, σ2

n

)
. (46)

The received signals at each node are the sum of the desired
signal and the noise:

rn(t) = sn(t) + nn(t), (47)

where sn(t) represents either the calibration signal or the
astronomical signal, depending on the time period.

C. Calibration Methods

We compare two calibration methods: Phase Alignment
Calibration and Eigenvalue-Based Calibration.
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1) Phase Alignment Calibration (PAC): In the Phase Align-
ment Calibration method, the relative phase differences be-
tween nodes are estimated and compensated using cross-
correlation during the calibration-on period. After downcon-
version and low-pass filtering, the baseband signal at node n
during calibration-on is

ycal-on
n (t) = Acal

n e−jkcxn cos θcal + ñcal-on
n (t), (48)

where ñcal-on
n (t) is the baseband noise.

The phase difference between node n and a reference node
(chosen as node 1) is estimated as

∆̂ϕn = arg

{
1

Tcal-on

ˆ Tcal-on

0

ycal-on
n (t)

(
ycal-on
1 (t)

)∗
dt

}
. (49)

The beamforming weights are then calculated as

wn = e−j∆̂ϕn . (50)

During observation, the weighted signals are combined to
form the array output:

yPAC
combined(t) =

N∑
n=1

wny
obs
n (t), (51)

where yobs
n (t) is the baseband astronomical signal at node n

after downconversion and filtering.
2) Eigenvalue-Based Calibration (EVC): In this method,

optimal beamforming weights are computed by solving a
generalized eigenvalue problem using covariance matrices
estimated during calibration.

The noise covariance matrix Rn is estimated during the
calibration-off period:

Rn =
1

Tcal-off

ˆ Tcal-off

0

ycal-off(t)ycal-off(t)†dt, (52)

where ycal-off(t) = [ycal-off
1 (t), . . . , ycal-off

N (t)]⊤ and † denotes
the Hermitian transpose.

Similarly, the signal-plus-noise covariance matrix Rsn is
estimated during the calibration-on period:

Rsn =
1

Tcal-on

ˆ Tcal-on

0

ycal-on(t)ycal-on(t)†dt. (53)

The signal covariance matrix is obtained by subtracting the
noise covariance from the signal-plus-noise covariance:

Rs = Rsn −Rn. (54)

The optimal weights w are determined by solving the
generalized eigenvalue problem:

Rsw = λmax (Rn + ϵI)w, (55)

where ϵ is a regularization parameter to prevent numerical
issues (set as ϵ = ε · trace(Rn)/N with ε being a small
constant), I is the identity matrix, and λmax is the largest
eigenvalue.

The eigenvector corresponding to the largest eigenvalue
λmax is selected as the optimal weight vector. The weights
are normalized to maintain consistent array gain:

wnorm =
w(∑N

n=1 |wn|
)
/N

. (56)

During observation, the signals are combined using the
conjugate of the normalized weights:

yEVC
combined(t) = yobs(t)†w∗

norm, (57)

where yobs(t) = [yobs
1 (t), . . . , yobs

N (t)]⊤ and ∗ denotes complex
conjugation.

D. SNR Calculation

For both methods, the array output SNR is calculated as

SNR =
Ps

Pn
, (58)

where Ps is the total signal power, and Pn is the total noise
power at the array output.

The total signal power is computed as

Ps =

∣∣∣∣∣
ˆ Tobs

0

ycombined(t)dt

∣∣∣∣∣
2

. (59)

The total noise power is estimated using the variance of the
combined noise-only signals:

Pn = σ2
combined · Tobs, (60)

where σ2
combined is the variance of ycombined(t) when only noise

is present.

E. Analysis Results

We simulate the performance of both calibration methods
under two different scenarios:

1. Uniform Node Characteristics: In this scenario, all nodes
have identical antenna gains and noise figures, meaning
there is no variability among the nodes (σG = 0 dB and
σNF = 0 dB). This represents an ideal case with no hardware
inconsistencies.

2. Variable Node Characteristics: In this scenario, nodes
exhibit significant variability in antenna gains and noise fig-
ures, as previously described, with σG = 20 dB and σNF =
4 dB. This simulates real-world conditions where variations in
hardware and antenna blockage effects for receiver nodes are
present.

For both scenarios, we vary the number of nodes N from
100 to 25,600. The other analysis parameters are consistent
across both scenarios: total array length L = 1,000 km; center
frequency fc = 1.42GHz; bandwidth B = 10 kHz; calibration
signal power density Pcal = 10−10 W/m2; astronomical signal
power density Pastro = 10−20 W/m2; mean antenna gain
Gant = −10 dB; mean noise figure NF = 4 dB; calibration
time Tcal = 1ms (with Tcal-on = Tcal/2); observation time
Tobs = 1ms; reference temperature T0 = 290K; regularization
parameter ε = 10−3.

The array output SNRs for both methods under the two
scenarios are plotted in Fig. 16, where Fig. 16(a) corresponds
to the uniform node characteristics and Fig. 16(b) corresponds
to the variable node characteristics.

In the uniform node scenario shown in Fig. 16(a), both
methods achieve similar array output SNRs across all values of
N . This indicates that when the nodes are identical, the simpler
PAC method is sufficient to achieve near-optimal performance.



13

102 103 104 105

Node Number

0

5

10

15

20

25

30
N

o
rm

a
liz

e
d
 O

u
tp

u
t 
S

N
R

 (
d
B

)

Phase Alignment Calibration
Eigenvalue-Based Calibration

(a)

102 103 104 105

Node Number

0

5

10

15

20

25

30

N
o
rm

a
liz

e
d
 O

u
tp

u
t 
S

N
R

 (
d
B

)

Phase Alignment Calibration
Eigenvalue-Based Calibration

(b)

Fig. 16. Array output SNR versus the number of nodes for Phase Alignment
Calibration (PAC) and Eigenvalue-Based Calibration (EVC) under (a) uniform
node characteristics and (b) variable node characteristics.

In contrast, in the variable node scenario depicted in
Fig. 16(b), the EVC method consistently outperforms the PAC
method, demonstrating that EVC scales better with larger
arrays under conditions of hardware variability.

Fig. 17 illustrates the array output SNR as a function of
the standard deviation of the node gain, σG. The EVC method
consistently achieves higher output SNR than the PAC method.
Moreover, the performance gap between the two methods
widens as the gain variation increases, indicating that the EVC
method is more robust to variations in node gain.

F. Discussion

The analysis results highlight the impact of node variability
on the performance of the two calibration methods. When
antenna gains and noise figures are uniform across all nodes,
both PAC and EVC methods effectively combine the signals
coherently. In this ideal scenario, the simpler PAC method
achieves near-optimal performance while requiring less com-
putational resources and simpler hardware implementation.
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Fig. 17. Comparison of array output SNR versus standard deviation of node
gain σG for the Eigenvalue-Based Calibration EVC and Phase Alignment
Calibration PAC methods.

This makes the PAC method attractive for systems with limited
resources and consistent node characteristics.

However, in practical applications such as IoT-enabled tele-
scopes, nodes often exhibit significant variability in antenna
gains and noise figures due to environmental factors like build-
ing obstructions, terrain variations, and differing hardware
components. These variations lead to discrepancies in signal
amplitudes and noise levels across the array. The PAC method,
which assumes equal contribution from all nodes after phase
alignment, neglects these differences, resulting in degraded
performance when nodes have varying SNRs.

The EVC method, on the other hand, optimally adjusts both
the phase and amplitude of the beamforming weights based
on individual node characteristics by solving a generalized
eigenvalue problem. This approach emphasizes nodes with
higher SNRs and attenuates contributions from noisier nodes,
effectively mitigating the adverse effects of hardware vari-
ability. Consequently, the EVC method achieves higher array
output SNR and demonstrates better scalability and robustness
for large arrays with hardware imperfections.

Considering the advantages and limitations of both methods,
a hybrid approach can be beneficial in practical deployments.
In environments where nodes have similar output SNRs, such
as outdoor and open areas with minimal obstructions, the
PAC method can be employed to capitalize on its simplicity
and lower resource requirements. In urban areas or regions
with significant node gain and noise figure variations due
to obstructions or hardware differences, the EVC method
becomes essential to ensure optimal performance.

By classifying nodes based on their SNR characteristics
and applying the appropriate calibration method, the system
can efficiently utilize resources while maintaining high per-
formance. This adaptive approach leverages the strengths of
both methods, providing a practical solution for large-scale
distributed arrays in diverse environments.
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V. ROUGH PERFORMANCE ESTIMATION AND
COMPARATIVE ANALYSIS

This section presents a comparative analysis of the proposed
IoT-based radio telescope and the Green Bank Telescope
(GBT), focusing on key performance metrics such as antenna
gain, system noise temperature, sensitivity, field of view
(FoV), bandwidth, beamwidth, and survey speed. The aim is
to evaluate the potential of the IoT telescope concept relative
to a state-of-the-art radio telescope.

A. Performance Metrics

The performance parameters considered for comparison
include the antenna gain (G), which represents the gain in the
sky direction and incorporates the antenna radiation efficiency
(ηrad) and blockage effects (Lpath) due to environmental ob-
stacles like buildings and trees. The system noise temperature
(Tsys) accounts for the total noise from both the environment
and the receiver electronics. Sensitivity (S) is defined as S =
G/Tsys, indicating the ability to detect weak signals. The field
of view (FoV) is the angular area over which the telescope can
detect signals, approximated by FoV = Neffb(λ/D)2, where
Neffb is the number of effective beams, λ is the wavelength,
and D is the diameter of the telescope. Beamwidth (θbw)
is given by θbw ≈ λ/D, representing the angular width of
the main lobe of the antenna pattern. Bandwidth (B) is the
frequency range over which the telescope operates. Survey
speed (SS) is calculated as SS = BS2FoV, reflecting the speed
at which the telescope can survey the sky.

B. Green Bank Telescope Parameters

For the Green Bank Telescope (GBT), we consider a
diameter of DGBT = 100m and an aperture efficiency of
ηap = 0.6, as reported in [34]. The system noise temperature
is Tsys,GBT = 15K, and it operates over a bandwidth of
BGBT = 300MHz. Operating at a wavelength of λ = 0.21m,
the GBT utilizes Neffb = 25 effective beams.

Using these parameters, the antenna gain of the GBT is
calculated as GGBT = (4πηapAGBT)/λ

2, where AGBT is the
reflector aperture area. The beamwidth is approximated by
θbw,GBT ≈ λ/DGBT, and the field of view is determined by
FoVGBT = Neffbθ

2
bw,GBT.

C. Proposed IoT Telescope Parameters

A rough estimation of the proposed IoT-based radio tele-
scope’s performance metrics can be derived from various
front-end figures of merit. The antenna directivity DIoT for
an individual IoT device is set at 0 dB, implying that these
antennas are compact and designed to radiate power uniformly
in all directions. The total antenna efficiency, encompassing
radiation efficiency ηrad and impedance matching, is approxi-
mately −6 dB [35], [36], aligning with the efficiency typically
observed in cellular phone antennas.

The average signal propagation loss Lpath due to building
blockages is estimated at 10 dB, reflecting the attenuation
typically experienced from indoor to outdoor environments,
such as GPS signal loss [37]–[39]. Given the omnidirectional

radiation patterns of most single-antenna IoT devices, the
external environmental noise temperature interfacing with the
IoT receivers is expected to be around 300K. The RF front-
end noise temperature is primarily influenced by the first-stage
Low Noise Amplifier (LNA), which typically has a noise
temperature of about 100K, representative of commercial
LNAs used in consumer electronics [40]. Since the receiver
output SNR for most astronomical signals is below 0 dB,
implementing a threshold near the receiver’s noise floor can
suppress interference from stronger communication signals.
This strategic processing enables the network to treat interfer-
ence from communication signals as background noise, which
can subsequently be removed from the final data output.

The system’s operational bandwidth is projected to be
300MHz at a center frequency of 1.4GHz. With an estimated
NIoT = 1 × 1012 global IoT devices contributing to the
beamforming process [11]. The individual device antenna gain
at the sky direction is calculated as GIoT = DIoTLpathηrad.
Multiplying by the number of devices, the cumulative antenna
gain is GIoT,total = GIoTNIoT/2.

The beamwidth of the IoT telescope is approximated by
θbw,IoT ≈ λ/DEarth, where DEarth ≈ 12, 742 km is the Earth’s
diameter. This results in an extremely narrow beamwidth due
to the large effective aperture size. The field of view for the
IoT telescope is considered to be FoVIoT = 2π, covering the
entire visible hemisphere to avoid interference from sunlight.

TABLE I
COMPARISON OF THE PROPOSED IOT TELESCOPE WITH THE GBT

Parameter GBT IoT Telescope
Antenna Gain (G) 61.2 dB 94.0 dB
Noise Temperature (Tsys) 15K 400K
Sensitivity (S = G/Tsys) 8.86× 104 K−1 3.13× 106 K−1

Beamwidth (θbw) 2.11× 10−3 sr 1.66× 10−8 sr
Field of View (FoV) 1.12× 10−4 sr 2π sr
Bandwidth (B) 300MHz 300MHz
Survey Speed (SS) 2.62× 1014 1.84× 1022

D. Performance Comparison Table

Table I summarizes the key performance metrics based
on the above analysis. Despite each individual IoT device
having a low antenna gain, the cumulative effect of aggregating
signals from an immense number of devices results in a total
antenna gain that is over three orders of magnitude higher
than that of the GBT. This significant increase is due to
the vast number of participating IoT devices in the network.
The system noise temperature of the IoT telescope is higher
because IoT devices typically have greater noise figures, and
the external environmental noise temperature is approximately
equal to room temperature (300K). However, the IoT telescope
offers a vastly larger field of view, effectively covering almost
the entire sky simultaneously. In contrast, the GBT has a much
smaller FoV due to its highly directional reflector antenna.
Consequently, the IoT telescope achieves a survey speed that is
nearly eight orders of magnitude greater than that of the GBT,
attributed to the large number of nodes and the expansive FoV.
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VI. CONCLUSION

This paper presents a novel approach to radio astronomy
by leveraging the global network of IoT devices to form a
large-scale, distributed radio telescope. The proposed system
addresses the limitations of traditional radio telescopes in spec-
trum sharing and operational environments by utilizing widely
dispersed IoT devices capable of concurrent astronomical and
communication signal reception. Through digital beamforming
techniques and the implementation of calibration methods
using multiple distributed satellites with GPS localization,
the system effectively mitigates phase errors and hardware
inconsistencies among nodes.

Analysis results demonstrate that the Eigenvalue-Based
Calibration (EVC) method outperforms the Phase Alignment
Calibration (PAC) method in environments with significant
node variability, highlighting the importance of optimal weight
adjustments based on individual node characteristics. The
comparative performance analysis with the Green Bank Tele-
scope (GBT) underscores the potential advantages of the IoT-
based telescope, particularly in terms of increasing antenna
gain by three orders of magnitude and enhancing survey speed
by eight orders of magnitude.

The findings indicate that the IoT-enabled radio telescope
concept is not only feasible but also offers substantial benefits
over traditional systems. By capitalizing on existing infrastruc-
ture and advancements in connectivity, the proposed system
paves the way for cost-effective, high-speed, and widely
accessible astronomical observations.
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