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Abstract

Though large language models (LLMs) have
demonstrated exceptional performance across
numerous problems, their application to pre-
dictive tasks in relational databases remains
largely unexplored. In this work, we address
the notion that LLMs cannot yield satisfactory
results on relational databases due to their in-
terconnected tables, complex relationships, and
heterogeneous data types. Using the recently
introduced RelBench benchmark, we demon-
strate that even a straightforward application
of LLMs achieves competitive performance on
these tasks. These findings establish LLMs as
a promising new baseline for ML on relational
databases and encourage further research in this
direction.

1 Introduction

The application of large language models and,
in general, foundational models to relational
databases remains largely uncharted territory.
While the number of resources for tabular data and
structured data is recently rapidly growing, with
resources available for both unsupervised and su-
pervised learning tasks (e.g., GitTables (Hulsebos
et al., 2023), TabLib (Eggert et al., 2023)), and eval-
uation datasets (see the list by Gardner et al. (2024))
– relational databases have not received comparable
attention, particularly in the context of LLMs.

Relational databases are inherently more
complex than single tables due to their collections
of interconnected tables linked by primary and
foreign keys, encompassing one-to-many and
many-to-many relationships and heterogeneous
data types. The number of machine learning
benchmarks that involve such databases is limited.
Examples mostly include Text-to-SQL datasets
such as Spider (Yu et al., 2018), Bird (Li et al.,
2024a), and only a few notable benchmarks focus-
ing on prediction tasks have been published so far:
CTU Prague Relational Learning Repository (Motl

and Schulte, 2024), SJTUTable (Li et al., 2024b),
and RelBench (Robinson et al., 2024).

In this work, we focus on RelBench, a recently
published, realistic, and readily available bench-
mark for the classification and regression on re-
lational data. It is a collection of 7 relational
databases from different domains, each with a set
of predictive tasks, giving a total of 30 tasks. The
challenge of the RelBench benchmark comes from
the nature of relational data. Before applying classi-
cal machine learning models, one needs to ‘flatten’
the complex relational structure into a single table
that will serve as a representation of instances. Pre-
vious works on RelBench report results using stan-
dard machine learning approaches (e.g., gradient-
boosted trees (Friedman, 2001)) and the relational
deep learning method (Fey et al., 2023; Robinson
et al., 2024). To date, no results using LLMs–
trained in the standard manner or with tabular data–
have been reported on it. In this paper, we present
a series of results obtained using pre-trained LLMs
on RelBench. Importantly, we demonstrate that by
traversing links between tables, one can construct
information-rich documents that allow LLMs to
make predictions competitive to the relational deep
learning approach. Our results establish a new sim-
ple baseline and motivate further research in this
direction.

2 Relational data and RelBench

A table T is defined as a collection of n rows
T = {R, . . . , Rn}. All the rows in the same table
have the same set of attributes, also called columns.
Following the nomenclature used by Robinson et al.
(2024), we also refer to a single row from a single
table as an entity. With each column, we associate
a data type, such as numerical, time, text, image,
etc. A relational database can be represented as
a collection of tables T = {T1, . . . Tt} and links
between those tables L = {L1, . . . , Ll}. A sin-
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gle link L = (Tfkey, Tpkey) consists of a foreign
key column in Tfkey that points to a primary key
column of Tpkey. The primary key is a unique iden-
tifier of a row in a table, while the foreign key is a
reference to a primary key in another table. Further-
more, each row in a table can be associated with a
timestamp t, which indicates the time the row was
created. Tables that have a timestamp column are
called fact tables, while tables that do not have a
timestamp and contain static information are called
dimension tables (Garcia-Molina et al., 2008).

In RelBench, each predictive task is defined by a
task table, which contains foreign keys to the main
tables in the database, the prediction time (also
called the seed time) and the target variable y to be
predicted. The task table is divided into train, vali-
dation, and test tables based on the prediction time
tp (the same entities may appear multiple times in
train, validation, and test tables with different times-
tamps). The prediction time indicates at which time
the target is to be predicted. It filters future data in
the database to ensure the temporal consistency of
the data and prevent information leaks. Formally,
when predicting for an entity with prediction time
tp, the model can get as input only information
from another entity v with timestamp tv < tp.

RelBench provides 3 types of predictive tasks:
(1) entity-wise binary classification tasks where
y ∈ {0, 1} (e.g., churn prediction), evaluated us-
ing area under the ROC curve (AUROC) (McNeil
and Hanley, 1984), (2) entity-wise regression tasks
where y ∈ R (e.g., prediction of the total amount
of sold items), evaluated using mean absolute error
(MAE), and (3) tasks predicting a link between two
entities (e.g., user item recommendation), evalu-
ated using mean average precision (MAP). In sum-
mary, RelBench aims to represent typical predic-
tion and forecasting tasks in real-world relational
databases.

3 Straightforward application of LLMs

Applying naive denormalization to the task table
that follows only links in the direction from the for-
eign key to the primary key and appending columns
from the linked table only partially solves the prob-
lem. Much important information for the task is
usually stored in the links in the opposite direction,
from the primary key to the foreign key(s). How-
ever, following these one-to-many links requires us-
ing an aggregation function, usually selected by hu-
man experts in the process of feature engineering.

To address the problem of feature engineering
in relational databases, Robinson et al. (2024) pro-
posed the use of graph neural networks. They first
use deep tabular models that encode each row’s
attributes into initial entity embedding, mainly
ResNet tabular model (Gorishniy et al., 2021) or
textual embeddings based on word vectors such
as GloVe (Pennington et al., 2014) or contextual
representations like those derived from BERT (De-
vlin et al., 2019). These initial node embeddings
are then fed into a graph neural network (GNN)
(Gilmer et al., 2017; Hamilton et al., 2017) iter-
atively updating the node embeddings based on
their neighbors. In their work, they used two differ-
ent architectures, the GraphSAGE model (Hamil-
ton et al., 2017) and ID-GNN (You et al., 2021).
Output node embeddings are fed into task-specific
prediction heads and are learned end-to-end. Fey
et al. (2023); Robinson et al. (2024) refer to this
approach as Relational Deep Learning (RDL).

In this work, we investigated the feasibility of
applying a much simpler approach to solving the
task. We propose representing the prediction prob-
lem as a text document and allowing a pre-trained
large language model to predict the output. Our
framework consists of two parts: 1) construction
of the text document and 2) task-aware inference.

3.1 Constructing documents for LLMs
Our approach starts with the construction of a doc-
ument for each sample x in the test set. The docu-
ment consists of three parts. First, we include the
task context, that is, a short description of a rela-
tional database followed by a short description of
the prediction task. We use the same descriptions
as provided by Robinson et al. (2024, Section 4 and
Appendix A). The next part can consist of ninc, a
specified number of in-context examples (including
the predicted values) that are entities from the train
table to give an additional demonstration of the
task. The in-context examples can be followed by
the maximum nrel latest related examples, which
are entities from the train table linked to the same
set of primary keys. For every in-context example
v, we ensure that tv < tp. Finally, the entity for
which the prediction needs to be made is added.

We apply a denormalization process to every en-
tity added to the document, following links from
a foreign key to a primary key. We gather links
related to all entities joined in the process of de-
normalization. Following the links in the direction
from a primary key to a foreign key, we select up
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Task Table

Target

T imestamp

Tr ansact ions

Transact ion ID

Product  ID

Timestamp

Customer ID

Pr oduct s
Pr oduct s

Product  ID

Product  Name

Descript ion

Weight

Tr ansact ions

Transact ion ID

Customer ID

Timestamp

Product  ID

Price

Cust omer s

Customer ID

Name

AddressTask Table

Target

T imestamp

Customer ID

Cust omer s

Customer ID

Name

{ " Cust omer  I D" :  13,
 " Ti mest amp" :  " 2016- 10- 15 19: 93" ,
 " Name" :  " Sher l ock Hol mes" ,
 " Addr ess" :  " 221B Baker  St r eet ,  London,  UK"
 " Tr ansact i ons" :  [ { " Cust omer  I D" :  13,

 " Tr ansact i on I D" :  47,
 " Ti mest amp" :  " 2016- 09- 14 20: 34" ,
 " Pr oduct  I D" :  23,  " Pr i ce" :  " £39" ,
 " Pr oduct  Name" :  " Magni f yi ng Gl ass" ,  
 " Descr i pt i on" :  " . . . " ,  " Wei ght " :  " 0. 2 kg"

 } ,  { " Cust omer  I D" :  13,
 " Tr ansact i on I D" :  76,

. . .
 } ] ,
 " Tar get " :  1}

Figure 1: Process of constructing a single example for LLM-based inference.

to nnest entities from these tables. We recursively
apply the same procedure to them in breath-first or-
der, up to the recursion depth d, but skip the tables
already visited in previous denormalization steps.
Note that this process can be performed very effi-
ciently on the fly on the database if hash indexes on
all primary and foreign keys are constructed. For
binary classification, we use stratified sampling to
obtain in-context examples to ensure both negative
and positive samples. To speed up the generation,
we use the same set of in-context examples for
every document for a given task.

As a result, we get an entity representation that
includes nested entities from other tables. These
entities are then serialized as JSONs. We choose
this format, as it was demonstrated, that JSON per-
forms well as the text representation of tabular data
for LLMs Singha et al. (2023). Additionally, the
JSON format allows for placing nested rows from
other tables within the example. This reduces the
requirement for LLM to perform multi-hop infer-
ence, which often negatively impacts performance
(Wu et al., 2024a,b). The target variable is always
listed as the last field in the serialized representa-
tion. The process of generating serialized exam-
ples is demonstrated in Figure 1. In Appendix B,
we present the pseudocode of the entire procedure.
While the other text representations can be used
instead of JSON, we do not investigate their impact
on performance in this work.

3.2 Metric-aware inference

We found that using a base version of LLM to sim-
ply fill out the tokens representing the target or
asking for an instruct version for prediction is not
working well for such generated documents. There-
fore, following the work of Lukasik et al. (2024),
we use base models and examine the probability
distribution of possible subsequent tokens. Under
the assumption that a base model is trained only
with the next-token prediction task using cross-

entropy loss, the minimizer under an unrestricted
hypothesis class is the true conditional distribution
P(y|x) (Gneiting and Raftery, 2007).

In RelBench, entity classification tasks are eval-
uated using the AUROC metric. It can be shown
that the optimal decision rule for AUROC takes
the form of any strictly monotone transformation
of P(y = 1|x) (Clémençon et al., 2008; Uematsu
and Lee, 2014). Because of that, we simply use
the probability of the token representing a positive
class (“1”).

For the regression tasks, RelBench uses the mean
absolute error for evaluation, for which the opti-
mal prediction is the median of P(y|x) (Bishop
and Nasrabadi, 2006). In the case of LLMs, the
median can be calculated by sampling probabilities
of values between minimum and maximum values
seen in the train set.

3.3 Applying simple prediction head

We find that using metric-aware inference leads to
good AUROC results in binary classification tasks.
However, the median prediction approach performs
poorly in regression tasks. Because of that, to fur-
ther test the strength of the representation produced
by LLMs, instead of looking at the predicted dis-
tribution of tokens, we propose training a small
multilayered perception (MLP) head using a small
subset of training documents of size ntrain gen-
erated following the same process as outlined in
Section 3.1.

4 Experimental results

In this section, we compare our method against
the baselines reported in (Robinson et al., 2024),
that is, with a simple baseline obtained using a
LightGBM model (Ke et al., 2017) on naively
normalized task tables and the RDL approach.
For each task, we generate documents for test-
set examples using different combinations of in-
context examples ninc ∈ {0, 8, 16}, related exam-
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Dataset Task LightGBM RDL Llama 3.2 1B + MLP Llama 3.2 3B + MLP

rel-amazon user-churn 52.22 70.42 60.56 66.56 62.55 66.71
item-churn 62.54 82.81 71.96 80.16 73.41 78.89

rel-stack user-engagement 63.39 90.59 81.01 87.09 81.23 85.88
user-badge 63.43 88.86 71.13 88.19 79.99 87.60

rel-trial study-outcome 70.09 68.60 55.72 68.38 59.17 70.82

rel-f1 driver-dnf 68.85 72.62 65.81 78.41 80.03 82.33
driver-top3 73.93 75.54 88.47 87.36 87.11 89.70

rel-hm user-churn 55.21 69.88 64.34 68.72 63.81 68.60

rel-event user-repeat 68.04 76.89 76.38 76.72 70.11 73.88
user-ignore 79.93 81.62 78.55 84.02 68.65 84.04

rel-avito user-visits 53.05 66.20 60.28 64.98 53.36 64.24
user-clicks 53.60 65.90 61.32 71.31 54.07 72.38

Average 63.69 75.83 69.63 76.83 69.46 77.09

Table 1: Comparison of LLMs’ best-achieved results (AUROC, higher is better) with RDL and GBT models on
entity classification tasks in RelBench. The best values are in bold, second best in italic.

Dataset Task LightGBM RDL Llama 3.2 1B + MLP Llama 3.2 3B + MLP

rel-amazon user-ltv 16.783 14.313 14.864 14.789
item-ltv 60.569 50.053 52.682 51.178

rel-stack post-votes 0.068 0.065 0.090 0.085

rel-trial study-adverse 44.011 44.473 51.845 48.383
site-success 0.425 0.400 0.441 0.439

rel-f1 driver-position 4.170 4.022 3.539 3.092

rel-hm item-sales 0.076 0.056 0.057 0.064

rel-event user-attendance 0.264 0.258 0.293 0.323

rel-avito ad-ctr 0.041 0.041 0.036 0.041

Average 14.045 12.631 13.761 13.155

Table 2: Comparison of LLMs’ best-achieved results (MAE, lower is better) with RDL and GBT models on entity
regression tasks in RelBench. The best values are in bold, second best in italic.

ples nrel ∈ {0, 8, 16}, nested rows from linked ta-
bles nnest ∈ {0, 4, 8}, and depth of relation graph
traversal d ∈ {0, 1}. For our experiments, we use
the two recently released Llama 3.2 models in sizes
of 1B and 3B parameters (Dubey et al., 2024), that
support context-size up to 128k tokens. This is im-
portant as our method may result in documents with
a large number of tokens. We report the average
token count per document generated using different
combinations of parameters in Appendix D.

For the variant with trained MLP heads, we use
either ntrain ∈ {1e4, 1e5} and MLP with a single
hidden layer of size 10. The examples from the
available validation dataset were not included in
the related examples nrel and were not used for
training the MLP. More details can be found in
Appendix C.

We compare our approach with both the base-

lines on entity-wise classification and regression
tasks from RelBench, for which we present the re-
sults in Tables 1 and 2. In these tables, we report
the result achieved by the best set of parameters
selected for each task using a validation set. The
detailed results for each parameter set are reported
in Appendix D. Given that some RelBench tasks
have hundreds of thousands of test points, we limit
our evaluation to reporting results on a uniform
random sample of 10,000 test examples. Detailed
statistics for the RelBench tasks are provided in
Appendix A.

Metric-aware LLM inference consistently beats
the LightGBM baseline on classification tasks but
usually performs below RDL. However, by incor-
porating specialized MLP heads, our LLM-based
approach achieves comparable or superior perfor-
mance to RDL, notably, in many cases, with the
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MLP heads being trained only on a small subset
of all available training data, as several RelBench
datasets contain more than one million training ex-
amples. Since RDL requires end-to-end training,
our approach potentially offers reduced resource
requirements and may excel in low-data regimes,
with specific advantages depending on the task and
chosen LLM.

By checking the specific document parameters
behind each result, we can observe that different
information is important depending on the task.
Some tasks benefit mainly from a large number of
nrel, while others require information from linked
tables (higher values of d and nnest). In almost
all cases, LLMs perform poorly when tasked with
zero-shot prediction, that is, the documents without
any in-context/related example (ninc = 0, nnest =
0, and d = 0), or when only simple in-context
examples are provided (ninc > 0, nnest = 0, and
d = 0). The only exception is the Rel-f1 dataset,
which is a real database of results from Formula-
1 races. In this case, LLMs exhibit strong per-
formance even with just a few in-context exam-
ples, without additional information included. We
hypothesize that in this case, models seem to be
mostly relying on their pre-existing factual knowl-
edge of Formula-1, with the larger 3B model per-
forming significantly better. Adding more infor-
mation seems to only confuse models, resulting in
degraded performance.

For other tasks, while the LLMs cannot leverage
their factual knowledge, they effectively identify
relationships between context information and the
target variable y when provided with relevant data.
Though the 3B model generally outperforms its
1B counterpart, the performance gap is relatively
modest, and all the results are close to those of the
RDL approach. This indicates that providing the
context with important information is much more
relevant than the parameter count.

5 Conclusion

In this preliminary investigation, we showed that
LLMs can be used successfully for the prediction
tasks in the environment of relational databases
without the need for additional fine-tuning by cre-
ating documents consisting of information from
related entities. We hypothesize that training mod-
els on tabular and relational data (similar to works
of Tran et al. (2024); Li et al. (2024b)) may further
enhance the performance of the proposed approach.

Additionally, we demonstrated that different tasks
may require including different information in the
context. So far, we have selected the best combina-
tion of document generation parameters through a
naive search using a validation dataset. However,
the size of documents quickly grows with the num-
ber of examples included and the depth of nesting
entities. Due to the limited context sizes of LLMs,
a more intelligent selection of information (e.g.,
which columns to include and links to follow) may
improve predictive performance as well as reduce
computational cost. Our approach also easily ex-
tends to data databases with datatypes that cannot
be easily represented as text (e.g., images, audio) as
multi-modal foundation models are recently gain-
ing popularity.

Limitations

We test our approach on a single, though ar-
guably diverse, relational benchmark. For specific
databases and tasks, the input window required by
the in-context learning we propose here might be
too long for many popular LLMs.
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A RelBench datasets statistics

In Tables 3 and 4, we report statistics of benchmarks used in this work.

Dataset Domain #Tables #Rows #Columns Start date Validation date Test date

rel-amazon E-commerce 3 15,000,713 15 2008-01-01 2015-10-01 2016-01-01
rel-avito E-commerce 8 20,679,117 42 2015-04-25 2015-05-08 2015-05-14
rel-event Social 5 41,328,337 128 1912-01-01 2012-11-21 2012-11-29
rel-f1 Sports 9 74,063 67 1950-05-13 2005-01-01 2010-01-01
rel-hm E-commerce 3 16,664,809 37 2019-09-07 2020-09-07 2020-09-14
rel-stack Social 7 4,247,264 52 2009-02-02 2020-10-01 2021-01-01
rel-trial Medical 15 5,434,924 140 2000-01-01 2020-01-01 2021-01-01

Table 3: Statistics of RelBench datasets. Datasets vary significantly in the number of tables, total number of rows,
and number of columns. In this table, only counts of rows available for test inference are reported, i.e., rows up to
the test time cutoff.

Dataset Task #Rows of task table #Unique %Train/Test
Train Validation Test Entities Entity Overlap

rel-amazon user-churn 4,732,555 409,792 351,885 1,585,983 88.0
item-churn 2,559,264 177,689 166,482 416,352 93.9
user-ltv 4,732,555 409,792 351,885 1,585,983 88.0
item-ltv 2,707,679 166,978 178,384 427,537 93.7

rel-avito ad-ctr 5,100 1,766 1,816 4,997 59.8
user-clicks 59,454 21,183 47,996 66,449 44.3
user-visits 86,619 29,979 36,129 13,405 64.6

rel-event user-attendance 19,261 2,014 2,006 9,694 14.6
user-repeat 3,842 268 246 1,154 11.5
user-ignore 19,239 4,185 4,010 9,979 21.1

rel-f1 driver-dnf 11,411 566 702 821 50.0
driver-top3 1,353 588 726 134 50.0
driver-position 7,533 499 864 4,430 44.6

rel-hm user-churn 3,871,410 76,556 74,575 1,002,984 89.7
item-sales 5,488,184 105,542 105,542 1,005,542 100.0

rel-stack user-engagement 1,360,850 85,838 88,137 88,137 97.4
user-badge 3,386,276 247,398 255,360 255,360 98.9
post-votes 2,453,921 156,216 160,903 160,903 97.1

rel-trial study-outcome 11,994 960 825 13,729 0.0
study-adverse 43,335 3,596 3,098 50,029 0.0
site-success 276,474 12,687 12,927 129,642 9.9

Table 4: List of RelBench entity-wise prediction tasks with a number of train, validation, and test examples.

B Formal algorithm

In Algorithm 1 we present the pseudocode of the procedure that constructs document representation DX

of an example X , as described in Section 3.1. Here, we assume that examples X behave as a dictionary
containing a set of objects identifiable by keys. We denote a set of visited tables as V .

C Experimental details

All the experiments were conducted on a computational node with eight Nvidia H100 GPUs with 80GB
of memory each. However, all the experiments can be reproduced using a single such GPU. All the
computation was performed using bfloat16 precision.

We use the same MLP architecture for all prediction tasks, that is, with the input of size of LLM’s
single token embedding (2048 for Llama 3.2 1B, and 3072 for Llama 3.2 3B), one hidden layer of size 10
and an output. All MLP heads were trained using the Adam optimizer using an initial learning rate equal
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Algorithm 1 GENERATE DOCUMENT(X,Ttrain, T ,L, ninc, nrel, d, nnest)

1: requires: data and task descriptions, test entity X , train task table dataset Ttrain = [(Xi, yi)]
ntrain
i=1 , relation database

(T ,L), number of in-context examples ninc, number of related examples nrel, maximum depth of database traversal d,
maximum number of nested rows nnest

2: procedure ADD RELATED ENTITIES(X, T ,L, nnest, dcur, dmax,V)
3: for (Tfkey, Tpkey) ∈ L : fkey ∈ X ′ do
4: X ← X ∪ Tpkey

5: V ← V ∪ Tpkey

6: if d = dmax then return X
7: for (Tfkey, Tpkey) ∈ L : pkey ∈ X ′ do
8: for i ∈ [nnest] do
9: X ′ ← argmax(X′′∈Tfkey:tX′′<tX∧X′′ /∈X) tX′′

10: X ′ ← ADD RELATED ENTITIES(X ′, T ,L, nnest, dcur, dmax,V)
11: X ← X ∪X ′

12: V ← V ∪ Tfkey

13: return X ′

14: DX ← data description + task description
15: for i ∈ [ninc] do
16: (X ′, y′)← sample from Ttrain such that timestamp tX′ < tX
17: X ′ ← ADD RELATED ENTITIES(X ′, T ,L, nnest, 0, d, ∅)
18: DX ← DX+ JSON(X ′, y′)

19: for i ∈ [nrel] do
20: (X ′, y′)← argmax((X′′,y′′)∈Ttrain:tX′′<tX∧X′′ /∈DX ) tX′′

21: X ′ ← ADD RELATED ENTITIES(X ′, T ,L, nnest, 0, d, ∅)
22: DX ← DX+ JSON(X ′, y′)

23: DX ← DX+ JSON(X)
24: return DX

to 1e−4, which is linearly decreased for over 100 epochs, with the weight decay set to constant 1e−3.
The MLP is never trained on samples larger than 1e5 examples from the train set. For validation purposes,
we never use samples larger than 1e4 from the validation set. If, at any point, the large number of tokens
causes an out-of-memory error; we cut the number of ninc and nrel by half for the document causing the
error. We will publish the code for replicating all the results.

D Extended experimental results

In Tables 5 and 6, we present the detailed results for different combination of document parameters:
ninc ∈ {0, 8, 16}, related examples nrel ∈ {0, 8, 16}, nested rows from linked tables nnest ∈ {0, 4, 8},
and depth of relation graph traversal d ∈ {0, 1} and Llama 3.2 1B model. For each set of document
generation parameters, we conducted a single run. For the results of the Llama 3.2 3B model, we only
tested selected combinations that turned out to be the most effective for the 1B variant. In Table 7, we
report the mean number of tokens resulting from the tokenization of documents generated with different
combinations of parameters.
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Llama 3.2 1B

Dataset Task Document parameters

ninc = 0 ninc = 8 ninc = 8 ninc = 0 ninc = 0 ninc = 8 ninc = 8 ninc = 16 ninc = 16 ninc = 0 ninc = 0 ninc = 16 ninc = 16
nrel = 0 nrel = 0 nrel = 0 nrel = 8 nrel = 8 nrel = 8 nrel = 8 nrel = 0 nrel = 0 nrel = 16 nrel = 16 nrel = 16 nrel = 16
d = 0 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1

nrel = 0 nrel = 0 nrel = 4 nrel = 0 nrel = 4 nrel = 0 nrel = 4 nrel = 0 nrel = 8 nrel = 0 nrel = 8 nrel = 0 nrel = 8

rel-amazon
user-churn 50.12 52.32 50.24 50.20 52.16 57.98 59.40 53.37 56.44 51.06 55.04 60.56 60.37
item-churn 51.95 50.90 54.06 63.94 58.45 71.96 70.18 51.12 51.09 64.50 56.27 70.33 70.09

rel-stack
user-engagement 54.98 63.54 67.05 81.01 - - - - - - - - -
user-badge 51.44 52.45 67.58 71.13 - - - - - - - - -

rel-trial study-outcome 53.44 53.17 52.85 53.75 50.16 53.17 52.85 51.82 55.72 53.75 51.21 51.82 52.32

rel-f1
driver-dnf 51.44 51.12 52.98 64.95 57.99 59.24 53.29 55.84 52.24 65.81 60.22 62.04 63.55
driver-top3 53.75 88.47 72.78 62.65 72.37 77.40 69.82 78.65 71.80 66.01 68.93 57.79 50.56

rel-hm user-churn 52.87 54.53 54.86 58.51 57.09 62.12 52.85 54.07 55.36 59.99 57.61 64.34 58.97

rel-event
user-repeat 53.02 67.43 60.02 67.43 65.31 76.38 69.98 56.96 53.80 66.97 69.93 74.19 74.58
user-ignore 53.68 66.46 71.09 57.19 54.73 66.16 78.55 61.44 69.37 57.43 51.93 64.74 63.06

rel-avito
user-visits 50.54 50.42 60.28 50.45 60.09 50.43 60.22 50.38 59.64 50.55 59.79 50.49 59.59
user-clicks 51.92 50.89 60.34 52.19 61.32 51.75 59.44 51.90 58.33 51.35 58.84 52.30 59.12

Llama 3.2 1B + MLP

Dataset Task Document parameters

ninc = 0 ninc = 8 ninc = 8 ninc = 0 ninc = 0 ninc = 8 ninc = 8 ninc = 16 ninc = 16 ninc = 0 ninc = 0 ninc = 16 ninc = 16
nrel = 0 nrel = 0 nrel = 0 nrel = 8 nrel = 8 nrel = 8 nrel = 8 nrel = 0 nrel = 0 nrel = 16 nrel = 16 nrel = 16 nrel = 16
d = 0 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1

nrel = 0 nrel = 0 nrel = 4 nrel = 0 nrel = 4 nrel = 0 nrel = 4 nrel = 0 nrel = 8 nrel = 0 nrel = 8 nrel = 0 nrel = 8

rel-amazon
user-churn 56.42 56.88 45.77 66.46 65.28 65.85 59.67 56.75 51.21 66.56 65.71 66.43 66.40
item-churn 61.47 61.49 58.75 78.78 77.97 78.58 76.42 62.26 56.51 78.92 80.16 78.93 75.62

rel-stack
user-engagement 56.05 65.44 70.17 85.90 83.95 85.95 82.97 66.91 82.96 87.09 86.98 86.86 79.22
user-badge 59.57 61.86 85.45 80.87 87.07 80.79 87.19 62.27 87.47 84.17 88.19 83.53 82.13

rel-trial study-outcome 64.61 68.16 66.47 65.55 64.49 67.58 66.47 67.91 66.86 64.76 63.10 68.38 67.18

rel-f1
driver-dnf 71.10 77.14 51.78 70.66 65.89 74.13 48.88 78.41 54.60 70.52 67.13 72.69 49.55
driver-top3 60.92 87.36 71.27 65.36 74.32 68.78 42.90 83.46 40.41 65.43 63.35 69.65 52.43

rel-hm user-churn 55.24 55.11 51.64 68.45 64.08 68.16 64.47 56.03 48.32 68.72 66.74 68.62 63.33

rel-event
user-repeat 50.43 62.22 54.20 76.72 71.91 76.49 73.28 65.11 53.40 75.13 76.56 74.62 50.58
user-ignore 66.10 68.77 64.16 83.51 81.43 84.02 80.22 68.53 62.52 83.50 80.11 83.02 77.15

rel-avito
user-visits 57.18 54.51 62.84 57.23 63.39 57.28 63.27 54.69 62.79 56.18 64.18 56.62 64.98
user-clicks 65.96 60.34 65.57 66.91 65.73 66.16 70.03 58.68 68.11 67.92 70.07 67.34 71.31

Table 5: Comparison of Llama 3.2 1B results (AUROC, higher is better) on documents generated using different
parameters. The best values are in bold, second best in italic.

Llama 3.2 1B + MLP

Dataset Task Document parameters

ninc = 0 ninc = 8 ninc = 8 ninc = 0 ninc = 0 ninc = 8 ninc = 8 ninc = 16 ninc = 16 ninc = 0 ninc = 0 ninc = 16 ninc = 16
nrel = 0 nrel = 0 nrel = 0 nrel = 8 nrel = 8 nrel = 8 nrel = 8 nrel = 0 nrel = 0 nrel = 16 nrel = 16 nrel = 16 nrel = 16
d = 0 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1

nrel = 0 nrel = 0 nrel = 4 nrel = 0 nrel = 4 nrel = 0 nrel = 4 nrel = 0 nrel = 8 nrel = 0 nrel = 8 nrel = 0 nrel = 8

rel-amazon
user-ltv 16.725 16.737 16.742 14.864 16.635 15.019 16.613 16.713 16.743 15.025 16.254 15.022 16.138
item-ltv 61.905 61.705 62.095 53.450 54.790 53.597 58.282 61.528 61.847 53.939 56.666 52.682 55.370

rel-stack post-votes 0.098 0.095 0.093 0.099 0.092 0.093 0.090 0.091 0.104 0.099 0.110 0.108 0.114

rel-trial
study-adverse 53.655 53.749 53.116 52.281 53.066 54.406 53.848 53.168 53.425 53.838 53.569 54.884 53.324
site-success 0.453 0.450 0.450 0.444 0.446 0.449 0.446 0.445 0.447 0.446 0.442 0.441 0.449

rel-f1 driver-position 3.989 3.539 4.271 4.235 4.369 4.460 4.002 3.902 4.400 4.400 4.379 3.948 4.360

rel-hm item-sales 0.092 0.095 0.097 0.070 0.070 0.073 0.057 0.098 0.099 0.062 0.062 0.064 0.082

rel-event user-attendance 0.340 0.410 0.311 0.309 0.305 0.293 0.315 0.369 0.313 0.332 0.304 0.334 0.317

rel-avito ad-ctr 0.044 0.044 0.044 0.043 0.043 0.043 0.036 0.045 0.044 0.044 0.043 0.043 0.043

Table 6: Comparison of Llama 3.2 1B results (MAE, lower is better) on documents generated using different
parameters. The best values are in bold, second best in italic.
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Dataset Task Document parameters

ninc = 0 ninc = 8 ninc = 8 ninc = 0 ninc = 0 ninc = 8 ninc = 8 ninc = 16 ninc = 16 ninc = 0 ninc = 0 ninc = 16 ninc = 16
nrel = 0 nrel = 0 nrel = 0 nrel = 8 nrel = 8 nrel = 8 nrel = 8 nrel = 0 nrel = 0 nrel = 16 nrel = 16 nrel = 16 nrel = 16
d = 0 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1 d = 0 d = 1

nrel = 0 nrel = 0 nrel = 4 nrel = 0 nrel = 4 nrel = 0 nrel = 4 nrel = 0 nrel = 8 nrel = 0 nrel = 8 nrel = 0 nrel = 8

rel-amazon

user-churn 151.7 492.7 2319.7 275.0 1039.2 616.0 2707.2 821.7 8688.5 286.8 1950.2 956.8 9662.2
± 1.7 ± 1.7 ± 439.3 ± 103.9 ± 784.2 ± 103.9 ± 784.2 ± 1.7 ± 847.0 ± 135.5 ± 2108.4 ± 135.5 ± 2108.4

item-churn 341.3 2749.3 4263.6 1507.6 2409.3 3915.6 5736.3 4745.3 12896.9 1946.6 4409.6 6350.6 15825.6
± 256.8 ± 256.8 ± 500.4 ± 1844.3 ± 2004.5 ± 1844.3 ± 2004.5 ± 256.8 ± 765.0 ± 2745.8 ± 3707.7 ± 2745.8 ± 3707.7

user-ltv 150.7 507.7 2174.4 280.3 1038.1 637.3 2566.1 865.7 8004.9 292.9 1963.4 1007.9 8993.4
± 1.7 ± 1.7 ± 435.6 ± 108.8 ± 773.8 ± 108.8 ± 773.8 ± 1.7 ± 881.0 ± 142.6 ± 2165.7 ± 142.6 ± 2165.7

item-ltv 335.9 2671.9 3578.2 1512.2 2372.3 3848.2 5050.3 4195.9 8861.4 1973.2 4212.4 5833.2 11680.4
± 230.6 ± 230.6 ± 511.9 ± 1580.8 ± 1836.2 ± 1580.8 ± 1836.2 ± 230.6 ± 811.2 ± 2325.9 ± 3452.7 ± 2325.9 ± 3452.7

rel-stack

user-engagement 203.3 1017.3 9144.8 918.0 14351.9 1732.0 21384.6 2519.3 34108.3 1424.3 28134.9 3740.3 58659.4
± 53.3 ± 53.3 ± 1735.9 ± 495.6 ± 12475.2 ± 495.6 ± 12408.9 ± 53.3 ± 2767.4 ± 949.6 ± 28355.3 ± 949.6 ± 25529.4

user-badge 201.1 1140.1 7222.5 907.6 5869.4 1846.6 12189.1 1893.1 31970.6 1356.5 11049.3 3048.5 41636.7
± 49.3 ± 49.3 ± 1365.9 ± 507.0 ± 9637.1 ± 507.0 ± 9595.0 ± 49.3 ± 1997.3 ± 970.1 ± 20722.4 ± 970.1 ± 19269.3

post-votes 650.9 3860.9 9138.4 4352.3 8199.0 7561.4 16132.2 7020.9 29308.6 6902.2 26399.0 13269.1 52932.6
± 650.7 ± 650.7 ± 1399.6 ± 4596.5 ± 9823.9 ± 4570.2 ± 9766.1 ± 650.7 ± 2328.7 ± 6755.0 ± 23700.3 ± 6697.7 ± 22108.6

rel-trial

study-outcome 1571.3 12155.3 23127.0 1569.3 2644.0 12155.3 23127.0 23674.3 42720.1 1569.3 2746.1 23674.3 42720.1
± 564.7 ± 564.7 ± 881.4 ± 564.7 ± 881.4 ± 564.7 ± 881.4 ± 564.7 ± 889.2 ± 564.7 ± 889.2 ± 564.7 ± 889.2

study-adverse 1605.4 12156.4 21552.0 1603.4 2668.0 12156.4 21552.0 20424.4 37546.3 1603.4 2739.3 20424.4 37546.3
± 664.4 ± 664.4 ± 1001.7 ± 664.4 ± 1001.7 ± 664.4 ± 1001.7 ± 664.4 ± 1013.2 ± 664.4 ± 1013.2 ± 664.4 ± 1013.2

site-success 167.1 757.1 1367.6 258.6 442.7 848.6 1528.7 1399.1 3183.1 264.0 589.0 1496.0 3434.0
± 6.8 ± 6.8 ± 56.5 ± 158.9 ± 341.8 ± 158.9 ± 341.8 ± 6.8 ± 125.4 ± 178.6 ± 597.7 ± 178.6 ± 597.7

rel-f1

driver-dnf 211.1 901.1 1773.3 439.2 1192.9 1129.2 2058.9 1601.1 3757.4 655.2 2113.5 2045.2 4313.5
± 3.5 ± 3.5 ± 434.9 ± 320.2 ± 720.4 ± 320.2 ± 720.4 ± 3.5 ± 881.3 ± 640.2 ± 1450.7 ± 640.2 ± 1450.7

driver-top3 209.1 914.1 1788.8 435.0 1191.3 1140.0 2072.3 1609.1 4476.4 614.5 2069.1 2014.5 4985.1
± 3.5 ± 3.5 ± 433.8 ± 316.6 ± 716.0 ± 316.6 ± 716.0 ± 3.5 ± 879.4 ± 595.6 ± 1397.9 ± 595.6 ± 1397.9

driver-position 194.2 878.2 1616.1 376.7 984.2 1060.7 1844.2 1564.2 3840.7 525.7 1689.0 1895.7 4255.0
± 3.6 ± 3.6 ± 474.5 ± 305.4 ± 753.3 ± 305.4 ± 753.3 ± 3.6 ± 947.7 ± 570.8 ± 1462.2 ± 570.8 ± 1462.2

rel-hm

user-churn 199.1 1096.1 1748.2 765.1 1042.9 1662.1 2405.9 2021.1 3097.5 965.6 1641.1 2787.6 4184.1
± 4.5 ± 4.5 ± 55.5 ± 341.5 ± 399.2 ± 341.5 ± 399.2 ± 4.5 ± 112.3 ± 604.4 ± 810.1 ± 604.4 ± 810.1

item-sales 367.4 2731.4 2957.6 2668.0 3439.8 5032.0 5909.8 4984.4 5874.5 4968.8 7257.0 9585.8 12546.0
± 16.1 ± 16.1 ± 95.2 ± 145.3 ± 768.3 ± 145.3 ± 768.3 ± 16.1 ± 186.6 ± 274.5 ± 2589.6 ± 274.5 ± 2589.6

rel-event

user-repeat 229.9 997.9 6334.6 503.1 2772.6 1271.1 8233.6 1747.9 14789.1 572.0 4972.1 2090.0 18558.1
± 2.6 ± 2.6 ± 820.0 ± 277.0 ± 5357.0 ± 277.0 ± 5357.0 ± 2.6 ± 1331.1 ± 423.7 ± 12405.2 ± 423.7 ± 12405.2

user-ignore 217.2 992.2 3809.3 453.4 1653.8 1228.4 4911.8 1778.2 10950.1 516.2 2813.0 2077.2 13039.0
± 2.7 ± 2.7 ± 514.1 ± 261.5 ± 3538.9 ± 261.5 ± 3538.9 ± 2.7 ± 792.2 ± 415.0 ± 8078.2 ± 415.0 ± 8078.2

user-attendance 207.9 994.9 2646.0 448.3 1707.0 1235.3 3780.0 1663.9 15828.4 511.5 2897.5 1967.5 17979.5
± 2.6 ± 2.6 ± 544.5 ± 263.9 ± 3635.8 ± 263.9 ± 3635.8 ± 2.6 ± 822.4 ± 420.3 ± 8339.3 ± 420.3 ± 8339.3

rel-avito

user-visits 197.0 197.0 558.0 197.0 558.0 197.0 558.0 197.0 826.1 197.0 826.1 197.0 826.1
± 0.2 ± 0.2 ± 268.5 ± 0.2 ± 268.5 ± 0.2 ± 268.5 ± 0.2 ± 508.2 ± 0.2 ± 508.2 ± 0.2 ± 508.2

user-clicks 197.0 197.0 501.2 197.0 501.2 197.0 501.2 197.0 718.7 197.0 718.7 197.0 718.7
± 0.2 ± 0.2 ± 269.8 ± 0.2 ± 269.8 ± 0.2 ± 269.8 ± 0.2 ± 505.4 ± 0.2 ± 505.4 ± 0.2 ± 505.4

ad-ctr 291.0 291.0 597.1 291.0 597.1 291.0 597.1 291.0 857.9 291.0 857.9 291.0 857.9
± 30.3 ± 30.3 ± 71.4 ± 30.3 ± 71.4 ± 30.3 ± 71.4 ± 30.3 ± 138.8 ± 30.3 ± 138.8 ± 30.3 ± 138.8

Table 7: Average token counts and standard deviations for documents generated with different parameters and
tokenized using the Llama 3.2 tokenizer.
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