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ON SUMS OF POWERS OF NATURAL NUMBERS

ETERI SAMSONADZE

Abstract. The problem of finding the sum of a polynomial’s val-
ues is considered. In particular, for any n ≥ 3, the explicit formula
for the sum of the nth powers of natural numbers Sn =

∑m

x=1 x
n

is proved:
m
∑

x=1

xn = (−1)nm(m+ 1)(−
1

2
+

n
∑

i=2

ai(m+ 2)(m+ 3)...(m+ i)),

here ai =
1

i+1

∑i

k=1
(−1)kkn

k!(i−k)! , (i = 2, 3, ..., n− 1), an = (−1)n

n+1 . Note

that this formula does not contain Bernoulli numbers.
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1. Introduction

For n = 1, 2, 3, 4, the explicit formulas for the sum of powers of
natural numbers

Sn =

m
∑

x=1

xn

were well-known already in the ancient times. In 1613, Faulhaber pub-
lished a paper, where some properties of the function Sn(m) were stud-
ied and, moreover, the explicit formulas for high odd values of n were
given [4]. Nowadays, for calculating Sn, there are various recurrent
formulas, geometric and matrix methods, as well as formulas that are
valid for arbitrary n, but contain Bernoulli numbers (see, e.g., [2], [3],
[6], [7], [9], [11], [12], [14], [8]). In [5], the explicit formulas for Sn are
given for the cases n = 1, 2, ..., 7.
In the present work, we give an explicit formula for Sn, for an arbi-

trary natural n; this formula does not contain Bernoulli numbers. To
this end, we first find the explicit formula for the function

g(m) =
m
∑

x=1

f(x),

1
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where f(x) is a polynomial. The found formula implies that g(m) is a
polynomial and is divisible by m.
Applying again the found formula for g(m), the explicit formula for

the sum of the nth powers of natural numbers is obtained:

m
∑

x=1

xn = (−1)n
n

∑

i=1

aim(m+ 1)(m+ 2)...(m+ i), (1.1)

where

ai =
1

i+ 1

i
∑

k=1

(−1)kkn

k!(i− k)!
, (1.2)

(i = 1, 2, ..., n). Note that this formula does not contain Bernoulli
numbers. Note also that, for the same sum, the following formula was
given without proof in our earlier paper [10]:

m
∑

x=1

xn =

n
∑

i=1

i
∑

k=1

(−1)k+nknm(m+ 1)(m+ 2)...(m+ i)Ck
i

(i+ 1)!
,

where Ck
i denotes the binomial coefficient

(

i

k

)

.

Taking the fact that the principal term of the polynomial

Sn(m) =
m
∑

x=1

xn

is 1

n+1
mn+1 [8], [1], the calculation of an can be simplified. Namely, we

obtain that

an =
(−1)n

n+ 1
. (1.3)

The above-mentioned formulas imply that if n ≥ 3, then

m
∑

x=1

xn = (−1)nm(m+ 1)(−
1

2
+

n
∑

i=2

ai(m+ 2)(m+ 3)...(m+ i)),

where ai is given by (1.2), for i = 2, 3, ..., n − 1, while an is given by
(1.3).

2. The sum of powers of natural numbers

Below we give the formula for the sum of the values of a polynomial
f(x) in the points x = 1, 2, ..., m. To this end, we first give the following
lemma.
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Lemma 2.1. If the degree of a polynomial f(x) is less than or equal
to n, then the following equality holds:

f(x) = f(0) +

n
∑

i=1

dix(x+ 1)(x+ 2)...(x+ i− 1), (2.1)

where

di =
i

∑

k=o

(−1)kf(−k)

k!(i− k)!
(i = 1, 2, ..., n). (2.2)

Proof. Consider the polynomial

h(x) = l0 +
n

∑

i=1

lix(x+ 1)(x+ 2)...(x+ i− 1), (2.3)

and choose coefficients l0, l1, ..., ln in such a way that the values of the
polynomials f(x) and h(x) coincide in the (n+ 1) points:

f(−j) = h(−j) (j = 0, 1, 2, ..., n).

Then
f(x) ≡ h(x),

whence

f(−j) = l0− l1j+ l2j(j−1)+ ...+(−1)jljj(j−1)(j−2) · ... ·2 ·1. (2.4)

(j = 0, 1, 2, ..., n). Applying the well-known formula

C0

k − C1

k + C2

k + ... + (−1)kCk
k = 0,

(k ∈ N) where C
j
i denotes the binomial coefficient

(

j

i

)

, it is not hard

to verify that the solution of the system (2.4) is

l0 = f(0), li =

i
∑

k=0

(−1)kf(−k)

k!(i− k)!
(i = 1, 2, ..., n).

This implies formulas (2.1) and (2.2). �

Consider the function

g(m) =

m
∑

x=1

f(x).

As is well-known [13],
m
∑

x=1

x(x+1)(x+2)...(x+i−1) =
1

i+ 1
m(m+1)(m+2)...(m+i). (2.5)
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Therefore, Lemma 2.1 implies

Theorem 2.2.
m
∑

x=1

f(x) = mf(0) +
n

∑

i=1

di

i+ 1
m(m+ 1)(m+ 2)...(m+ i), (2.6)

where di (i = 1, 2, ..., n) is given by formula (2.2).

Theorem 2.2 implies

Corollary 2.3. The function g(m) is a polynomial, and is divisible
by m.

Corollary 2.3 implies the well-known fact that the function Sn(m) =
∑m

x=1
xn is a polynomial [4].

Theorem 2.2 implies the explicit formula for Sn(m), for any natural
n. Note that it does not contain Bernoulli numbers.

Theorem 2.4. For any natural n, one has the equality
m
∑

x=1

xn = (−1)n
n

∑

i=1

aim(m+ 1)(m+ 2)...(m+ i), (2.7)

where

ai =
1

i+ 1

i
∑

k=1

(−1)kkn

k!(i− k)!
, (2.8)

(i = 1, 2, ..., n).

From formula (2.7) it follows the well-known fact that the polynomial

Sn(m) =
m
∑

x=1

xn

is divisible by m(m+ 1), for any n ∈ N [4].
Formula (2.8) implies that

a1 = −
1

2
. (2.9)

Taking formula (2.7) and the fact that the principal term of the polyno-
mial Sn(m) is 1

n+1
mn+1 [8], [1], the calculation of an can be simplified.

Namely, we obtain that

an =
(−1)n

n+ 1
. (2.10)

From Theorem 2.4, formulas (2.9) and (2.10), we obtain
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Theorem 2.5. Let n ≥ 3. Then one has
m
∑

x=1

xn = (−1)nm(m+ 1)(−
1

2
+

n
∑

i=2

ai(m+ 2)(m+ 3)...(m+ i)),

where ai is given by formula (2.8) for i = 2, 3, ..., n − 1, while an is
given by (2.10).

Finally note that since formula (2.8) implies that

an =
1

(n+ 1)!

n
∑

k=1

(−1)kCk
nk

n,

formula (2.10) implies the following combinatorial identity.

Proposition 2.6. For any natural number n, one has

n
∑

k=1

(−1)kCk
nk

n = (−1)nn!.
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