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EXAMPLES IN DISCRETE ITERATION OF ARBITRARY

INTERVALS OF SLOPES

MANUEL D. CONTRERAS, FRANCISCO J. CRUZ-ZAMORANO,

AND LUIS RODRÍGUEZ-PIAZZA

Abstract. Given a compact interval [a, b] ⊂ [0, π], we construct a parabolic
self-map of the upper half-plane whose set of slopes is [a, b]. The nature of
this construction is completely discrete and explicit: we explicitly construct a
self-map and we explicitly show in which way its orbits wander towards the
Denjoy-Wolff point. We also analyze some properties of the Herglotz measure
corresponding to such example, which yield the regularity of such self-map in
its Denjoy-Wolff point.

1. Introduction

Discrete Iteration in the unit disk D is a branch of the vast field known as
Complex Dynamics. Given a holomorphic self-map g : D → D, the main aim is to
analyze asymptotic properties of the sequence of iterated self-compositions of g,
given by g0 = IdD, and gn+1 = gn ◦ g, n ∈ N ∪ {0}. In this article we focus on
non-elliptic self-maps, which are the ones that possess no fixed point on D. The
following well-known result concerns the dynamics of such self-maps.

Theorem 1.1. [2, Theorem 3.2.1] (Denjoy-Wolff Theorem). Let g : D → D be a

non-elliptic self-map. Then, there exists τ ∈ ∂D such that gn → τ locally uniformly,

as n → ∞.

The point τ is usually known as the Denjoy-Wolff point of g. In particular, if
w0 ∈ D, the Denjoy-Wolff Theorem proves that the orbit wn = gn(w0) converges
to τ , as n → ∞.

A classical problem in Discrete Iteration is to characterize the directions through
which the orbits of a non-elliptic self-map of D converge towards the Denjoy-Wolff
point. Namely, given w0 ∈ D, calculating the numbers s ∈ [−π/2, π/2] such that
there exists a subsequence of the orbit satisfying arg(1 − τwnk

) → s, as k → ∞.
This is the Slope Problem, which firstly appeared around 1930 in [18, 19].

Dealing with this problem is usually easier in the upper half-plane setting. To do
so, let H := {z ∈ C : Im(z) > 0}, and consider the conformal mapping S : D → H

given by

S(w) = i
τ + w

τ − w
, w ∈ D,
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where τ ∈ ∂D is the Denjoy-Wolff point of g. Then, construct the self-map f : H →
H given by f = S ◦g ◦S−1. Similarly as in the case of the unit disk, we can consider
the iterated self-compositions f0 = IdH, and fn+1 = fn ◦ f , n ∈ N∪ {0}. It is easy
to check that fn = S ◦ gn ◦ S−1. Something similar occurs in the case of orbits.
Given z0 ∈ H, its orbit by f is the sequence given by zn = fn(z0). By construction
zn → ∞, as n → ∞. If w0 ∈ D and we choose z0 = S(w0), then zn = S(wn). That
is, fn → ∞, as n → ∞, locally uniformly. So that the Denjoy-Wolff point of f is
infinity.

Concerning the Slope Problem, fixing a subsequence of the orbits, we have that
arg(1 − τwnk

) → s if and only if arg(zn) → π/2− s. Inspired by this relationship,
we give the following definition.

Definition 1.2. Let f : H → H be a holomorphic function whose Denjoy-Wolff
point is infinity. Then, given z0 ∈ H, we define the set of slopes of f as

Slope[f, z0] = {s ∈ [0, π] : There exists a subsequence {znk
} with arg(znk

) → s},

where arg denotes the principal branch of the argument function.

By [2, Proposition 2.5.8], the Denjoy-Wolff point of f : H → H is infinity if and
only if

α := ∠ lim
z→∞

f(z)

z
∈ [1,+∞).

In this situation, f is said to be parabolic if α = 1, and it is said to be hyperbolic
if α > 1.

Valiron [18] studied the Slope Problem for hyperbolic self-maps of H in 1931. It
turns out that if f : H → H is a hyperbolic self-map with Denjoy-Wolff point infinity,
then for every z ∈ H there exist θ ∈ (0, π) such that limn→∞ arg(fn(z)) = θ;
see [2, Theorem 4.3.4]. His ideas have been recently revisited by Bracci and Poggi-
Corradini. More precisely, they proved that the function Slope[f, ·] : H → (0, π) is
surjective and harmonic [5, Property 2 (a) and Property 2 (b)].

The theory is a significantly more difficult in the case of parabolic self-maps,
which are typically divided in two families. For a holomorphic self-map f : H → H,
the Schwarz-Pick Lemma assures that

kH(f
n+2(z), fn+1(z)) ≤ kH(f

n+1(z), fn(z)), z ∈ H, n ∈ N,

where kH denotes the hyperbolic distance of the upper half-plane. In particular,
limn→∞ kH(f

n+1(z), fn(z)) exists for all z ∈ H, and it is a non-negative real num-
ber. For non-elliptic self-maps, by [2, Corollary 4.6.9.(i)], we know that the latter
limit is either positive for every z ∈ H or for no z ∈ H. Accordingly, we say that f
is of positive or of zero hyperbolic step.

In 1979, Pommerenke contributed to the Slope Problem for parabolic self-maps
of H. In [17, Remark 1], he proved that limn→∞ arg(fn(z)) exists and it is either
0 or π whenever f is a parabolic self-map of positive hyperbolic step with Denjoy-
Wolff point infinity. In [7, Proposition 2.6], using the hyperbolic geometry, we
noticed that the latter limit does not depend on z. Namely, it holds that either
Slope[f, z] = {0} or Slope[f, z] = {π} for all z ∈ H.

The main emphasis in this paper is put on the case where f is a parabolic self-
map of zero hyperbolic step. One of the first surprising contributions to this case
is in the remarkable paper of Wolff in 1929. In [19, Section 6], he came up with the
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map f : H → H given by

(1) f(z) = z + ieπ/2zi + ieπ/2, z ∈ H,

where zi is defined using the principal branch of the logarithm. It is easy to check
that f is parabolic with Denjoy-Wolff point infinity, since ∠ limz→∞ f(z)/z = 1.
For this example, Wolff managed to prove that Slope[f, z0] contains at least two
points for all initial points z0 ∈ H.

The Slope Problem has also been introduced in the continuous setting of Complex
Dynamics, that is, for semigroups {φt}t≥0 of holomorphic self-maps of the upper
half-plane. A modern exposition of this topic can be found in [4, Chapter 17]. In [8],
Contreras and Dı́az-Madrigal found that the results of Valiron and Pommerenke can
be translated to hyperbolic and parabolic semigroups of positive hyperbolic step,
respectively. For a parabolic semigroup of zero hyperbolic step, they proved that
the set of slopes is a compact interval which does not depend on the initial point.
Despite Wolff’s example (1), they conjectured that, in the continuous setting, the set
of slopes should always be a singleton. This conjecture was disproved by Contreras,
Dı́az-Madrigal, and Gumenyuk [9], and also by Betsakos [3], indepedently. Namely,
they found a semigroup whose set of slopes is the full interval [0, π]. Improving the
techniques by Betsakos, for every prefixed interval [a, b] ⊂ [0, π], Kelgiannis [16]
constructed a semigroup whose set of slopes is [a, b].

Quite recently, the latter ideas were taken back to the discrete setting. Namely,
even if the orbits of a self-map are discrete sets, we have shown that the set of
slopes of parabolic self-maps of zero hyperbolic step are always a compact interval
which does not depend on the initial point.

Theorem 1.3. [7, Theorem 2.9] Let f : H → H be a parabolic function of zero

hyperbolic step whose Denjoy-Wolff point is infinity. Then, there exists 0 ≤ a ≤
b ≤ π such that Slope[f, z] = [a, b] for all z ∈ H.

Examples with arbitrary set of slopes have also been constructed through the
use of semigroups. Namely, if f = φ1, where {φt} is the semigroup constructed by
Kelgiannis, we have proved that Slope[f, z] = [a, b] for all z ∈ H. Therefore, we
have the following result.

Theorem 1.4. [7, Theorem 2.13] Given 0 ≤ a ≤ b ≤ π, there exists a parabolic

function f : H → H of zero hyperbolic step whose Denjoy-Wolff point is infinity

such that Slope[f, z] = [a, b] for all z ∈ H.

This note focuses on constructing examples of parabolic self-maps of zero hy-
perbolic step with arbitrary slope sets [a, b] ⊂ [0, π], with [a, b] 6= [0, π]. These
self-maps are of a discrete nature, and so we extend a previous work that primarily
relied on semigroups. This yields a new proof of Theorem 1.4 using tools from Dis-
crete Iteration, which is given in Section 2. Indeed, our construction is completely
explicit: we explicitly construct the self-map and we explicitly show in which way
the orbits wander towards the Denjoy-Wolff point. This strongly contrasts with
the arguments in [16], where the semigroup is obtained through its Koenigs domain
and the proof relies in subtle estimates of some harmonic measures. In Section 3,
we analyze some properties of the Herglotz measure corresponding to such exam-
ples. This leads us to discuss the regularity of such self-maps at their Denjoy-Wolff
points, and we compare this fact with previous references.
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In [7, Section 4], we also gave a discrete and explicit construction for the cases
[0, π] and [0, π/2]. Those self-maps are defined through their Herglotz representa-
tion formula, and we discuss their regularity at the Denjoy-Wolff point. However,
the new construction is easier to follow.

2. The main construction

The goal of this section is, given 0 ≤ a < b ≤ π with [a, b] 6= [0, π], to construct
a parabolic self-map f : H → H of zero hyperbolic step with Denjoy-Wolff point
infinity for which

Slope[f, z] = [a, b], z ∈ H.

Notice that the limit case [a, b] = [0, π] has been covered in [7, Theorem 4.2] with
a different technique.

We will start with a general setting, which we appropriately modify later to
get the desired examples. To present it, let us fix some notation. Consider Ω =
C \ (−∞, 0], θ ∈ (0, π/2), and Aθ = {z ∈ C : arg(z) ∈ (−θ, θ)}. We will construct
a function F : Ω → C such that F (Aθ) ⊂ Aθ. The function F is given by

(2) F (z) = z + p(z), z ∈ Ω,

where p : Ω → C is given by

(3) p(z) =

∞∑

k=1

pk(z), pk(z) =
ake

iθk

(z + γk)ǫk
, z ∈ Ω,

where we are using the main branch of the argument of w to define wǫk . In the
definition of p, the coefficients ak, γk, ǫk and θk satisfy the following assumptions:

ak > 0, γk > 0, ǫk > 0, πǫk ≤ θ, lim
k→∞

ǫk = 0,(4)

θ2k + πǫ2k = θ, θ2k−1 − πǫ2k−1 = −θ,(5)
∞∑

l=1

al
γǫl
l

≤
γ1
2
,(6)

γ1 ≥ 2, γk+1 > γ2
k,(7)

k−1∑

l=1

al
γǫl
k

≤
∆(θ)ak

2kγ2ǫk
k

,

∞∑

l=k+1

al
γǫl
l

≤
∆(θ)ak

2kγ2ǫk
k

,(8)

where

∆(θ) =
1√

4 + tan2(θ)
.

Example 2.1. The latter conditions are fulfilled for the coefficients

ǫk =
θ

π

1

2k
, ak = Ck

1 (k!)
2, γǫk

k = (C2k!)
3k , k ∈ N,

where C1, C2 > 1 are large enough constants, and θk is automatically defined by
(5).

Lemma 2.2. Assume (4)-(7). Then, p is a well-defined holomorphic function on

Ω. Moreover, the image of p is contained in Aθ.
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Proof. Notice that p is a sum of holomorphic maps which are well-defined on Ω.
Then, to see that p is well-defined and holomorphic on Ω, it is enough to find that
the sum defining p is uniformly convergent on every compact subset of Ω. Indeed,
if K ⊂ Ω is a compact set, then there must exist k0 ∈ N such that K ⊂ {z ∈ C :
|z| ≤ γk0

/2}. Then, there exists M > 0 such that

k0∑

l=1

|pl(z)| ≤ M, z ∈ K.

For the other terms, if l > k0, by (7) we have

γl ≥ γ2
l−1 ≥ 2γl−1 ≥ 2γk0

.

Then, if l > k0 and z ∈ K, we get

|z + γl| ≥ γl −
γk0

2
= γl

(
1−

γk0

2γl

)
≥

γl
2
.

Then, using the latter inequality and (4), for l > k0 we have that

|pl(z)| =
al

|z + γl|
ǫl ≤

2ǫlal
γǫl
l

≤
2al
γǫl
l

.

All in all, using also (6) andWeierstrass Theorem, we conclude that the sum defining
p is uniformly convergent on K.

Let us now prove that the image of p is contained in Aθ. Since Aθ is a convex
cone, for all z, w ∈ Aθ we have that z + w ∈ Aθ. Moreover, if z ∈ Aθ and w ∈ Aθ,
it is easy to check that z + w ∈ Aθ. Summing up, it is enough to prove that the
image of each pk is contained in Aθ. To do so, let us assume that k ∈ N is even (if
it is odd, then the argument is similar). Consider the map

z 7→
1

(z + γk)ǫk
, z ∈ Ω.

By (4), its image is the angular region A = {z ∈ C : arg z ∈ (−πǫk, πǫk)}. Then,
by (4) and (5), the image of pk is the angular region delimited by the arguments

θk + πǫk = θ, θk − πǫk = θ − 2πǫk ≥ θ − 2θ ≥ −θ.

Therefore, it is clear that the image of pk is contained in Aθ. �

Remark 2.3. Let us notice that the first part of the latter proof can easily be
adapted to see that p is a well-defined and holomorphic map on C \ (−∞,−γ1].

Remark 2.4. The latter lemma implies that the map F given in (2) satisfies
F (Aθ) ⊂ Aθ, since Aθ is a convex cone. Moreover, the same argument yields that
F (H) ⊂ H for every half-plane H ⊂ Ω such that Aθ ⊂ H .

The next result is the main idea behind the examples that we will construct
later.

Lemma 2.5. Assume (4)-(8). Let z0 = γ1/2, and consider zn = xn+iyn = Fn(z0),
n ∈ N. There exist two subsequences znk

and zmk
such that arg(znk

) → θ and

arg(zmk
) → −θ as k → ∞.
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Proof. First of all, since z0 ∈ Aθ, it follows from Remark 2.4 that zn ∈ Aθ for all
n ∈ N. Moreover, since θ ∈ (0, π/2), we have that Re(p(z)) > 0 for all z ∈ Ω.
This means that xn is an increasing sequence and that F has no fixed point on
Aθ. Therefore, using Remark 2.4, we conclude that the Denjoy-Wolff point of
F : Aθ → Aθ is infinity. Then, zn → ∞, as n → ∞. Since |z| and Re(z) are
comparable quantities for all z ∈ Aθ, we deduce that xn → +∞, as n → ∞.

Following this idea, we define

Ωk := {z ∈ Aθ : γk ≤ Re(z) ≤ γ2
k}, k ∈ N.

By (7), Ωk ∩ Ωl = ∅ for all k 6= l. We claim that, for every k ∈ N there exists
Nk ∈ N such that zNk

∈ Ωk and zn 6∈ Ωk for all n < Nk. To see this, use (6) and
notice that

(9) xn+1 − xn = Re(p(zn)) ≤ |p(zn)| ≤
∞∑

k=1

ak
|zn + γk|

ǫk ≤
∞∑

k=1

ak
γǫk
k

≤
γ1
2
,

where we have used that Re(zn) ≥ 0. Since

γ2
k − γk ≥ γk ≥ γ1 >

γ1
2
,

where we have also used (7), the claim follows.

Recall that xn → +∞, as n → ∞. Since {zn} ⊂ Aθ, we can find Ñk ∈ N such

that zn ∈ Ωk for all Nk ≤ n < Ñk and zÑk

6∈ Ωk.
The constructions of the subsequences znk

and zmk
are very similar, so we will

only construct znk
. To do so, assume that k ∈ N is even. Notice that, by (5),

arg(pk(zn)) ∈ (θ − 2πǫk, θ), Nk ≤ n < Ñk.

Moreover, if l < k and Nk ≤ n < Ñk, then

|pl(zn)| ≤
al
γǫl
k

.

Similarly, if l > k and Nk ≤ n < Ñk, then

|pl(zn)| ≤
al
γǫl
l

.

However, if Nk ≤ n < Ñk, we use that Ωk is a trapezium whose furthest points
from −γk are γ2

k ± iγ2
k tan(θ) to conclude that

|pk(zn)| ≥
ak

|γ2
k + γk + iγ2

k tan(θ)|
ǫk ≥

ak

|2γ2
k + iγ2

k tan(θ)|
ǫk

=
ak

γ2ǫk
k |2 + i tan(θ)|ǫk

=
∆(θ)ǫkak

γ2ǫk
k

≥
∆(θ)ak

γ2ǫk
k

,(10)

where we have used that ∆(θ) ∈ (0, 1) and that ǫk ≤ θ/π < 1, by (4).
All in all, let us define

Rk(zn) :=

∑

l∈N, l 6=k

pl(zn)

pk(zn)
, Nk ≤ n < Ñk.
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Using (8) and (10), it is clear that

|Rk(zn)| ≤

∑

l∈N, l 6=k

|pl(zn)|

|pk(zn)|
≤

1

k
, Nk ≤ n < Ñk.

In particular,

arg(p(zn)) = arg(pk(zn)) + arg (1 +Rk(zn)) ,

where

|arg (1 +Rk(zn))| ≤ arcsin

(
1

k

)
≤

2

k
.

We conclude that

arg(p(zn)) ≥ θ − 2πǫk − 2/k, Nk ≤ n < Ñk.

Therefore,

(11)
yn+1 − yn
xn+1 − xn

≥ tan (θ − 2πǫk − 2/k) , Nk ≤ n < Ñk.

By (9), it is clear that

xNk
≤ γk +

γ1
2
.

Since zNk
∈ Aθ, this means that

yNk
≥ −

(
γk +

γ1
2

)
tan(θ).

All in all, using (11), for k ∈ N large enough so that tan (θ − 2πǫk − 2/k) ≥ 0, we
have that

yÑk

= yNk
+ (yÑk

− yNk
) ≥ yNk

+ (xÑk

− xNk
) tan(θ − 2πǫk − 2/k)

≥ −
(
γk +

γ1
2

)
tan(θ) +

(
γ2
k − γk −

γ1
2

)
tan

(
θ − 2πǫk −

2

k

)
.

Then,

yÑk

xÑk

≥

−
(
γk +

γ1
2

)
tan(θ) +

(
γ2
k − γk −

γ1
2

)
tan

(
θ − 2πǫk −

2

k

)

γ2
k +

γ1
2

.

In particular, since we chose k ∈ N to be an even number, we use (4) and (7) to
conclude that

θ ≥ lim inf
k→∞

arg(zÑ2k
) ≥ θ.

Namely,

lim
k→∞

arg(zÑ2k
) = θ,

and so it is clear that it is enough to choose nk = Ñ2k. �

Let us now address the main construction.

Theorem 2.6. Let 0 ≤ a < b ≤ π, [a, b] 6= [0, π]. There exists a parabolic self-map

f : H → H of zero hyperbolic step with Denjoy-Wolff point infinity for which

Slope[f, z] = [a, b], z ∈ H.
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Proof. Consider the angle

θ =
b− a

2
∈ (0, π/2),

and the map F as in (2), where we are assuming (4)-(8). Let us also consider the
half-plane H = {z ∈ C : arg(z) ∈ (−θ − a, π − θ − a)}. Notice that Aθ ⊂ H .
Then, as seen in Remark 2.4, F (H) ⊂ H . In that case, consider the restriction
g = F|H : H → H .

Let us now remark that the map p : H → Aθ, as defined in (3), is bounded. To
see this, notice that

min
z∈∂H

|z + γk| = γk sin(a+ θ).

Then, by (6), given that z ∈ H , we have

(12) |p(z)| ≤
∞∑

k=1

|pk(z)| ≤
1

sin(a+ θ)

∞∑

k=1

ak
γǫk
k

< +∞,

where we have used that sin(a + θ) ∈ (0, 1] and ǫk ≤ 1, by (4). Then, it is clear
that

(13) lim
z→∞
z∈H

g(z)

z
= 1.

Now, consider the conjugation f : H → H given by

(14) f(z) = ξg(ξz), z ∈ H,

where ξ = exp(i(a + θ)). By (13), f is also parabolic with Denjoy-Wolff point
infinity. Moreover, it follows from Lemma 2.2 that

Slope[f, z] ⊂ [a, b], z ∈ H.

In particular, taking z0 = ξγ1/2 ∈ H, Lemma 2.5 constructs two subsequences of
zn = fn(z0) such that

lim
k→∞

arg(znk
) = b, lim

k→∞
arg(zmk

) = a.

Together with Theorem 1.3, this means that

Slope[f, z] = [a, b], z ∈ H.

Since a < b, we get that f is of zero hyperbolic step (see [7, Proposition 2.6]
or [17, Remark 1]). �

3. Regularity of the examples

We can also prove that the latter examples enjoy some regularity at the Denjoy-
Wolff point if further assumptions are made. To do so, we will use the following
representation result due to Herglotz.

Theorem 3.1. [1, Theorem 6.2.1] Every holomorphic function f : H → H can

uniquely be written as

(15) f(z) = αz + β +

∫

R

1 + tz

t− z
dµ(t), z ∈ H,

where α ≥ 0, β ∈ R, and µ is a positive finite measure on R.
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The angular derivative of f at infinity can be characterized in terms of the latter
representation. Namely,

∠ lim
z→∞

f(z)

z
= α,

as discussed in [12, Chapter 5, Lemma 2]. In particular, we see that infinity is the
Denjoy-Wolff point of f if and only if α ≥ 1. Moreover, in this case, f is parabolic
if α = 1 and hyperbolic if α > 1.

Remember that, up to a conjugation, one can always suppose that a parabolic
map has Denjoy-Wolff point infinity. Therefore, in this sense, the following result
can be used to describe the behaviour of all parabolic functions.

Theorem 3.2. [6, Theorem 1.3] [11, Theorem 1.2] A holomorphic self-map f : H →
H is parabolic with Denjoy-Wolff point infinity if and only if it can be written as

(16) f(z) = z + β +

∫

R

1 + tz

t− z
dµ(t), z ∈ H,

where β ∈ R and µ is a positive finite measure on R, both of them not simultaneously

null.

Using this result, for a parabolic function f : H → H with Denjoy-Wolff point
infinity, we say that f is represented by the pair (β, µ) whenever (16) holds. This
notation is used in the following proposition.

Proposition 3.3. Assume (4)-(8). Let f : H → H be the parabolic self-map con-

structed in the proof of Theorem 2.6. Suppose that f is represented by the pair

(β, µ). Then, the measure µ is absolutely continuous with respect to Lebesgue mea-

sure on R.

Moreover, if

(17)

∞∑

k=1

ak log(1 + γ2
k)

γǫk
k

< +∞,

∞∑

k=1

ak
ǫkγ

ǫk
k

< +∞,

then ∫

R

|t| dµ(t) < +∞.

In that case,

β =

∫

R

tdµ(t).

A proof of Proposition 3.3 will be given at the end of the section. Before doing so,
we should discuss the way in which this results shows that the map f constructed
in Theorem 2.6 enjoys some regularity at the Denjoy-Wolff point.

In [10], Contreras, Dı́az-Madrigal, and Pommerenke studied several dynamical
aspects of the iterates of a self-map with additional regularity at its Denjoy-Wolff
point. To introduce their ideas, consider a holomorphic map φ : D → C with a
boundary fixed point τ ∈ T, that is,

∠ lim
z→τ

φ(z) = τ.

The map φ is said to be of angular-class of order p ∈ N at τ , denoted as φ ∈ Cp
A(τ),

if there exist c1, . . . , cp ∈ C and a holomorphic function γ : D → C such that

φ(z) = τ +

p∑

k=1

ck
k!
(z − τ)k + γ(z), z ∈ D, ∠ lim

z→τ

γ(z)

(z − τ)p
= 0.



10 M. D. CONTRERAS, F. J. CRUZ-ZAMORANO, AND L. RODRÍGUEZ-PIAZZA

In particular, as a consequence of Julia-Wolff-Carathéodory Theorem [2, Corol-
lary 2.5.5], every non-elliptic function is of angular-class of first order at its Denjoy-
Wolff point.

There are some necessary conditions in terms of the Herglotz’s representation
(16) to assure that a map enjoys a certain angular regularity. We use here the
following result, which follows from [10, Proposition 2.1] and [6, Lemma 3.3]. It
has already been noticed in [11, Proposition 3.6] and [7, Remark 4.6].

Proposition 3.4. Let f : H → H be a parabolic self-map whose Denjoy-Wolff point

is infinity, represented by the pair (β, µ). Suppose that
∫
R
|t| dµ(t) < +∞. Consider

the self-map φ : D → D which is conjugated to f and has Denjoy-Wolff point τ ∈ ∂D.
Then, φ ∈ C2

A(τ).

Therefore, if we further assume (17), the self-map constructed in the proof of
Theorem 2.6 enjoys the regularity presented in the latter proposition.

It is worth mentioning that there are several previous references in the literature
concerning the Slope Problem and the aforementioned regularity. More precisely,
such references prove that the orbits of a semigroup have to converge with a definite
slope if its Koenigs function or its infinitesimal generator enjoy some regularity. For
instance, see [14, Proposition 3.1] and [13, Theorem 12]. Our constructions are in
contrast with such results, since the aforementioned regularity of the self-maps can
be related with the regularity of their Koenigs maps, as in [10, Theorem 4.1], or its
derivative, as in [10, Theorems 5.2 and 6.2]. For semigroups, the derivative of the
Koenigs map is related to the so-called infinitesimal generator, see [4, Chapter 10].

This is also an improvement in comparison to the examples given in [3, 9, 16],
where the regularity of the associated semigroup is unclear. Let us also notice that
the example by Wolff given in (1) is not regular in the above sense.

Proof of Proposition 3.3. In order to prove that µ is absolutely continuous with
respect to Lebesgue measure on R, we define v = Im(f(z) − z) : H → (0,+∞).
Notice that v is a harmonic map on H. By (12), v is bounded. Therefore, it can be
represented as the Poisson integral of its boundary values [15, Chapter I, Lemma
3.4], that is,

v(z) =

∫

R

1

π

y

(t− x)2 + y2
v∗(t)dt, z = x+ iy ∈ H,

where

v∗(x) = lim
y→0+

v(x + iy) ∈ [0,+∞).

By Remark 2.3, f is holomorphic in a domain containing H. Then, the latter limit
exists for all x ∈ R.

Recall that

Im(f(z)− z) = v(z) =

∫

R

(1 + t2)y

(t− x)2 + y2
dµ(t), z ∈ H.

Then, using the uniqueness in Theorem 3.1, we have that

dµ

dm
(t) =

1

π

v∗(t)

1 + t2
, t ∈ R,

where m is Lebesgue measure on R.
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Let us now prove that, if (17) holds, then
∫

R

|t| dµ(t) < +∞.

To do so, using (14), we note that
∫

R

|t| dµ(t) =

∫

R

|t|

1 + t2
v∗(t)dt ≤

∫

R

|t|

1 + t2
∣∣p(ξt)

∣∣ dt(18)

≤
∞∑

k=1

∫

R

ak |t|

(1 + t2)
∣∣ξt+ γk

∣∣ǫk dt.

Let us estimate the latter integrals. To start, notice that
∫

R

|t|

(1 + t2)
∣∣ξt+ γk

∣∣ǫk dt =
∫

R

|t|

(1 + t2) |t+ cos(φ)γk + i sin(φ)γk|
ǫk dt,

where we recall that ξ = eiφ, φ = a+θ, and θ = (b−a)/2. Then, since 0 ≤ a < b ≤ π,
we conclude that φ ∈ (0, π). For the estimates, we assume that φ ∈ (0, π/2] (the
other case is similar). Indeed, we split the latter integral into three parts. For the
first one, we have

∫ γk

−γk

|t|

(1 + t2) |t+ cos(φ)γk + i sin(φ)γk|
ǫk dt ≤

∫ γk

−γk

|t|

(1 + t2) sin(φ)ǫkγǫk
k

dt

=
log(1 + γ2

k)

sin(φ)ǫkγǫk
k

≤
log(1 + γ2

k)

sin(φ)γǫk
k

,

where we have used that sin(φ) ∈ (0, 1] and ǫk ∈ (0, 1). Concerning the second
part,

∫ +∞

γk

|t|

(1 + t2) |t+ cos(φ)γk + i sin(φ)γk|
ǫk dt ≤

∫ +∞

γk

t

(1 + t2)tǫk
dt

≤

∫ +∞

γk

dt

t1+ǫk
=

1

ǫkγ
ǫk
k

.

For the third part, we have that
∫ −γk

−∞

|t|

(1 + t2) |t+ cos(φ)γk + i sin(φ)γk|
ǫk dt

=

∫ +∞

γk

t

(1 + t2) |−t+ cos(φ)γk + i sin(φ)γk|
ǫk dt

≤

∫ +∞

γk

t

(1 + t2)(t− cos(φ)γk)ǫk
dt.

However, note that

t 7→
t

t− cos(φ)γk
, t ≥ γk,

is a decreasing map. Therefore, we have that

t

t− cos(φ)γk
≤

1

1− cos(φ)
, t ≥ γk.
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This means that
∫ −γk

−∞

|t|

(1 + t2) |t+ cos(φ)γk + i sin(φ)γk|
ǫk dt ≤

1

(1− cos(φ))ǫk

∫ +∞

γk

dt

t1+ǫk

=
1

(1− cos(φ))ǫk
1

ǫkγ
ǫk
k

≤
1

1− cos(φ)

1

ǫkγ
ǫk
k

,

where we have used that 1− cos(φ) ∈ (0, 1] and ǫk ∈ (0, 1).
All in all, we have shown that there exists C = C(φ) > 0 so that, using (18), we

have that ∫

R

|t| dµ(t) ≤ C(φ)
∞∑

k=1

(
ak log(1 + γ2

k)

γǫk
k

+
ak

ǫkγ
ǫk
k

)
.

Therefore, the result follows from (17).
Finally, we notice that if ∫

R

|t| dµ(t) < +∞,

then the equality

β =

∫

R

tdµ(t)

is a consequence of [7, Theorem 3.4]. �
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Discrete Iteration. To appear in Discrete Contin. Dyn. Syst. Available in ArXiv:2406.08389
(2024).

[8] M. D. Contreras and S. Dı́az-Madrigal. Analytic flows on the unit disk: angular derivatives

and boundary fixed points. Pacific J. Math. 222 (2005), 253–286.
[9] M. D. Contreras, S. Dı́az-Madrigal, and P. Gumenyuk. Slope problem for trajectories of

holomorphic semigroups in the unit disk. Comput. Methods Funct. Theory. 15 (2014), 117–
124.

[10] M. D. Contreras, S. Dı́az-Madrigal, and Ch. Pommerenke. Second angular derivatives and

parabolic iteration in the unit disk. Trans. Amer. Math. Soc. 362 (2010), 357–388.
[11] F. J. Cruz-Zamorano. Characterization of finite shift via Herglotz’s representation. J. Math.

Anal. Appl. 542 (2025), Paper No. 128883.
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