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Abstract

We present a polynomial-time reduction from solving noisy linear equations over ℤ/qℤ in dimen-
sion Θ(k log n/poly(log k, log q, log log n)) with a uniformly random coefficient matrix to noisy linear
equations over ℤ/qℤ in dimension n where each row of the coefficient matrix has uniformly random
support of size k. �is allows us to deduce the hardness of sparse problems from their dense counter-
parts. In particular, we derive hardness results in the following canonical se�ings:

1. Assuming the �-dimensional (dense) learning with errors (LWE) problem over a polynomial-size
field takes time 2Ω(�), k-sparse LWE in dimension n takes time

nΩ(k/(logk⋅(log k+log log n))) .

2. Assuming the �-dimensional (dense) learning parity with noise (LPN) problem over F2 takes time
2Ω(�/ log �), k-sparse LPN in dimension n takes time

nΩ(k/(log k⋅(log k+log log n)
2)) .

�ese running time lower bounds are nearly tight as both sparse problems can be solved in time nO(k),
given sufficiently many samples.

Our reduction allows us to derive several consequences in cryptography and the computational
complexity of statistical problems. In addition, as a new application, we give a reduction from k-sparse
LWE to noisy tensor completion. Concretely, composing the two reductions implies that order-k rank-
2k−1 noisy tensor completion in ℝn

⊗k

takes time nΩ(k/ logk⋅(log k+log log n)), assuming the exponential hard-
ness of standard worst-case la�ice problems.

Our reduction is (nearly) lossless and extremely versatile: it preserves the number of samples up to
a 1−o(1)multiplicative factor with high probability and it preserves the noise distribution. In particular,
it also applies to the learning with rounding problem. �e same reduction works for a wide range of
ring sizes from q = 2 to q that is super-polynomial in the initial dimension � and for varying support
sizes between samples. Finally, our reduction is compatible with decision (testing), search, and strong
refutation and, hence, reduces hardness in the sparse se�ing to that of the standard, dense, se�ing for
all three tasks.
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1 Introduction

Random noisy linear equations over ℤ/qℤ play a fundamental role in average-case complexity, cryptogra-

phy, and learning theory. Two canonical instances are the learning parity with noise (LPN) and the learning

with errors (LWE) problems, that we will describe shortly.

Noisy linear equation problems are defined by a distribution over pairs (A, y) ∈ (ℤ/qℤ)m×n × (ℤ/qℤ)m,
where A is the public coefficient matrix and y the labels. �e rows of the public matrix A are o�en taken
to be independent and identically distributed, in which case m is viewed as the number of independent

examples in supervised learning. �e basic goal is to determine whether there is an approximate linear

relation between A and y, i.e., does there exist an s ∈ (ℤ/qℤ)n such that y ≈ As mod q. �ree different

tasks have received a�ention:

(Decision) Distinguish whether A and y are independent or y ≈ As for some s.

(Search) Under the promise that y ≈ As for some s, recover s.

(Refutation) Under the promise that A and y are independent, certify (i.e., prove) that y is not close
to As for any s.

For the search and decision tasks, y ≈ As means that y = As + e for some “small” error vector e. For
the refutation task, one is most o�en interested in certifying an upper bound on the maximum number
of equations that are approximately satisfiable simultaneously. Importantly, the upper bound should be

correct for all inputs and “significantly be�er than trivial” on the average. (We refer to Section 2.7 for

rigorous definitions of the three tasks.) We are interested in how many equations (i.e., how large m needs

to be) and how much computation time is necessary to solve each of these tasks.

�e setup described above is nearly identical to that of standard linear regression, studied extensively

in statistics, for which a variety of efficient algorithms can achieve nearly optimal sample complexity under

certain assumptions on A. �e primary difference lies in the modular arithmetic, which in the presence of

even small errors makes the above tasks algorithmically challenging.

Depending on the specific choice of q and distributions of A, s, and e, researchers have put forth con-

jectures on how much time and equations are necessary to solve the problem. Such hardness conjectures

form the basis of numerous cryptographic primitives and also have implications towards understanding
the computational complexities of other problems. One of the goals of average-case complexity theory is

to simplify the landscape and relate the computational complexities of different problems. Can one show

that the various hardness conjectures follow from just one of them?

In this paper, we relate two canonical se�ings of noisy linear equations. We reduce the standard (dense)

se�ing, in which each row of the public matrixA is independent and uniform over (ℤ/qℤ)L, to the k-sparse
se�ing, in which each row of the public matrix A is n-dimensional and has an independent uniformly

random support of size k. In both cases, the secret s is uniform over (ℤ/qℤ)L, respectively (ℤ/qℤ)n. For
concreteness, we state our theorem below in terms of LPN and LWE, which will be defined shortly.

�eorem 1.1 (Informal, see �eorem 4.1 and Corollaries 6.2 to 6.5). �ere is a poly(n)-time reduction from

standard LPN (respectively standard LWE) in dimension

L =
k log n

poly(log q, log k, log log n)

1



to k-LPN (respectively k-LWE) in dimension n. �e reduction preserves the number of samples up to a 1− o(1)
multiplicative factor. Furthermore, for decision and search, the reduction preserves the noise distribution1 and

for refutation it preserves the strength of the refutation algorithm up to an additive o(1) term.

All four se�ings of {dense, k-sparse}, {LPN, LWE} are common in the literature and have found im-

portant applications to cryptography, statistics, and learning theory. Yet, the relationship between the

standard dense public matrix se�ing versus the sparse public matrix se�ing has remained elusive so far

(although, see Sections 3.3.2 and 3.4.2 for a discussion of prior work that made progress in this direction).
�is se�ing should not be confused with the se�ing in which the rows of the coefficient matrix are

dense but the secret is sparse. �e relation of the sparse secrete versions to the standard (dense) se�ings

is much be�er understood; we refer to Section 3.6 for a more in-depth discussion.

1.1 LPN and LWE

In LPN, the ring is binary, i.e. q = 2, and the entries of the error vector are independently distributed

as Bern(�), where � is a noise parameter (small � yields a sparse error vector, with most entries equal to
zero). Some works also consider LPN over large rings but again with sparse noise [IPS09; JLS21; JLS22;

CHK+24a]. Unless otherwise stated, we will understand that q = 2 when we refer to LPN. In LWE, the

modulus q is “large” (typically at least polynomial in L) and the noise is dense (most commonly drawn

from a discrete Gaussian distribution of standard deviation at least 2
√
L, in which case a reduction from

worst-case la�ice problems is known [Reg09]).

1.1.1 �e Standard Setting: Uniformly Random (Dense) Public Matrix

In the standard variants of both LPN and LWE, the public matrix A and secret s are drawn independently

and uniformly over (ℤ/qℤ)L and, hence, both are dense. Under suitable choices of the noise parameters,

the decision versions of both problems are widely believed to be nearly exponentially hard.2 In particular,3

the fastest known algorithm for LPN runs in time 2Ω(L/ log L) [BKW03],

and any improvement to this would be considered a breakthrough.

For LWE, several algorithms improve on the most naı̈ve brute-force enumeration over the qL possible
secrets, but for large enough q and noise rate,

the fastest known algorithm for LWE takes time 2Ω(L).

�ere is compelling evidence that this cannot be improved upon, as such an algorithm would yield a

2o(L)-time (quantum) algorithm for several worst-case la�ice problems (e.g. the approximate shortest vec-

tor problem with polynomial approximation factors) believed to require exponential time; see [Reg09;

ADR+15; ABB+22] and the references therein.

�e assumed near-exponential hardness in conjunction with the simple linear structure make both

standard LPN and LWE (and variants of LPN and LWE known to inherit their hardness from the standard

variants) extremely useful for a variety of applications, which we discuss in Sections 3.3 and 3.4.

1In particular, it also to the learning with rounding problem.
2Note that search is as least as hard as decision, and so is the natural refutation task, as discussed in Section 2.7.
3O�entimes in statistical problems, there is a trade-off between the number of samples required and the running time of the

algorithm. In this work, we mostly focus on a running-time lower bound. In that case, the lower bound holds regardless of the
number of samples used.
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1.1.2 �e Setting of a Sparse Public Matrix

In many applications, additional structure of the noisy linear equations is very useful. Starting with the

work of [Ale03], researchers have considered noisy linear equations in which each row ai (in dimension n)
of the public matrix A is k-sparse, i.e., has k non-zero entries. Typically, the locations of the supports are
uniform and independent between samples. We denote the respective LPN and LWE variants by k-LPN and

k-LWE
4. One reason the sparse public matrix variant is useful is that the projections a⊤i s of s on ai capture

local interactions of the coordinates of the secret s — each a⊤i s depends only on k of the coordinates of s.
Hence, one can use k-LPN and k-LWE to argue about problems related to learning from “local” structure,

which are ubiquitous in computer science.

For both k-LPN and k-LWE, there is a simple brute-force algorithm that succeeds (for decision/search)

in time nO(k) given n1.01k equations. With access to that many random k-sparse equations, each of the possi-
ble (nk) supports will appear nΩ(k) times. Restricting to a given support of size k, one obtains a k-dimensional

problemwhich can be solved in time 2O(k) via the respective algorithms for dense k-dimensional LPN/LWE.
Many other nO(k)-time algorithms are known provided a sufficient number of samples, for example via

gradient-descent dynamics in neural networks [BEG+24]. Perhaps surprisingly, for small values of k, no
be�er running time than the naive nΘ(k) is known. Further, with access to fewer than nk/2 samples, there

exists some evidence for exp(poly(n))-hardness of refuting k-sparse LPN [KMO+17].

�e study of the sparse variant k-LWE was initiated much more recently [JLS24], but again no im-

provement to the naive nΩ(k) sample and time requirement is known (and in [JLS24], the authors show

that natural strategies fail). Altogether,

the fastest known algorithms for k-LPN and k-LWE take nΩ(k) time.

Applications of k-LPN and k-LWE. Assuming that the nΩ(k) runtime for k-LPN is optimal has become

a standard and very useful assumption in learning theory and cryptography. In [Fei02; Ale03], a natu-

ral hardness assumption for 3-LPN was shown to imply new hardness of approximation results for min

bisection, densest subgraph, and max bipartite clique. Hardness of k-LPN has also been instrumental in

deriving hardness results for statistical tasks: agnostically learning halfspaces [Dan16], learning DNFs

[DV21; BCM24], and noisy tensor completion [BM16] (see also our result described in Section 1.3).

Beyond applications to other problems, the refutation task on k-LPN (also known as refuting random k-
XOR formulas) is a canonical problem in average-case complexity that is of interest in its own right [Fei02;
Ale03; FKO06; BM16; AOW15; RRS17; KMO+17; GKM22; GHK+23].

In cryptography, sparse LPN has found applications in private- and public-key encryption [IKO+08;

ABW10; DMN12], signature schemes [IKO+08], construction of pseudorandom generators with linear

stretch in NC0 [AIK06], oblivious transfer [CRR21], multi-party homomorphic secret sharing [DIJ+23],

indistinguishability obfuscation [RVV24] and, concurrent to our work, somewhat homomorphic encryp-

tion [CHK+24b].

As noted above, the study of k-LWE was only recently initiated in [JLS24]. �e authors use k-LWE to

construct state-of-the-art linear (and constant degree) homomorphic encryption schemes. In the current

work, we give a further application of k-LWE — we derive a lower bound for tensor completion based on

the worst-case hardness of la�ice problems.

4We note that “k-LWE” does not refer to a unique model as different distributions for the values on the support are possible
when q > 2. �e results in the current work apply to any distribution on the support. In [JLS24], the authors only consider the
uniform distribution on the support.
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1.1.3 An Unsatisfactory State of Affairs: Motivation For�is Paper

In light of the continuous use of the hardness of sparse noisy linear equations over the past more than 20

years and recent developments ([JLS24] for LWE), we anticipate further applications of the assumptions

to fundamental problems in cryptography, learning theory, and statistics. Of central importance to this
endeavour are the following questions:

What are reasonable hardness assumptions for problems on k-sparse linear equations?
How can we be confident in these assumptions?

�ese questions are the main motivation for our work. We address them via a reduction: we exhibit an

algorithm that transforms standard noisy linear equations into sparse noisy linear equations. Our reduc-
tion shows that significantly improving over the brute-force running times of the sparse version would

improve the state-of-the-art algorithms for the dense version, which would be a major breakthrough. We

remark that our aim is to obtain tight hardness for the sparse problems under standard assumptions on

the dense problem, essentially converting between brute-force running times. �at is, obtaining nΩ(k)-type
lower bounds for the sparse problem assuming 2Ω(n/poly(log n))-hardness for the dense problem.

We note that the prior work of [JLS24] also gives a reduction from k-dimensional standard (dense)

LWE to k-sparse n-dimensional LWE, showing that if the standard version takes exponential time, then

the k-sparse version takes time at least 2Ω(k). �is lower bound, however, is suboptimal, as it does not

depend on the dimension n and does not show hardness when k = O(log n), a sparsity that is desirable for
the applications in [JLS24] and crucial for the applications of k-LPN to hardness of learning. In particular,

the level of sparsity o�en naturally corresponds to some measure of complexity in the learning problem
(such as the number of terms in a DNF formula), and the goal is to rule out polynomial-time algorithms for

as simple se�ings as possible (e.g., DNFs with as few terms as possible). Further, it is far from the running

time of the naive nΩ(k) algorithm. We discuss this further in Section 2.2.

1.2 Main Result: Near-Optimal Time-Sparsity Tradeoffs

Our main result, �eorem 1.1, is a nearly tight reduction from the standard (dense) se�ing to the sparse

se�ing for solving noisy linear equations. Our hardness results in the sparse problem nearly match known
algorithmic guarantees under standard assumptions on the dense problem.

Our reduction is flexible and addresses a variety of scenarios. It applies to all three of the decision,

search, and refutation problems (see Section 2.7 for definitions). Second, our reduction applies simultane-

ously to a wide range of ring sizes, capturing both the LPN se�ing of q = 2 and polynomial q, and standard
se�ings of LWE such as q being a large polynomial (or even larger) in the dimension of the dense problem.

�ird, the reduction is agnostic to the error distribution in the case of decision and search problems. Finally,

our reduction can accommodate other variations, such as an arbitrary distribution over ((ℤ/qℤ)×)k on the

support of the rows of A (see Section 5.4) and varying support sizes across samples (see Section 5.5).

Implied Hardness Results and Comparison to Known Algorithms. Our result implies that, assum-
ing (near-)exponential hardness of the dense problems, we achieve hardness of the sparse problems that

(nearly) matches algorithmic upper bounds.

Corollary 1.1 (k-LPN hardness). If there is no 2o(L/ log L)-time algorithm for the decision/search/ refutation

problem for standard LPN in dimension L, then there is no n
o(

k
log k(log k+log log n)2 )-time algorithm for the deci-

sion/search/refutation problem for k-LPN in dimension n.

4



�is result is nearly tight, since as noted earlier, givenO(n1.01k) samples there are nO(k)-time algorithms.

Our lower bounds do not restrict the number of samples accessible to the algorithm. It is interesting

to compare this with the more fine-grained picture for refutation when given fewer than O(nk/2) samples.

Given only O(nk(1−�)/2+�) samples, for some constant �, the fastest known algorithm runs in time 2Õ(n
�)

[RRS17]. Furthermore, in the case of binary LPN there is evidence, based on lower bounds against the

powerful sum of squares hierarchy, that this might be necessary [Gri01; Sch08; KMO+17]. In Appendix A,

we provide similar evidence for any finite ring ℤ/qℤ and for arbitrary distribution on the support for the

rows of the public matrix A within the framework of low-degree polynomial tests [BHK+19; HS17; Hop18].

We leave open the problem of showing an analogous result using a reduction-based approach as in this
paper.

In a similar vein to our k-LPN result above, we obtain the following hardness in the case of LWE:

Corollary 1.2 (k-LWE hardness). If there is no 2o(L)-time algorithm for the decision/search/refutation prob-

lem for standard LWE in dimension L with q = poly(L), there is no n
o(

k
log k⋅(log k+log log n) ) time algorithm for

the decision/search/refutation problem for k-LWE in dimension n.

For all three of decision/search/refutation for both LWE and LPN, our results imply that under standard

near-exponential hardness assumptions on the dense problem, there is no polynomial-time algorithm for

the sparse problem when k = !((log log n)2(log log log n)) for LPN and k = !((log log n)(log log log n))
for LWE (and k = o(

√
n) always). For both LWE and LPN, we also derive similar hardness results in

the sparse se�ing assuming only sub-exponential or quasi-polynomial hardness of the standard problems.

Sections 3.3.1 and 3.4.1 describe these and other results.

DownstreamApplications toCryptography andLearning�eory. As a direct consequence of Corollary 1.1,

many (but not all) previous results based on k-LPN cannowbe based on standard LPN.We refer to Sections 4.5

and 4.6 for an in-depth discussion.

1.3 Application to Tensor Completion

Besides the downstream applcations obtained by combining�eorem 1.1 with previous reductions, we also

show a new reduction from k-sparse LWE to noisy tensor completion (see, e.g., [BM16]) that we discuss

next. Together with �eorem 1.1 this gives the first hardness for this problem based on a well-established

worst-case assumption (when combined with the standard reduction from the gap-shortest vector problem

to the dense version of LWE [Reg09; Pei09]).

We define the problem rigorously in Section 3.5 and only give an informal overview here. In the tensor

completion problem, there is an unknown order k tensor that is approximately rank r ,

T =
r∑
i=1

�i ⋅ (u
1
i ⊗ u2i ⊗ ⋯ ⊗ uki ) + Δ (1)

in ℝn×…×n and we observe m uniformly random entries. Here, Δ is some appropriately constrained noise

tensor. For normalization, we assume that the components uji ∈ ℝ
n satisfy ‖uji ‖2 = √

n. �e �i are scalars
(note that they can make the norms arbitrary large or small). �e goal is to construct an estimate T̂ such

that ‖T − T̂ ‖1 ≤ o(‖T ‖1) using as few observed entries as possible.

�ere exist algorithms [BM16] (and [MS18] for the noiseless version) for this problem running in time

nO(k) with access to m = Õ(rnk/2) observed entries under two assumptions which are necessary even for

5



inefficient algorithms. First, the noise Δ has small norm relative to T , for instance it holds that ‖Δ‖1 = o(‖T ‖1).
Second, the components are incoherent, i.e. no component uji is concentrated on a small set of coordinates.

We discuss these assumptions more in Section 3.5.

Of course, if one aims to explicitly store T̂ ∈ ℝn
⊗k
, there is no hope for an algorithm running in time

o(nk). Yet, one may still hope that one can learn a data-structure T̂ which on input (i1, i2,… , ik) returns
T̂i1,i2,…,ik ∈ ℝ such that E(i1,…,ik)|Ti1,…,ik − T̂i1,…,ik | = o(E(i1,…,ik)|Ti1,…,ik |). For example, if the algorithm finds

scalars (�̂i)
r
i=1 and components (ûi

j
)1≤i≤k,1≤j≤r such that

r∑
i=1

�i ⋅ (u
1
i ⊗ u2i ⊗ ⋯ ⊗ uki ) ≈

r∑
i=1

�̂i ⋅ (ûi
1
⊗ ûi

2
⊗ ⋯ ⊗ ûi

k
),

then the data structure can compute T̂i1,i2,…,ik as∑r
�=1 �̂�(û�

1
)i1(û�

2
)i2 ⋯ (û�

k
)ik in time Õ(kr), which is much

faster than nk when the rank r is small.

Such an algorithm running in time no(k), however, is not known. We give the first, to the best of our

knowledge, hardness evidence via a reduction from the decisional binary k-sparse LWE problem (in which

all values on the support are equal to 1). Combining this with �eorem 1.1 and the worst-to-average-case

reduction from the gap shortest vector problem to standard (dense) LWE [Reg09] gives hardness evidence

based on worst-case la�ice problems.

�eorem 1.2 (La�ice-Based Lower-Bound For Tensor Completion, Informal). Assume that the gap-shortest

vector problem in dimension L takes time at least 2Ω(L) in the worst-case (for quantum algorithms). �en, order-

k noisy tensor completion with rank r ≥ 2k−1 cannot be solved in time no(
k log n

log k⋅(log k+log log n) ) even under the small

noise and incoherence assumptions.

We remark that the small noise and incoherence assumption hold with exponentially high probability.
Our lower bound will follow by showing that we cannot solve the following tensor distinguishing problem:

Either we observe i.i.d. sampled entries of a noisy low-rank tensor, or we observe i.i.d. sampled entries of

a tensor with independent, mean o(1), and constant variance entries.

2 Overview of Our Reduction

We next give an overview of the proof of our main theorem, namely �eorem 1.1.

2.1 �e High-Level Approach: Linear Mapping from Dense to Sparse Equations

In what follows, we denote the input to the dense problem by (B, y) and the input to the sparse problem

by (A, y′). Suppose we are given (B, y) such that B is uniform over (ℤ/qℤ)m×L and we want to solve one

of the decision/search/refutation problems given access to an oracle for the same problem in the sparse

se�ing. �e high-level idea is to transform each dense equation to a sparse one in a way that preserves

the approximate linear relation b⊤i s ≈ y (or absence thereof) between “coefficients” bi in row i of B and the

label yi.
A common approach in the literature towards this end (e.g. [BLM+13] for binary LWE, and [JLS24] for

sparse LWE in certain regimes, discussed in Section 2.2) is to map the coefficient vector of each equation.
If we can find a linear mapping, this will preserve the linear relation between the coefficient vector and

the label. More specifically, we aim to find a matrix G ∈ (ℤ/qℤ)n×L (we sometime refer to this as a gadget
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or decoding matrix) such that given a sample (bi, yi) ∈ (ℤ/qℤ)
L ×ℤ/qℤ, we can efficiently find a k-sparse

ai ∈ (ℤ/qℤ)
n such that a⊤i G = b⊤i . Note that given this, it holds that

yi ≈ b⊤i s for some s ⇔ yi ≈ a⊤i (Gs) for some s. (2)

Further, it should hold that the sparse equation has the correct distribution, i.e., that ai is uniform over

k-sparse vectors in (ℤ/qℤ)n. �at is, we require the following property:

If bi ∼ Unif((ℤ/qℤ)L), then ai is a uniformly random k-sparse vector in (ℤ/qℤ)n. (3)

We refer to the process of computing a given b as the decoding algorithm. (Indeed, a watchful reader

would already have seen the analogy with syndrome decoding in coding theory). We claim that such a

primitive can imply a reduction between all of the decision/search/refutation versions. We illustrate this

here for the search task, and refer to Section 2.6 for the other two tasks.5 Assume that yi = b⊤i s + ei for
some error term ei. �en, we can compute the mapped equation y′i = yi+a

⊤
i z, where z ∈ (ℤ/qℤ)

n is drawn

uniformly at random. It holds that

y′i = yi + a
⊤
i z = b⊤i s + ei + a

⊤
i z = a⊤i (Gs + z) + ei ,

where we use the same z for each sample. �e only role of z is that the final secret Gs + z is uniform over

(ℤ/qℤ)n and independent of everything else. �us, given a search oracle for the sparse version we can

recover Gs + z and hence also Gs. If G is full-rank we can then recover s.

2.2 Prior Gadget Matrix Constructions and Challenges

�e only prior work that we are aware of which reduces standard (dense) noisy linear equations to sparse

ones is [JLS24] in the case of LWE (and large-modulus LPN) with q prime. �e authors follow the gadget

matrix approach outlined above with L = k and G ∈ (ℤ/qℤ)n×k the Vandermonde matrix, i.e., whose i-th
row is equal to (i0, i1, i2,… , ik−1).

To solve a⊤G = b⊤ on input b ∼ Unif((ℤ/qℤ)k) such that a is a uniformly random k-sparse vector,

they first draw a uniformly random support S ∈ ([n]k ) independently of b. �en, they restrict a and G to

coordinates S and solve the equation a⊤SGS×[k] = b⊤. Whenever q ≥ n, every k × k minor of G is of full rank

and, hence, a unique solution for aS exists. Since b is uniform over (ℤ/qℤ)k , it is easy to check that aS is
also uniform over (ℤ/qℤ)k , so a has the correct distribution. Overall, the reduction of [JLS24] shows that

n-dimensional k-sparse LWE is at least as hard as k-dimensional LWE; assuming exponential hardness of
LWE implies that the k-sparse version takes time at least 2Ω(k).

We outline two ways in which one might hope to improve over this reduction:

Desideratum1: SmallValues of k. As noted just above, the hardness implied by [JLS24] for n-dimensional

k-LWE is at best only 2Ω(k), which does not yield any hardness against polynomial-time (in n) a�acks when
k = O(log n). It is instructive to analyze where their reduction is loose. As an intermediate step of trans-

forming a dense b ∈ (ℤ/qℤ)L to a k-sparse a ∈ (ℤ/qℤ)n, they compute a dense vector ã ∈ (ℤ/qℤ)k such
that ã⊤G̃ = b, for some deterministic matrix G̃. Note that the entropy of b is equal to L log q and this must

be smaller than the entropy of ã. Since the entropy of ã is at most k log q, we must have k log q ≥ L log q and
hence k ≥ L. �is approach does not exploit the entropy of the support location of a ∈ (ℤ/qℤ)n.�ere are

5Crucially, for the refutation task we need that almost all of the equations are mapped successfully with high probability, while
this is not necessary for decision and search. See Section 2.6 for details.
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(nk) choices for the support of a,which yields log (nk) ≈ k log n additional bits of entropy. �us, if one simply

requires a⊤G = b⊤ (instead of ã⊤G̃ = b), the corresponding entropy calculation is k log n+ k log q ≥ L log q,
allowing for larger values of L.We record this as a guiding principle:

For small k, when solving a⊤G = b⊤, one must choose the support of a based on b. (P1)

Note that a similar entropy does give some limitations for general decoding matrices when L = !(k).
Since the entropy of a is at most k log n it must hold that L log q ≤ k log n, i.e., L ≤ k log n/ log q.6 We

will show that this upper bound can nearly be achieved. In particular, we will be able to choose L =

k log n/poly(log k, log log n, log q).

Desideratum 2: Small Moduli. We would like our reduction to work also for small moduli, and in

particular for q = 2 as in the case of LPN. Note that a key step in the reduction of [JLS24] is the inversion

of an arbitrary k ×k sub-matrix of G, which requires every k ×k minor of G to be full rank. Such matrices G
are known asmaximum distance separable and in the regime n ≥ k, conjecturally, cannot exist if q < n− 2
(e.g. [Huf03]). Hence, one cannot hope for a reduction in the important case of binary LPN using the

approach of [JLS24].

We would also like to be more versatile, e.g. obtain sparse vectors ai with distribution on the support

different from uniform over (ℤ/qℤ)k . As one example, our application to the hardness of tensor completion

from LWE requires binary k-sparse coefficients ai. �is does not seem possible using the approach in

[JLS24].

2.3 A Toy Reduction for Block-wise Sparsity

A gadget mapping dense L-dimensional vectors to blockwise k-sparse n-dimensional vectors is not hard to

construct. A blockwise sparse vector is one whose coordinates are divided into k blocks, each of which has
a single non-zero coordinate. Indeed, for a parameter t = L/k, let H ∈ (ℤ/qℤ)t×q

t
denote a matrix whose

columns are all the vectors in (ℤ/qℤ)t . �en, we will let the decoding gadget G = Ik ⊗ H ∈ (ℤ/qℤ)tk×q
tk .

First of all, since L = tk and n = qtk, notice that

L =
k log(n/k)

log q
.

Secondly, given an L-dimensional vector b, one can decode each block of t coordinates of b into a unit

vector in qt dimensions. Concatenating the unit vectors gives us a block-wise sparse n-dimensional vector

a such that a⊤G = b⊤.
Permuting the coordinatesmight seem to suffice to turn blockwise sparsity into true sparsity. However,

since the same permutation has to be used for all m samples, the blockwise structure starts becoming

apparent from even a small number of samples. For example, given !(n2) samples, every two coordinates

i, j appear in some row of the public matrix A when the supports are uniformly random k-tuples. �is

property is not shared by the blockwise model for any number of samples under any permutation.

To decode to random sparse vectors, we need a cleverer idea which we describe next. We begin with

an informal non-mathematical overview.

6In this argument we implicitly assumed that G is deterministic. Since we use the same G for all equations, even for a random
G the average entropy added on any single equation is at most nL log q

m
which is negligible for all parameter se�ings we consider.
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2.4 Motivation for Our Reduction: Translation of Natural Languages

�e problem at hand is reminiscent of an age-old task: translating from one language (dense coefficient

vectors) to another (sparse coefficient vectors). Translation of natural languages motivates our approach.

First, we split each sentence (coefficient vector) into words and translate word-by-word using a dictio-
nary. Second, we use the grammar of the two languages to combine the respective words into meaningful

sentences (coefficient vectors). �e intuition why such an approach is efficient is that the small number

of possible words (as opposed to possible sentences or even paragraphs) allows for efficient translation.

Imagine if one had to print a dictionary in the real world containing translations of all possible sentences!

For us, the grammar of the “dense language” is simple. Each sentence is simply a concatenation of

words. Our dictionary allows us to translate each of these words into a sequence of k indices over some

small domain. �ese new sequences of length k are the words in the “sparse language”. One of our contri-

butions is to specify a grammar that allows us to combine k indices over a small domain into a k-sparse
equation. It should already be clear that the approach taken is more sophisticated than simple concatena-

tion, which would blow-up the sparsity k.

2.5 Overview of Our Reduction to Sparse Equations

We begin by explaining the reduction in the case that the distribution on the support is deterministically

equal to 1, which captures both sparse problems k-LPN and binary k-LWE. At the end of this section, we

explain how a simple modification addresses arbitrary distributions over ((ℤ/qℤ)×)k , the integers coprime

with q, on the support.

Recall that as in [JLS24], we want to construct a gadget matrix G ∈ (ℤ/qℤ)n×L and, on input a uniform

random b ∈ (ℤ/qℤ)L, solve a⊤G = b⊤ for a k-sparse a ∈ {0, 1}n. However, as observed in (P1), in doing so,

we need to use the randomness of b in choosing the location of the support of a. In particular, we need
to sample from (some large enough subset of) the possible supports. �is task can be interpreted as a

sampling version of the popular k-SUM problem, in which given n vectors in (ℤ/qℤ)L and a target b one
needs to find k of them that sum to b. Evidence for hardness of this problem exists both in the average-case

se�ing (when the n vectors are random) based on la�ice problems [BSV20] and in the se�ing of worst-case

vectors based on the exponential-time hypothesis [PW10; ABH+22]. Essentially, these results state that

the time required is min(nΩ(k), 2Ω(L/ log k)), both of which are too slow for our purposes. Instead, we need

a reduction that runs in time no(k) (to conclude no(k) hardness of k-sparse LWE) and 2L/ log L = 2L/ log!(k) in
the relevant regime L = !(k) in the case of LPN (as our reduction needs to be faster than the strongest

plausible 2L/ log L hardness of LPN). �is step of solving k-sum poses a serious obstacle to our approach.

Unfortunately, our task is actually even harder – we furthermore need to sample from the k-SUM solutions.

We circumvent the hardness of k-sum by endowing G with a convenient structure that makes finding
solutions and sampling from them easy.

Word Decoding: Splitting into Small Sub-Problems �at Can Be Solved Efficiently. We will de-

compose the problem into t sub-problems by spli�ing the string b into t equal parts (similar to the celebrated

BKW algorithm [BKW03]) of size ℎ ∶= L/t. Namely, represent each b ∈ (ℤ/qℤ)L as a concatenation of t
uniform independent strings b = (b1, b2,… , bt) in (ℤ/qℤ)ℎ. We will decode each bj into a k-tuple of indices
over [ℎq]k via a smaller gadget matrix V ∈ (ℤ/qℤ)ℎq×ℎ (this is the dictionary mentioned above). As we will

need to solve k-SUM over this V , it is natural that we want V to have a very simple explicit structure. We
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take V to contain all multiples of the identity:

V = ⎛⎜⎜⎜⎜⎝
0 × Iℎ1 × Iℎ

⋮(q − 1) × Iℎ
⎞⎟⎟⎟⎟⎠
.

We call the ℎq rows V1,∶, V2,∶,… , Vℎq,∶ ∈ ℤℎ
q words. We want to find �j = (�j (1),… , �j (k)) ∈ [ℎq]k such that

k∑
 =1 V�j ( ),∶ = bj .

Furthermore, if bj is uniform over (ℤ/qℤ)ℎ, we will require the marginal distribution of �j to be uniform

over [ℎq]k. We achieve this by outpu�ing a uniformly random �j that satisfies∑k
 =1 w�j ( ) = bj .

Here, we take the opportunity to introduce some useful notation:

PreimageV (b) ∶= {(�(1), �(2),… , �(k)) ∈ [ℎq]k ||| k∑
 =1 V�( ).∶ = b

}
. (4)

�e simple structure of V allows for extremely efficient sampling from the preimage of b.

Lemma 2.1 (Efficient preimage sampling). On input k > ℎ + 2 and b ∈ (ℤ/qℤ)ℎ, Algorithm 2 outputs a

uniformly random sample from PreimageV (b).�e algorithm runs in time poly(k, ℎ, log q).
On a high level, this can (roughly) be achieved by sampling indices uniformly at random (from [ℎq])

until the number of indices le� matches the number of coordinates that differ between the current state,

i.e., the sum of rows of V indexed by the current indices, and b. �e choice of the remaining coordinates is

then fixed. Permuting them randomly will result in a uniformly random element from the preimage. We

give full detail in Section 5.1.1.

When combining the different words into sentences, it will be crucial that �j (1),… , �j (k) are inde-

pendent and uniform over [ℎq]. To guarantee this, a key property will be that each PreimageV (b) is of
nearly equal size. Otherwise, k-tuples �j (1),… , �j (k) corresponding to b with large (respectively, small)

PreimageV (b) will be under-represented (respectively, over-represented). Again, the simple structure of V

can be utilized to show the following fact.

Lemma 2.2 (Uniformity of preimage size). Suppose that k ≥ 4ℎ(log ℎ + log q + log(1/ )) where  ∈ (0, 1)
is any real number. �en, for each u ∈ (ℤ/qℤ)ℎ,(1 −  )(ℎq)k

qℎ
≤ |PreimageV (u)| ≤ (1 +  )(ℎq)k

qℎ
.

For reasons that will become clear, we will choose  = o(1/t), say  = (ℎt)−2.
We give the proof of Lemma 2.2 in Section 5.1.3, which follows by analyzing the point-wise conver-

gence of the following random walk on (ℤ/qℤ)ℎ. At each step j , the random walk chooses independently

uniformly random ij ∈ [ℎ] and mj ∈ {0, 1, 2,… , q − 1} and moves mj units in the direction eij . Recalling the
definition of PreimageV (b) in (4), we interpret this as �(j) = ℎmj + ij so that V�(j),∶ = mj (eij )

⊤.
In the case q = 2, this is just the standard lazy random walk over {0, 1}ℎ. It is well-known that this walk

converges to an �- total variation distance from the uniform distribution a�er roughly ℎ(log ℎ + log(1/�))
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steps (e.g. [LPW06]). For our applications, a stronger point-wise convergence guarantee is crucial. Trying

to deduce a point-wise convergence bound from the total variation bound would require k ≳ ℎ2, which
would result in a much looser lower bound. Instead, we directly verify the needed point-wise convergence.

In order to make the output tuples exactly equal, we will use a simple rejection-based method that

rejects each bj with probability 1 −
|PreimageV (bj )|(1+ )(ℎq)k/qℎ , which is a well-defined probability and is at most 2 

under the guarantee of Lemma 2.2. To make this algorithmically efficient, we need to be able to compute|PreimageV (bj )|. Again, the simple structure of V allows such a primitive:

Lemma 2.3 (Computing preimage sizes). �ere exists an algorithm, Algorithm 3, which on input k and

b ∈ (ℤ/qℤ)ℎ, outputs |PreimageV (b)|.�e algorithm runs in time poly(k, ℎ, log q).

�e key observation for the algorithm is that due to symmetry, the size of the set PreimageV (b) only
depends on the number of non-zero entries of b. �is size can be efficiently computed via dynamic pro-

gramming. We give full detail in Section 5.1.2.

Remark 1. Lemma 2.2 explains why at least when using the gadget matrix V , we need to split the orig-

inal L-dimensional problem into t smaller problems. For the desired mixing to occur (even in total vari-
ation), we need k ≥ ℎ log(ℎ). Hence, if we directly use V to decode the entire dense vector, we will

reduce the hardness of k-sparse LPN/LWE in dimension n from standard LPN/LWE in dimension ℎ =

O(k/ log k). �us, the obtained hardness will be at most 2O(k/ log k), which is significantly worse than the

desired 2k log n/poly(log k,log log n) for small values of k. We overcome this issue via our novel “grammar” of

sparse sentences.

Sentence Decoding: Combining the Solutions of Small Sub-Problems. Wewill think of concatena-

tions of words as sentences. Each sentence will have exactly t words. �e rows of our final gadget matrix

will be all possible sentences, of which there are (ℎq)t .
Let n = (ℎq)t . We will use the decodings {�j }

t
j=1 of {bj }tj=1 obtained via the matrix V to produce a k-tuple

� ∈ [n]k = ([ℎq]t)k decoding of b.�e key insight is that {bj }
t
j=1 are t i.i.d. vectors in (ℤ/qℤ)ℎ and, hence,

{�j }
t
j=1 are t i.i.d. tuples in [ℎq]k . In particular, (�j ( ))1≤j≤t,1≤ ≤k are kt independent uniform integers in

[ℎq].
By definition, � should be uniformly random. We define �( ) ∶= (�1( ), �2( ),… , �t ( )) for 1 ≤  ≤ k

and � = (�(1), �(2),… , �(k)). Visually, we represent � as the following matrix in [ℎq]t×k .
� = ⎛⎜⎜⎜⎜⎝

�1(1) �1(2) … �1(k)
�2(1) �2(2) … �2(k)

⋮
�t(1) �t(2) … �t(k)

⎞⎟⎟⎟⎟⎠
.

In it, each row corresponds to a decoded word (that is, �j (1), �j (2),… , �j (k) is the k-tuple corresponding
to bj ). Each column �( ) = (�1( ), �2( ),… , �t ( ))⊤ corresponds to a t-tuple in [ℎq]t and, hence, can be
treated as an index in [(ℎq)t] = [n]. �is is the k-sparse grammar we referred to. Crucially, each of the

k indices (columns) are independent uniform. �us, we have managed to translate b ∈ (ℤ/qℤ)ℎt into k
uniform independent indices in [(ℎq)t] = [n], as desired.

To finish, we put this in the language of gadget matrices and demonstrate a linear relationship between

b and �. Let G ∈ (ℤ/qℤ)n×L be such that its rows are indexed by (�1,… , �t) ∈ [ℎq]t and each row is defined

by

G(�1,�2,…,�t),∶ = (V�1,∶, V�2 ,∶,… , V�t ,∶) ∈ (ℤ/qℤ)ℎt = (ℤ/qℤ)L . (5)
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In other words, G contains all possible concatenations of t words from V .
Since∑k

 =1 V�j ( ),∶ = b⊤j holds for each j , it must be the case that

k∑
 =1G�( ) =

k∑
 =1(V�1( ),∶, V�2( ),∶,… , V�t ( ),∶) = ( k∑

 =1 V�1( ),∶,
k∑

 =1 V�2( ),∶,… ,
k∑

 =1 V�t ( ),∶)= (b⊤1 , b⊤2 ,… , b⊤t ) = b⊤ .

(6)

Under a mild condition k = o(√n), the birthday paradox shows that with high probability, all of the �( )
are distinct. When this event holds we can represent � as a (binary) k-sparse vector a that is uniformly

random (the non-zero coordinates of a are indexed by �(1), �(2),… , �(k)). (6) is equivalent to a⊤G = b⊤ as

desired.

Example Choice of Parameters for LPN. We formally choose the parameters in Section 6 but here we

give a brief intuition about how large they are for concreteness. For simplicity, we focus on the decision ver-

sion of LPN, i.e., q = 2. We assume 2Ω(L/ log L) hardness of standard LPN and will derive a n
Ω( k

log k(log k+log log n)2
)

lower bound for the k-sparse decision version.7

Note that t = log nlog ℎ+log q = log n1+log ℎ . Hence, L = ℎt = ℎ log n1+log ℎ .�is value is clearly increasing in ℎ.�us, we

want to choose the largest ℎ possible in order to get the strongest runtime lower bound.

However, to apply Lemma 2.2 we require k ≥ 4ℎ(log ℎ+log q+log(ℎt)2) and 4ℎ(log ℎ+log q+log(ℎt)2) =Θ(ℎ(log ℎ + log log n)). Hence, we can choose ℎ at most ℎ = c klog k+log log n for some small absolute constant

c > 0.�us, t = log nlog ℎ+log q = Θ( log nlog k ). Altogether, L = ℎt = Θ( k log nlog k(log k+log log n)).We obtain

exp(Ω( L

log L
)) = exp(Ω( k log n

log k(log k + log log n)2 )) hardness.

Other Distributions on the Support. Given a vector b ∈ (ℤ/qℤ)L, we first solve the binary problem.

�at is, find a k-tuple (i1,… , ik) ∈ [n]
k such that the corresponding rows of G sum to b. If b is uniform, then

so is (i1,… , ik), as already mentioned. Next, sample � = (�1, �2,… , �k) ∈ ((ℤ/qℤ)
×)k from. Suppose that

the row of G indexed by ij corresponds to

(�1(j)e⊤Δ1(j), �2(j)e⊤Δ2(j),… , �t(j)e
⊤
Δt (j)

) ,

where �i(j) ∈ ℤ/qℤ andΔi(j) ∈ [ℎ].Weuse the convention that the first ℎ (zero) rows of V are 0e⊤1 , 0e
⊤
2 ,… , 0e⊤s .

Now, replace this index with the index i′j corresponding to

(�1(j)�
−1
j e⊤Δ1(j), �2(j)�

−1
j e⊤Δ2(j),… , �t(j)�

−1
j e⊤Δt (j)) .

Since �j and q are coprime, i′j is still uniform over [n]. Suppose again that all i′j are distinct, we can show

that this happens with high probability. Let a′ be the vector with support (i′1, i
′
2,… , i′k) such that a′i′j

= �j .

�en, (a′)⊤G = a⊤G = b⊤ and clearly the support of a′ is uniform and the distribution on the support equal
to . We give full detail in Section 5.4.

7For technical reasons we require the condition that k = o(
√
n).

12



Variable Support Sizes. Finally, we can also accommodate for varying support sizes. �e reason is that

all of our primitives - Lemmas 2.1 to 2.3 only rely on k being sufficiently large and, thus, it is enough to

accommodate for the effectively smallest possible support size k.
More concretely, suppose that the distribution of support sizes is where with probability 1 − � with

� = o(1/m) the support size is at least kmin.�en, for each sample bi, we first draw ki ∼  and then use the

word-decoding and sentence-decoding procedures for ki.We can show that the k-tuples are still uniform
for all ki ≥ kmin if the input b is random. With high probability, we never see ki < kmin.More detail is given

in Section 5.5.

2.6 Reduction for Decision, Search, and Refutation

As before, Eqs. (2) and (3) are sufficient to obtain a reduction for any of the decision, search, and refutation

tasks. �us, given a search oracle we can recover Gs + z and hence also Gs. We already discussed this for

the search task. Recall that given (bi, yi), our reduction outputs (ai, y
′
i ∶= yi + a⊤i z), where z is uniform

over (ℤ/qℤ)n. Note that this implies that the “planted” distribution of the decision task will be mapped

correctly. Similarly, if in the original input yi and bi are independent then so will y
′
i and ai be since decoding

bi into ai does not depend on yi and y
′
i = a⊤i z + yi. Note that for both decision and search, the reduction

preserves the error of each equation.
Lastly, we discuss refutation. For simplicity of exposition, we focus on the LPN se�ing here, but

the same arguments apply to LWE (see Section 5.6). Given (A, y), we want two guarantees. For all

approximately-satisfiable systems, i.e. As ≈ y for some s, we want to output approximately satisfiable

with probability 1. For the case when A, y are drawn independently (and hence the system is far from

satisfiable with high probability), we want to output strongly unsatisfiable, with high probability.

In the discussion on search and testing, we considered the slightly idealized se�ing in which every

equation is decoded successfully. Yet, many reductions (including ours) lose samples. Note that for deci-

sion and search even only preserving a small 1/100 (or less) fraction of the samples would be sufficient. For

refutation, this is not sufficient since our algorithm has to map approximately satisfiable inputs to approx-

imately satisfiable outputs. Yet, consider the following extreme case. A very large 99/100 fraction of the

clauses in the input are satisfiable due to the fact that they are all the same (a1, y1). �e rest 1/100 of in-
stances are highly unsatisfiable. A decoding process which always fails on a1 and succeeds on all the other

samples would lose the 99/100 fraction of satisfiable equations and could produce a highly unsatisfiable

instance.

Luckily, we are able to construct gadget matrices and a decoding algorithm that only lose a o(1)-fraction
of the samples with high probability over worst-case inputs. Indeed, recall that each bj ∈ (ℤ/qℤ)ℎ is

rejected with probability at most O( ) = O((ℎt)−2) and, hence, b is rejected with probability at most

O(t(ℎt)−2) = o(1). �is resolves the above-described issue. Hence, our reduction maps approximately

satisfiable instances to approximately satisfiable instances and instanceswithB, y independent to instances
with A, y independent. �us, it also works for refutation.

2.7 Organization of the Rest of the Paper

In Section 3 we give formal definitions and summarize relevant prior work. In Section 4 we formally state

our results. �e following section Section 5 contains the full reduction. Our reduction as well as its run-

time are parametrized. In Section 6 we describe several specific parameter instantiations which lead to

hardness results for (sparse) k-LPN and k-LWE based on popular assumptions for the hardness of standard

LPN and LWE. We end with our application to noisy tensor completion in Section 7.
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3 Background on Noisy Linear Equations and Tensor Completion

3.1 Noisy Linear Equations over ℤ/qℤ

In this current paper, we focus on the following family of noisy linear equations over ℤ/qℤ unless other-

wise stated. Recall that ℤ/qℤ is the ring of integers modulo q, which is furthermore a field when q is a
prime. Let q be a given modulus and Dcoeff be a distribution over (ℤ/qℤ)n and Derror = (Derror(y))y∈ℤ/qℤ
be a family of distributions. We generate samples {(ai, yi)}

m
i=1 as follows:

1. Sample a1, a2,… , am
i.i.d.
∼ Dcoeff .

2. Sample s ∼ Unif((ℤ/qℤ)n).

3. Sample ej ∼ Derror(a⊤j s) independently for each j ∈ [m].

4. Output {(ai, yi ∶= a⊤i s + ei)}.
We will denote an input consisting of m samples from this distribution by

NLE(samples = m,modulus = q,Dcoeff ,Derror). (7)

For example,NLE(samples = m,modulus = 2,Unif(ℤn
2),Bern( 12−)) captures standard LPN andNLE(samples =

m,modulus = q,Unif((ℤ/qℤ)n), D�) captures standard LWE. Most frequently, the noise Derror(y) is inde-
pendent of y ∈ ℤ/qℤ, e.g. Discrete Gaussian. We state in this more general case to include problems like

learning with rounding, which are also captured by our reduction [BPR12].

�e following notation will be useful for sparse linear equations. Suppose that is a distribution over((ℤ/qℤ)×)k ,where (ℤ/qℤ)× denotes the set of residues relative prime with q. Let randomsupport(n, k,) be
the following distribution over k-sparse vectors in (ℤ/qℤ)n: First, draw a uniformly random set {i1,… , ik}
of size k. �en, draw � = (�1, �2,… , �k) ∼  and set aij = �j for all 1 ≤ j ≤ k and ai = 0 otherwise.

We are interested in instances of NLE(m, q, randomsupport(n, k,),Derror). Concrete examples of inter-

est include:

1. k-LPN : Let q = 2 and  output the vector 1k deterministically.

2. Binary k-LWE : Let  output the vector 1k deterministically. �is is the basis for our reduction to

tensor completion, see Section 7.

3. k-LWE with (Almost) Uniform Values on �e Support: Let  be Unif(((ℤ/qℤ)×)k).
�e last example almost recovers the sparse LWE instance from [JLS24]. �e only difference is that in

[JLS24], the distribution  on the support is Unif((ℤ/qℤ)k) instead. �is seems to make li�le difference

in the regime of a large prime q and k as in [JLS24]. However, our work focuses on the case when both

k and q are very small with respect to n. In particular, this means that under  = Unif((ℤ/qℤ)k), there
would be many samples a with support of size 1. �is makes both testing and search easy. We refer the

reader to Section 5.5 for a further discussion.
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3.2 Statistical Tasks for Noisy Linear Equations over ℤ/qℤ

Associated to noisy linear equations are several different tasks. �e simplest one is decision.

Definition 1 (Decision). On input m pairs {(ai, yi)}
m
i=1 as well as the parameters m, q,

Dcoeff ,Derror, one needs to solve the following hypothesis testing problem.

H0 ∶ a1,… , am
i.i.d.∼ Dcoeff and independently y1,… , ym

i.i.d.∼ Unif(ℤ/qℤ) versus

H1 ∶ NLE(samples = m,modulus = q,Dcoeff ,Derror). (8)

In words, the goal is to decide whether there is an approximate linear dependence between the samples

a1, a2,… , am and labels y1, y2,… , ym. Another task is to recover the (approximate) linear relation under the

promise that there exists one:

Definition 2 (Search). On input m pairs {(ai, yi)}mi=1 from
NLE(samples = m,modulus = q,Dcoeff ,Derror)

as well as the parameters m, q, Dcoeff ,Derror, recover s.

Finally, of interest is the refutation task. �is task arises naturally in certain frameworks such as the

sum-of-squares hierarchy when one tries to solve the search or detection task (see, e.g., [BM16; RRS17]).

In words, the task is to construct a proof that the uncorrelated H1 distribution in (8) does not correspond

to any secret vector s. One way to formalized this would be to output an upper bound on the number of

simultaneously satisfiable equations. We will use the following more general formalization: Suppose that

� ∶ ℤ/qℤ ⟶ [0, 1] is some weight function such that �(x) = 0 if and only if x = 0 and �(y) = �(−y).
For example, �(x) could be the indicator 1[x ≠ 0] (which will correspond to the number of unsatis-

fiable equations). Or, the normalized distance to the circle defined by �(x) = (min(|x |,q−|x |)q )p for somep ∈ [1,+∞)(which will correspond to an Lp weight of the noise vector in LWE).

Definition 3 (Strong Refutation). Suppose that with high probability, for some 1 ≥ Δ > � > 0 and8weight
function �, it is the case that

1

m

m∑
i=1

�(yi − ⟨ai, s⟩) ≥ Δ for all s

if a1, a2,… , am
i.i.d.
∼ Dcoeff , y1, y2,… , ym

i.i.d.
∼ Unif(ℤ/qℤ).

An algorithm strongly (�, �,Δ, p)-refutes the approximate satisfiability of a random instance on input m
pairs {(ai, yi)}

m
i=1 if it has the following guarantee.

1. It outputs STRONGLY UNSATISFIABLE with probability at least p if a1, a2,… , am
i.i.d.
∼ Dcoeff and

y1, y2,… , ym
i.i.d.
∼ Unif(ℤ/qℤ).

2. It outputs APPROXIMATELY SATISFIABLE with probability 1 for any {(ai, yi)}
m
i=1 for which there

exists some s ∈ (ℤ/qℤ)n such that 1
m ∑m

i=1 �(yi − ⟨a1, s⟩) ≤ �.

8�e se�ing of � = 0 corresponds toweak refutation and its analogue is also studied in the literature for other natural problems
such as the planted clique [BHK+19]. In the case of linear equations over finite fields, however, weak refutation is trivially solved
by Gaussian elimination as also noted in [RRS17].
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We call an m-tuple {(ai, yi)}
m
i=1 with the last property �-APPROXIMATELY SATISFIABLE.

Remark 2 (On the Relative Hardness of Testing, Search, and Refutation). An algorithm solving search

also solves the testing task. Similarly, under the additional guarantee for refutation that

1

m

m∑
i=1

�(yi − ⟨a1, s⟩) ≤ � for some s

if {(ai, yi)}
m
i=1 ∼ NLE(samples = m,modulus = q,Dcoeff ,Derror)

with high probability, a refutation algorithm also solves the testing task. �us, a lower-bound for testing

also implies a lower bound for the other two problems.

We now give concrete instantiations of the above for the case of LPN and LWE.

3.3 Learning Parity With Noise

Based on the hardness of LPN, one can construct one-way functions, secret key identification schemes

[Pie12], bit commitment schemes [JKP+12], private key encryption schemes [GRS08; ACP+09], public key
encryption schemes [ABW10; KMP14; YZ16], signatures schemes with constant overhead [IKO+08], two-

round oblivious transfer [DGH+20], and others. In learning theory, LPN is perhaps the most canonical

problem with a statistical-computational gap and has found applications to lower bound constructions

for learning probabilistic finite automata with an evaluator [KMR+94], certain classes of graphical models

[MR06; BKM19], agnostically learning halfspaces [KKM+08; KK14], learning ReLU functions [GKK+17;

GKK19], and others .

3.3.1 Standard LPN

As discussed before, we set q = 2,Dcoeff = Unif({0, 1}n) and Derror = Bern( 12 − ) for some  > 0. When

 > 0 is a constant, n samples are sufficient and necessary to solve the search problem information the-

oretically with high probability. �e celebrated Blum-Kalai-Wasserman algorithm [BKW03] solves the
search problem in time 2O(n/ log n) with access to 2O(n/ log n) samples. In [Lyu05], Lyubashevsky builds on

the BKW algorithm and gives a 2O(n/ log log n)-time algorithm with access to only n1+� samples for any con-

stant � > 0. �e algorithms of Blum-Kalai-Wasserman and Lyubashevsky are sate-of-the-art for standard

learning parity with noise and the respective running-times are o�entimes assumed as optimal. Formal

evidence for the hardness of learning parity with noise is a exp(Ω(n)) lower bound in the statistical-query

model [KMR+94]. While the reader might be at first surprised that this suggests stronger hardness, it is

no mistake. �e statistical-query model is a restricted model of computation and does not capture the

combinatorial algorithms of [BKW03; Lyu05]. Finally, [FGK+06] provides hardness evidence for LPN via

reductions from learning DNF formulas and juntas.

Our Hardness Assumptions. In this current work, we will analyse the implications of the following

standard hardness assumptions of standard LPN:

(LPN A1) Near-Exponential Hardness of LPN: Detection/Search/Refutation for standard LPN is hard

in time 2o(n/ logn).

(LPN A2) Sub-Exponential Hardness of LPN: Detection/Search/ Refutation for standard LPN is hard

in time 2n
1−�

for some absolute constant � ∈ (0, 1).
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(LPN A3) �asi-Polynomial Hardness of LPN: Detection/Search/ Refutation for standard LPN is hard

in time 2(log n)
1+c

for some absolute constant c > 0.

3.3.2 Sparse LPN

�e problem of sparse LPN was introduced in [Ale03; Fei02]. In the k-sparse LPN se�ing, we set q =

2,Dcoeff = randomsupport(n, k, 1k) and Derror = Bern( 12 − ) for some  > 0. Note that such equations can

equivalently be interpreted as random noisy k-XOR formulas. Concretely, viewing each k-sparse sample

ai as the indicator of (t
1
i , t

2
i ,… , tki ) ∈ [n]

k, one is provided with m uniformly drawn samples{((t1i , t2i ,… , tki ), (
k⨂
j=1

stji
) ⊗ ei)}m

i=1
. (9)

�e refutation task is at least as hard as the decision task. Further, there are search-to-decision reduc-

tions [App12; BSV19]. In particular, [BSV19] shows that under the assumption that one can solve decisional

k-sparse LPN in time  with m samples, one can also solve the search version in time poly( , m, n) using
O(m1+2/k) samples.

�e task of refuting noisy k-XOR has received significant a�ention. In this task, we take �(x) = 1[x ≠
0] in Definition 3 and, hence, one aims to refute the fact that a non-trivial fraction of clauses can be satisfied.

Spectral and sum-of-squares refutation algorithms achieve the following guarantees. Using m = Õ(nk/2)
samples, there exists an algorithm running in time nO(k) which refutes the noisy k-XOR instance [BM16;

AOW15]. Further, there are sub-exponential time algorithms that work even when given less samples.

For any � ∈ (0, 1), there exists an algorithm running in time exp(Õ(n�)) which refutes the noisy k-XOR
instance using m = Õ(n(k/2−1)(1−�)+1) samples [RRS17].

KnownHardness Results �e following hardness results are known for k-sparse LPN. Within the sum-
of-squares hierarchy, the algorithms of [BM16; MS18; RRS17] are tight up to logarithmic factors (by se�ing

D = n� in the following). In particular, the canonical degree-D SoS relaxation, fails to refute an instance of

the noisy k-XORwithm = n×Õ(n/D)
k−1
2 samples. Further, in certain regimes, there exists further evidence

of hardness against other restricted models of computation such as AC0 circuits and myopic algorithms,

see [App12].

�e only hardness evidence (conditionally) ruling out any polynomial time algorithm for refuting noisy
k-XOR that we are aware of is the following win-win result. In [LYY+17], the authors show that one of the

following two statements is true. Either there is a polynomial-time reduction from standard (dense) LPN

with noise rate � to a version of k-sparse LPN in which each entry of the coefficent vectors are distributed

as Bern(�). Or, one can build a public key encryption scheme from standard LPN. �e authors of [LYY+17]

view this as evidence for the hardness of sparse LPN as public-key encryption from standard LPN with

low noise has remained elusive over the years and would be a major breakthrough.

3.4 Learning With Errors and Lattice Problems

LWE is a cornerstone of modern cryptography that enables fully homomorphic encryption [BV11a] (build-

ing on Gentry’s original work [Gen09; Gen10] and improvements [SV10; DGH+10; BV11b] which all rely

on variants of LWE), non-interactive zero-knowledge proofs [CCH+19], public-key encryption [Reg09],

succinct non-interactive argument systems [JKL+24; MPV24] andmany others (see [Pei16]). More recently,

the LWE assumption has also been used to establish hardness of several fundamental statistical problems
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such as learning Gaussian mixture models [BRS+21; GVV22], learning (intersections of) halfspaces [KS06;

DKM+22; Tie23; DKR23; Tie24], learning periodic neurons [SZB24], and others.

3.4.1 Standard LWE

In the standard learning with errors problem, one takes Dcoeff = Unif((ℤ/qℤ)n) and Derror = � , where

� is a discrete Gaussian over the integer la�ice centered at 0 (see [Reg09] for a formal definition).

�ere are several known algorithms for the search variant, achieving different guarantees in different

regimes. First, one can adapt the Blum-Kalai-Wasserman algorithm [BKW03; Wag02] and obtain a running

time of qΩ(n/ log(q/B)) with qΩ(n/ log(q/B)) samples where B is the support-size of the noise9. Next, an algebraic

algorithm of Arora and Ge [AG11] works in time O(nB) with nO(B) samples. Finally, the Lenstra-Lenstra-

Lovasz algorithm [LLL82] and improvements [Sch87] based on a reduction to la�ice problems succeed

whenever q/B = exp(Ω(n)) or m = exp(Ω(n)).
In particular, for the se�ing of large polynomial modulus q = Θ(nC) (where C is a large constant)

and large enough Gaussian noise D� (with � = nc for some c ≥ 1, c ≪ C) the fastest algorithms run in

time 2Ω(n). �is is no coincidence, and is known to be tight under standard assumptions on worst-case

la�ice probblems. We do not define these problems as we will not need them in the current paper and

reference [Pei16]. In particular [Reg09], let q ≤ exp(poly(n)) and � ∈ (0, 1) be such that �q ≥ 2
√
n. �en,

the decisional problem for

LWE(samples = m,modulus = q,Dcoeff = Unif((ℤ/qℤ)n),Derror = D�q)
is at least as hard as the gap shortest vector problem and the shortest independent vectors problem on n-
dimensional la�ices within approximation ratio Õ(n/�) for quantum algorithms. In [Pei09], this result is
dequantized for a variationof the gap shortest vector problemand under the additional assumption q ≥ 2n/2

for the standard gap shortest vector problem. �is assumption was removed in [BLP+13], however, they

only showed hardness under the assumption that
√
n-dimensional la�ice problems are hard.

Our Hardness Assumptions. Still, a near- or sub-exponential time algorithm for n-dimensional LWE

would be considered a breakthrough. Together with the known best algorithms for LWE and la�ice prob-

lems, this gives rise to the following common hardness assumptions:

(LWE A1) Exponential Hardness of LWE: Detection/Search/Refutation for standard LWE

LWE(samples = m,modulus = q,Dcoeff = Unif((ℤ/qℤ)n),Derror = D�q)
is hard in time 2o(n) when �q > 2

√
n.

(LWE A2) Sub-Exponential Hardness of LWE: For some constant � ∈ (0, 1), Detection/Search/ Refuta-
tion for standard LWE

LWE(samples = m,modulus = q,Dcoeff = Unif((ℤ/qℤ)n),Derror = D�q)
is hard in time 2n

1−�
when �q > 2

√
n for some absolute constant � ∈ (0, 1).

9�at is, there exists some set  ⊆ ℤ/qℤ of size B such that e1, e2,… , em ∈ B with high probability.
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(LWE A3) �asi-Polynomial Hardness of LWE: For some constant � ∈ (0, 1), Detection/Search/ Refu-
tation for standard LWE

LWE(samples = m,modulus = q,Dcoeff = Unif((ℤ/qℤ)n),Derror = D�q)
is hard in time 2(log n)

1+c
when �q > 2

√
n for some absolute constant c > 0.

3.4.2 Sparse LWE

�e study of LWEwith a sparse public matrix ismuchmore recent andwas initiated in [JLS24]. Specifically,

they consider the case of

LWE(samples = m,modulus = q, randomsupport(n, k,Unif((ℤ/qℤ)k)), D�).
�ey show that when q ≥ n, k-sparse LWE in dimension n is at least as hard as standard k-dimensional

LWE. Beyond that, the authors of [JLS24] show that natural strategies based on la�ice reductions, finding

short vectors in the kernel of the public matrix, and variants of the BKW algorithm do not seem to break
k-sparse LWE.

3.5 �e Tensor Completion Problem

A noisy rank-r order-k tensor is defined by the equation

T =
r∑
i=1

�i × u
1
i ⊗ u2i ⊗ ⋯ ⊗ uki + Δ ∈ ℝn×n×⋯×n. (10)

where �i are scalars (note that they canmake the norms arbitrary large), Δ is some noise tensor and uji ∈ ℝ
n

for all i ∈ [r], j ∈ [k] with ‖uji ‖2 = √
n for normalization.

TensorCompletion. In the tensor completion problem, one observes a set of randomly chosen entries of

an unknown tensor. �at is, for a uniformly random subset S of [n]k, one observes {Ti1,i2,…,ik}(i1,i2,…,ik)∈S .�e

goal is to output a tensor T̂ ∈ (ℝn)⊗k such that T and T̂ are close in somemetric. �is problem has numerous

applications throughout the sciences including image impainting [LMW+09], hyperspectral imaging [LL10;

SVD+11], geophysical imaging [KSS13]. A standard choice is the (normalized) �1 norm [BM16], i.e.

1

nk
∑

i1,i2,…,ik∈[n]k

|Ti1,i2,…,ik − T̂i1,i2,…,ik | = 1

nk
‖T − T̂ ‖1.

Of course, insofar as T̂ ∈ (ℝn)⊗k , explicitly outpu�ing a tensor T̂ requires time and space Ω(nk). Yet,
in the low-rank regime this information is compressible. A noiseless rank-r order-k tensor is uniquely

specified by rnk numbers, the entries of {uji }1≤i≤r,1≤j≤k. Given these numbers, one can evaluate an entry in

Õ(rk) time.

�us, we formalize the tensor completion task via the following evaluation oracle.
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Problem 1 (Tensor Completion — Search Problem). In the noisy tensor completion problem, there is a

hidden noisy order-k, rank-r tensor T as in (10) where ‖Δ‖1 = o(‖T ‖1). On input a uniformly random subset

S of [n]k of size m, one observes {Ti1,i2,…,ik }(i1,i2,…,ik)∈S . �e goal is to compute in time  a data structure T̂

with the following guarantees. First, T̂ should produce a real number on input (i1, i2,… , ik) ∈ [n]
k in time

 . Second,

IE
(i1,i2,…,ik)∼Unif([n]k)

[|||T̂ [i1, i2,… , ik] − Ti1,i2,…,ik
|||] ≤ o( 1

nk
‖T ‖1) .

One can also ask for the analogous refutation (with,say, �(x, y) = ‖x − y‖1) and testing tasks for tensor
completion introduced in Section 2.7.

Typical Assumptions. For the problem to be solvable even by inefficient algorithms, several assump-

tions are necessary:

1. Incoherence. One needs to impose some condition that the vectors are spread-out. Otherwise, if

the mass concentrates on a small set, given only random samples one may not be able to observe
any non-trivial entries. �e following condition is sufficient: A vector a ∈ ℝn is C-incoherent if‖a‖∞ ≤ C√

n ‖a‖2.�en, assume that all components are incoherent for some small C [BM16; MS18].

2. Signal-to-Noise Ratio. Finally, one needs to impose a condition on the noise Δ. As a minimal assump-

tion, one needs ‖Δ‖1 = o(‖T ‖1).
Algorithms. Perhaps surprisingly, without any further distributional assumptions onΔ and {uji }1≤i≤r,1≤j≤k,
the above three conditions are sufficient for efficient algorithms [BM16] (the related [MS18] is on noiseless

tensor completion). Here we give the respective guarantees.

�eorem 3.1 (Informal, [BM16; MS18]). Consider an instance of the tensor completion problem Problem 1

with polylog(n)-incoherent components and r ≤ nk/2−1. �en, there exists an algorithm solving the search

tensor completion problem with access to polylog(n) × (rnk/2) samples in poly(nk/2) time.

Lower Bounds. One may recognize that the decisional version of noisy k-XOR (sparse LPN) problem is

directly related to a tensor distinguishing problem that can be solved via a tensor completion algorithm.

Indeed, in the planted case of noise k-XOR, let the secret be s ∈ {±1}n. �en, one observes entries of the

tensor T = s⊗k + Δ where each entry of Δ is in {−2, 0, 2}. Namely, Δi1,i2,…,ik = 0 in the case of noise equal

to 0 and Δi1,i2,…,ik = −2si1si2 ⋯ sik in the case of noise equal to 1. Furthermore, the tensor is 1-incoherent. In

the null case, one just observes completely independent entries that are uniform over {−1, 1}. Hence, one
can translate the lower bounds for noisy k-XOR into lower-bounds for tensor completion.

In the current work, we will develop a similar bound but instead based on sparse LWE (and, via our

�eorem 1.1) based on standard LWE.�e advantage of an LWE lower-bound (over an LPN lower bound) is

that standard LWE inherits the worst-case hardness of la�ice problems as in [Reg09; Pei09]. Additionally,

we obtain a lower bound based on standard LPN as we know it implies the hardness of sparse LPN.

3.6 Other Works

3.6.1 Other “Non-Standard” Variants of LPN and LWE

We remark that besides the sparse variants of LPN and LWE in this paper, other se�ings beyond the

standard ones have also been studied. Again, the motivation is similar — additional structure in the noisy
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linear equations is useful towards constructing cryptographic protocols and computational lower bounds.

Different variants are useful towards different goals. In all cases, a worthwhile pursuit is to relate to the

hardness of the standard variants via reductions. Such reductions are well-understood in some cases and

entirely open in others.

Structured Public Matrices. �e main object of study in the current work is noisy linear equations

with sparse public matrices. Other structures of the public matrix have also proven useful in applications.

In [AK23], the authors study LPNwith a public matrix with k-sparse rows but correlated support locations
which ensure a certain structure of the kernel. In [DJ24], the authors study a dense-sparse LPN in which

the public matrix is a product of a sparse and dense matrix. For these two variants, to the best of our

knowledge, no reduction is known from standard LPN.

�e authors of [BLM+13] show a reduction from standard LWE to LWE when each entry of the public

matrixA is an independent uniform bit. Wewill say more about the high-level idea of this reduction briefly.

Structured Secrets. Perhaps the most canonical instance of a structured secret is the case when the

secret is k-sparse. But the rows of the coefficient matrix are dense (and uniform over (ℤ/qℤ)L. Works

using a sparse secret in LPN abound [Kea98; FGK+06; KK14; Val15; GKK+17; GKK19; BKM19; YYL+21;
BEG+24; ABB+24; BH24]. Similarly, common is LWE with a secret drawn from a k-sparse or otherwise
low-entropy distribution [GKP+10; Mic19; BD20; GVV22]. Reductions from standard LWE to LWE with a

different secret distribution are somewhat well understood. It turns out that the key quantity determining

the hardness is themin-entropy of the distribution [GKP+10; Mic19; BD20; GVV22]. For example, [GVV22]

show that modulus-q LWE with k-sparse binary secret in dimension n is as hard as standard modulus-q
LWE in dimension Θ(k log(n/k)/ log q). In addition, for LPN, the reduction of Applebaum, Cash, Peikert

and Sahai [ACP+09] can be repurposed to show that choosing the LPN secret from the error distribution

has the same hardness as choosing it at random, modulo a slight difference in the number of samples.

We note that the reduction techniques for structured secrets do not seem applicable to our case of

structured public matrices – as the secret is unknown in both the starting (standard) problem and target

problem, no step of explicit decoding a dense secret vector into a sparse secret vector is needed and ex-
istential arguments based on the le�over hash lemma suffice. In our case, we need to explicitly decode

dense row vectors of the public matrix into sparse vectors, so we need constructive rather than existential

arguments.

Structured Noise. �e key difference between LPN and LWE is the sparsity of the noise distribution.

While LWE is typically studied with dense (discrete Gaussian) noise, LPN is o�en of interest with sparse

noise. Yet, in certain applications it turns out that LWE with a sparse noise distribution is useful, e.g.

[MP13; STA20; JLS21; JLS22; RVV24]. It turns out that the noise distribution has a profound effect on the

hardness of LWE. For example, if the noise is binary, the celebrated Arora-Ge algorithm breaks LWE in

polynomial time with access to quadratically many samples [AG11]. In [MP13; STA20], the authors give a
direct reduction from worst-case la�ice problems to LWEwith binary (or otherwise small) noise, but those

only apply to a regime of n(1 + Ω(1/ log n)) samples.

Another se�ing is that of learning with rounding (LWR) [BPR12] where the samples are of the form

(a, ⌊p⋅aT sq ⌋ mod p). One could think of LWR as LWE with a deterministic, sample-dependent, noise. Our

reductions are agnostic of the noise distributions and apply to the LWR se�ing as well: that is, they reduce

(dense) LWR to sparse LWR in the same way as they reduce LWE to sparse LWE.
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Continuous LWE (CLWE). CLWE was recently introduced in [BRS+21]. In it, the public matrix A
has i.i.d. Gaussian entries, the secret s is a random unit vector, and the noise is Gaussian. �e modular

arithmetic is enforced in the labels, explcitly yi ≡ a⊤i s + ei (mod 1). In [GVV22], the authors show that

CLWE and LWE are equivalent. CLWE is the starting point of many recent hardness results of statistical

tasks [BRS+21; GVV22; DKM+22; DKR23; Tie23; Tie24; SZB24].

3.6.2 Memory Lower Bounds in the Streaming Model

Researchers have also considered other computational resources than running time and number of sam-

ples. For example, in [Raz17; MM17; GRT18; GKL+21] the authors study the streaming model in which

the pairs (ai, yi) arrive sequentially. As usual in streaming algorithms, space is the main resource of in-

terest. �e state-of-the-art results show that the search problem for standard LPN takes either memory

Ω(n2/�) or time exp(Ω(n)) [GKL+21]. In the case of k-LPN for k ≤ n.9, one needs either memory nk.99/�
or exp(Ω(k log k)) samples [GKL+21]. Results for larger k and other variants of LPN such as the case of a
sparse secret are also covered in the aforementioned works.

4 Our Contributions

4.1 Main Reduction

Here, we state our main reduction guarantee. It holds under the following assumption on the set of param-

eters.

Parameter Relation 1. Let L, q, n, k, m, ℎ, t ∈ ℕ are such that

1. n = (ℎq)t , L = ℎt.

2. k ≥ 4ℎ(log ℎ + log q + 2 log(ℎt)) and k = o(
√
n).

�e reduction is slightly different depending on the specific task — testing, search, or refutation. Nev-

ertheless, we can summarize as follows.

�eorem 4.1 (Full statements in Corollaries 5.13 to 5.15). Let L, q, n, k, m, ℎ, t ∈ ℕ satisfy the conditions in

Parameter Relation 1. Let be any distribution over ((ℤ/qℤ)×)k from which we can produce a sample in time

sample. Assume that there exists an algorithm that, given m1 ∶= ⌊m(1 − 3/L − k2/n)⌋ samples, runs in time

 and solves problem ∈ {testing, search, refutation} with probability p in the k-sparse se�ing. I.e., where the
relevant distributions are

NLE(samples = m1,modulus = q,Dcoeff = randomsupport(n, k,),Derror)

and/or (randomsupport(n, k,) × Unif(ℤ/qℤ))⊗m1 . �en, there exists an algorithm which solves in time

 + O(poly(n, m, sample)) problem with probability p − exp(−2mL−2) in the standard se�ing. I.e., where

the relevant distributions are

NLE(samples = m,modulus = q,Dcoeff = Unif((ℤ/qℤ)L),Derror)

and/or (Unif((ℤ/qℤ)L) × Unif(ℤ/qℤ))⊗m .
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We note that our reduction is polynomial-time given that we can sample from  in polynomial time.

For example, if  is just deterministically 1k , we have sample = O(1) deterministically.

We also discuss the probability of success. We always take L = no(1) and m = Ω(n), sometimes as large

as m = no(k/poly(log k,log log n)). �us, exp(−2mL−2) is only a small inverse-exponential additive factor. �e

number of samples is preserved up to 1 − o(1) multiplicative factor.

�e key primitive in this reduction is decoding individual equation from the standard (dense) se�ing

to the sparse se�ing.

�eorem 4.2. Suppose that Parameter Relation 1 holds. �en, there exists an algorithm (Algorithm 5) that

performs the following operation in time poly(n, sample)).

1. Given b ∈ (ℤ/qℤ)L, Algorithm 5 either outputs FAIL or outputs a k-sparse a ∈ (ℤ/qℤ)n such that

a⊤G = b⊤. Furthermore, the algorithm outputs FAIL with probability at most 2/L + k2/n.

2. If b ∼ Unif((ℤ/qℤ)L), then, conditioned on not failing, the output a of Algorithm 5 is distributed ac-

cording to randomsupport(n, k,).

4.2 Implied Hardness

We summarize with tables the implied hardness of sparse LWE and sparse LPN based on multiple standard

assumptions of the hardness of standard variants. �e full statements and proofs (based on concrete choices

of the relevant parameters) are in Corollaries 5.13 to 5.15.

Hardness of Sparse LPN for Decision and Search

Assumed time complexity of

standard LPN in dimension L
with error distribution

Bernoulli().

Implied time complexity of

k-sparse LPN in dimension n
with error distribution

Bernoulli().

Restriction on sparsity

Corollary 6.3:

exp(Ω(L/ log L)) exp(Ω( k log n
log k(log k+log log n)2 )) k = !((log log n)2 log log log n),

k = o(
√
n)

Corollary 6.4:

exp(Ω(L1−�)), � ∈ (0, 1) exp(Ω(( k(logn)
log k(log k+log log n))1−�)) k = !((log n)�/(1−�) log log n),

k = o(
√
n)

Corollary 6.5:

exp(Ω((log L)1+c)), c > 0 exp(Ω((log k)1+c)) k = exp(!((log n)1/(1+c))),
k = o(

√
n)

�e results for LWE are similar looking.
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Hardness of Sparse LWE

Assumed time complexity of

standard LWE in dimension L
with modulus q = L� (and error

distribution Derror in case of

decision and search)

Implied time complexity of
k-sparse LWE in dimension n
with modulus q, distribution on

the support  (and error

distribution Derror in case of

decision and search)

Restriction on sparsity

Corollary 6.2:

exp(Ω(L)) exp(Ω( k log n
log k(log k+log log n))) k = !((log log n)(log log log n)),

k = o(
√
n)

Corollary 6.4:

exp(Ω(L1−�)), � ∈ (0, 1) exp(Ω(( k(logn)
log k(log k+log log n))1−�)) k = !((log n)�/(1−�) log log n),

k = o(
√
n)

Corollary 6.5:

exp(Ω((log L)1+c)), c > 0 exp(Ω((log k)1+c)) k = exp(!((log n)1/(1+c))),
k = o(

√
n)

4.3 Tightness of Results

Of course, one may wonder whether our hardness results for sparse LPN and sparse LWE are tight even

under the most aggressive (near)-exponential assumptions, in which case we get a n
Ω(

k
poly(log k,log log n) ) time

complexity. To the best of our knowledge, even for the decision problem (which is the easiest among the

three) the best known algorithm requires O(
√
q ⋅ (qn)k/2) time.

Folklore Algorithm for the Decision Problem. Observe that there are (nk)(q − 1)k distinct k-sparse
vectors over (ℤ/qℤ)n. Recall that under both null and planted, ai ∼ randomsupport(n, k,). Split them into

O(
√
q) groups of size O((qn)k/2) each. �en, with large constant probability, in at least a (say) 1/10 fraction

of the groups, one can find two indices it ≠ jt such that ait = ajt . Without loss of generality, assume this

happens for groups 1,… , s′ for some (s′ = O(
√
q)). Next, in each of these groups, compute  t ∶= yit − yjt .

Note that under null, we have that  t
i.i.d.∼ Unif(ℤ/qℤ), while under planted ∗ ∶= (e1 − e2) where

e1, e2
i.i.d.∼  .10 Under the mild condition that ∗ is at least constantly far in total variation toUnif(ℤ/qℤ), we

can now successfully test between the two cases with constant success probability since they are supported

on q elements and we have t = O(√q) samples (see, e.g., [Can20]). We can amplify the success probability

to 1 − � by standard amplification, if we increase the number of equations to O(
√
q(qn)k/2 ⋅ log(1/�)) (and

runs in the same time).

Limitation of Sample-to-Sample Decoding. Of course, one should observe that we get lower bounds

of the form n
k

poly(log k,log log n) instead of nk .While this gap does not seem significant, one may still hope to close

it. It turns out that at least in the case of LPN, the gap is unavoidable using the gadget matrix approach of

decoding each equation individually. Indeed, suppose that we start from L-dimensional standard LPN and

decode each b ∈ {0, 1}L individually (for simplicity, say with probability 1) into some a k-sparse a ∈ {0, 1}n

such that a⊤G = b⊤ for some gadget matrix G. Since b can be recovered from a, we know that the entropy

10For a random variable X , we denote by (X ) the distribution of X .
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of a is at least the entropy of b.�at is, log (nk) ≥ L, hence k log n ≥ L.However, the hardness of the starting
L-dimensional problem is at most exp(L/ log L) due to [BKW03]. �us, the hardness of the final problem

is at most exp(L/ log L) ≤ exp(k log n/ log(k log n)) = n
k

log k+log log n . In particular, this also means that one

cannot hope to get hardness using this approach when k = O(log log n). �us, our reduction is close to

optimal within the class of reductions using gadget matrices and decoding equations individually.

Low-Degree Polynomial Lower Bounds. We give evidence for the tightness of the nk/2 behaviour
in the low-degree polynomial testing framework. �e proof is standard for the low-degree polynomial

method, so we defer it to Appendix A.2. It recovers the refutation lower-bound [Sch08; KMO+17] when

k = log(n)O(1).We remark that this result suggests hardness even when the error distribution is constantly

0. �is is not a mistake, as the low-degree framework is known not to capture algorithms for the noiseless

case, such as Gaussian elimination or the LLL algorithm [ZSW+22; DK22b].

Proposition 4.3. �e detection problem with any error distribution  and distribution on the support 

for LWE (modulus = q, samples ∼ randomsupport(n, k,), secret ∼ Unif((ℤ/qℤ)n), error ∼ ) is hard for

degree-D polynomial tests when m = o(nk × (ne3/kD)k/2−1).
Interpreting degree-O(k log n) polynomial tests as a proxy for algorithms running in time nO(k),we get

nO(k) time hardness with (n/k2polylog(n))k/2 samples. Onemust note that this result suggests thatwhen the

number of samples is significantly lower than nk/2, say m = Õ(n)(k/2−1)(1−�)+1, the distinguishing problem

is hard even for degree D = Õ(n�) polynomials. We pose the following question as an open problem:

Problem 2. Find a reduction from standard LPN to k-sparse LPN suggesting exp(Õ(n�)) hardness with
access to only m = Õ(n)(k/2−1)(1−�)+1 samples.

In light of the recent work [CSZ24], such a reduction should be noise-aware. In the low noise-regime of

Bernoulli() where  ≤ n−
1+�
2 and m ≫ n

1+�
2 +k 1−�2 , the work [CSZ24] exhibits a polynomial-time algorithm.

Recalling our discussion of the n
k

poly(log k,log log n) versus nk gap, we again note that a reduction based on

separately decoding individual equations cannot give the desired result.

4.4 Application to Noisy Tensor Completion

Our lower bound for tensor completion will follow from the following theorem. It says that we can map

samples from the decisional k-sparse LWE problem to samples from the following tensor distinguishing

problem: Samples from the planted distributions will be transformed into i.i.d. sampled entries of a noisy

low-rank tensor, and samples from the planted distributions will be transformed into i.i.d. sampled entries

of a tensor with independent entries with mean o(1) and constant variance. Note that a completion algo-

rithm as outlined in Section 7 can be used to solve this distinguishing problem, by spli�ing the set of input

samples into two, running the algorithm on the first half, and computing the empirical error on the second

half.

�eorem 4.4. �ere exist an algorithm running in time O(m log q) which on input

NLE(samples = m,modulus = q,Dcoeff = randomsupport(n, k, 1k),Derror = )

produces m uniformly and independently sampled entries from an order-k rank-2k−1 real noisy tensor T with

noise Δ. Furthermore, T ,Δ with high probability satisfy the following assumptions.
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1. Incoherence: �e noiseless tensor is O(1)-incoherent.

2. Noise: �e noise Δ satisfies ‖Δ‖1/‖T ‖1 = O(�), where � ∶= IEe∼ [min(|e|, |q − e|)/q].
Further, the same algorithm maps m i.i.d. samples of the form (bi, yi) ∼ randomsupport(n, k, 1k) ×Unif(ℤ/qℤ)
tom uniformly and independently sampled entries from a tensor in which each entry is independent, has mean

o(1), and constant variance (assuming that q = !(1)).

We summarize the implied hardness based on standard LWE by composing �eorem 4.4 with our re-

ductions to sparse LWE. In the case of tensors over ℂ, we can reduce the rank above to 1, see �eorem 7.1.

Hardness of Noisy Tensor Completion based on Standard LWE

Assumed time complexity of
standard LWE in dimension L
with modulus q = L� = poly(L)

and error distribution

D�q , �q > 2
√
L.

Implied time complexity of

rank-2k−1 order-k noisy tensor

completion with O(1)
incoherent entries

Restriction on the order of the

tensor

(LWE A1): exp(Ω(L))

exp(Ω(
k log n

log k(log k+log log n))), with

error ‖Δ‖1‖T ‖1 =
O(( log k(log k+log log n)k log n )�−1/2)

k = !((log log n)(log log log n)),
k = o(

√
n)

exp(Ω((
k log n

log k(log k+log log n))
1−�)),

(LWE A2): exp(Ω(L1−�))
with error ‖Δ‖1‖T ‖1 =

O(( log k(log k+log log n)k log n )�−1/2) k = !((log n)�/(1−�)(log log n)2),
k = o(

√
n)

(LWE A3): exp(Ω((log L)1+c))

exp(Ω((log k)1+c)) with error‖Δ‖1‖T ‖1 =
O(( log k(log k+log log n)k log n )�−1/2).

k = exp(!((log n)1/(1+c)),
k = o(

√
n).

Perhaps surprisingly, we derive the essentially same time and sample-complexity (albeit with different

noise and rank) from standard LPN. �ese follow directly from our reduction from standard LPN to k-
sparse LPN and the discussion at the end of Section 3.5.
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Hardness of Noisy Tensor Completion based on Standard LPN

Assumed time complexity of
standard LPN in dimension L

with error distribution

Bernoulli(1/2 − ).

Implied time complexity of
rank-1 order-k noisy tensor

completion with O(1)
incoherent entries.

Restriction on the order of the

tensor

(LPN A1): exp(Ω(L/ log L))
exp(Ω(

k log n
log k(log k+log log n)2 )), with

error ‖Δ‖1‖T ‖1 = 1 − 2 + Õ( 1√
m )

k = !((log log n)2 log log log n)
k = o(

√
n)

(LPN A2): exp(Ω(L1−�))
exp(Ω((

k log n
log k(log k+log log n))

1−�)),

with error ‖Δ‖1‖T ‖1 = 1−2 + Õ( 1√
m )

k = !((log n)�/(1−�)(log log n)2),
k = o(

√
n).

(LPN A3): exp(Ω((log L)1+c))
exp(Ω((log k)1+c)), with error‖Δ‖1‖T ‖1 = 1 − 2 + Õ( 1√

m )

k = exp(!((log n)1/(1+c)),
k = o(

√
n).

4.5 Downstream Applications to Learning �eory

�e decision version of sparse LPN, or equivalently, distinguishing noisy planted k-XOR instances from

fully random ones, is a popular assumption to show hardness result for PAC learning and related models.

It is particularly appealing for the following reason: Since sparse LPN is a parameterized assumption, o�en
the sparsity naturally maps to some other parameter in the learning problem, so you can understand the

dependence on this parameter via the dependence of sparse LPN on the sparsity. Ruling out algorithms

for smaller sparsities then naturally leads to hardness results with be�er dependence on the relevant pa-

rameters in the learning problem.

We briefly state the relevant definitions. In PAC learning, or the related agnostic learning model, we

have the following set-up: Let  be a (known) class of Boolean functions over some domain  . In PAC

learning, there is an unknown function f ∗ ∈  and we observe i.i.d. samples (xi, f ∗(xi)), where xi ∼ x
for some arbitrary (unknown) distribution x over  . �e task is to output an arbitrary function ̂f (not

necessarily in ) such that IPx∼x ( ̂f (x) ≠ f ∗(x)) ≤ " for some target accuracy ". �e fact that we do not

require that f̂ ∈  , is referred to as improper learning. A weaker notion of learning, called weak learning,

is to output f̂ that achieves error be�er than 1/2 (or random guessing in the case of biased labels).

�e agnostic model aims to incorporate noise in the PACmodel. Instead of receiving clean i.i.d. samples

(xi, f ∗(xi)), we observe i.i.d. samples (xi, yi) ∼  drawn from some arbitrary joint distribution over×{0, 1},
and it is not necessarily the case that for all yi = f ∗(xi) for a function f ∗ ∈  . �e goal is to output ̂f (again,

not necessarily in ) that competeswith the best classifier in  . Formally, letOPT = inff ∈ IP(x,y)∼(f (x) ≠y). We ask to output ̂f such that IP(x,y)∼( ̂f (x) ≠ y) ≤ OPT + ". Sometimes (in both se�ings) we also

consider the case where the marginal distribution of x is known, e.g., standard Gaussian or uniform over

the hypercube.

PAC Learning DNFs. A DNF formula over n (boolean) variables is a Boolean function that is a disjunc-

tion of conjunctions. We say a DNF formula has s terms, if there are at most s disjunctions (there can be
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arbitrarily many conjunctions in each term). DNF formulas are one of the simplest yet most fundamental

function classes in learning theory. In particular, learning DNFs reduces to many other natural learning

problems such as learning intersections of halfspaces, agnostically learning halfspaces, and learning sparse

polynomial threshold functions. DNFs with only a constant number of terms can be learned in polyno-

mial time [Val84]. Without restricting the number of terms, the fastest known algorithm runs in time

nO(n1/3 log s) [KS04].
To-date, the strongest known lower bound, ruling out efficient algorithms to learn !(1)-term DNFs,

was shown in [DV21] under the assumption that there exist pseudo-random generators (short PRGs) with

constant locality and arbitrarily large polynomial stretch. In two very recentworks [BCM24; RVV24], it has

been observed that in some applications, this assumption can be replaced by the sparse LPN assumption

(by introducting the so-called notion of a structured-seed local PRG). �e work of [BCM24] shows that this
is also the case of the application to learning DNFs in [DV21]. In particular, le�ing k be large enough,

combining the construction of [DV21] with their structured-seed local PRG, [BCM24, Section 6.4] show

that, if there is no polynomial-time algorithm for k-sparse LPN, there is no polynomial-time algorithm to

learn DNFs with exp(k!(1)) terms. Assuming that the assumption holds with k = !(1), implies that there

is no polynomial time algorithm to learn DNFs with !(1) terms. Using Corollary 6.3, we can conclude the

following, se�ing k = !((log log n)2 log log n):

�eorem 4.5. Let L ∈ ℕ and � ∈ (0, 1/2) be an absolute constant. Assuming the decision version of standard

(dense) LPN in dimension L with constant noise rate requires time 2Ω(L/ log L), there is no polynomial-time

algorithm for learning exp((log log n)!(1))-term DNFs over n variables.

Agnostically LearningHalfspaces overArbitraryDistributions. Daniely [Dan16] shows that under

the assumption that k-sparse LPN with constant noise rates for k = logs n for some large enough absolute

constant s, takes time at least nΩ(k), we cannot agnostically learn halfspaces up to any error be�er than 1/2
in polynomial time (in dimensionN ), even ifOPT = exp(− log1−�(N )) for some arbitrarily small constant �.
Let � > 0 be a small enough constant (depending on �). Upon careful examination of their proof, one can

see that their reduction still goes through if we only assume there is no exp(Ω((k log n)1−�))-time algorithm

for k-sparse LPN when k = logs n.11 Together with Corollary 6.4 we obtain the following theorem:12

�eorem 4.6. Let � > 0 be an absolute constant. �en, there exists � = �(�) < 1 such that assuming the

decision version of standard (dense) LPN with constant noise rate in dimension L takes time at least 2Ω(L
1−�),

there is no polynomial-time algorithm to agnostically learn halfspaces, even if OPT = exp(− log1−�(N )).
4.6 Downstream Applications to Cryptography

PRGs with Linear Stretch and small locality. Following the work of [AIK06], one can create a pseu-

dorandom generator with linear stretch and localitymax(k, 5) from the hardness of k-LPN in polynomial

time. �us, assuming near-exponential hardness (LPN A1) of standard LPN, we obtain a PRG with linear

stretch and locality k for any k = !((log log n)2 log log log n), i.e. slightly super constant locality. Under

the weaker subexponential hardness (LPN A2), we obtain a PRG with linear stretch and locality k for any
k = !((log n)(1−�)/�(log log n)2).

11Specifically, set r = k1−�
log� (n)

and d = r
log log k

in section ”Connecting the dots” in Appendix 3 of [Dan16].
12We do not make the dependence of � on � explicit, but offer the following explanation: It stems from the fact that for smaller

� we need to choose s larger. Since our reduction from dense to sparse LPN restricts how large k can be, we need to choose �
small enough, so that we can allow k = logs n. �e exact dependence can in principle be extracted from the proofs.
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Multi-partyHomomorphic Secret Sharing [DIJ+23] and SomewhatHomomorphic Encryption [CHK+24b].

�e multiparty homomorphic secret sharing protocol in [DIJ+23] is based on the hardness of the decision

problem for k-LPN with k = polylog(n) against poly-time distinguishers. Our results show that such hard-

ness follows from near-exponential hardness (LPN A1) or the weaker sub-exponential hardness (LPN A2)

of standard LPN. �e same holds for the recent work of [CHK+24b] who construct a somewhat homomor-

phic encryption scheme from sparse LPN and the decisional Diffie-Hellman assumption.

In contrast, some other applications, most notably indistinguishability obfuscation [RVV24] requires the

hardness of k-sparse LPN for constant k. As of now, our reductions do not have any implications to this

work.

5 Full Reduction from Dense to Sparse Equations

Here, we make the outline in Section 2.5 rigorous. Recall that the key ingredient is decoding each dense

noisy linear equation individually into a sparse noisy linear equation. Formally, our procedure achieves

the following guarantee.

�eorem (Restatement of �eorem 4.2). Suppose that Parameter Relation 1 holds. �en, there exists an

algorithm (Algorithm 5) that performs the following operation in time poly(n, sample)).

1. Given b ∈ (ℤ/qℤ)L, Algorithm 5 either outputs FAIL or outputs a k-sparse a ∈ (ℤ/qℤ)n such that

a⊤G = b⊤. Furthermore, the algorithm outputs FAIL with probability at most 2/L + k2/n.

2. If b ∼ Unif((ℤ/qℤ)L), then, conditioned on not failing, the output a of Algorithm 5 is distributed ac-

cording to randomsupport(n, k,).

By performing this operation for all input samples, we obtain our full reduction from dense to sparse

noisy linear equations:

Algorithm 1 Full Reduction to Sparse Noisy Linear Equations

Parameters: k, L, n and Algorithm 5.

Input: m samples (bi, yi) from either NLE(q,Unif((ℤ/qℤ)L),Unif((ℤ/qℤ)L),) or Unif((ℤ/qℤ)L) ×
Unif(ℤ/qℤ).

Procedure:

1. Sample z ∼ Unif((ℤ/qℤ)n).
2. For i = 1, 2… , m ∶

a. Run Algorithm 5 on input bi and parameters k, L, n.
b. If Algorithm 5 outputs FAIL, discard the sample.

c. Else, let ai ∈ (ℤ/qℤ)n be its output. Output the sample (ai, ⟨ai, z⟩ + yi).
We analyze Algorithm 1 in Section 5.6 separately for the testing, search, and refutation tasks. We

remark that for the refutation task it would be sufficient to output the sample (ai, yi) in Step 1.c) above (but
it still is correct as wri�en).

Before that, we give the proof of �eorem 4.2. �e proof follows the steps in Section 2.5 and is orga-

nized as follows. Just like in Section 2.5, we begin with the case of binary k-sparse vectors.

1. In Section 5.1, we define the properties of the word decoding V and sentence decoding G matrices

needed.
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2. In Section 5.2 we define and analyze the word-decoding procedure for binary k-sparse vectors.

3. In Section 5.3 we define and analyze the sentence-decoding procedure for binary k-sparse vectors.

4. In Section 5.4 we show how to use the sentence decoding for binary k-sparse vectors for arbitrary
distributions on the support.

5. In Section 5.5 we show how to handle distributions with variable support sizes.

5.1 Word Decoding Primitives and Properties

Here we prove the three main claims about word decoding – Lemmas 2.1 to 2.3 as well as the fact that our
sentence-decoding matrix is invertible.

5.1.1 Efficient Preimage Sampling: Proof of Lemma 2.1

For a vector b ∈ (ℤ/qℤ)ℎ, recall that we defines its preimage with respect to a matrix V as

PreimageV (b) ∶= {(�(1), �(2), … , �(k)) ∈ [ℎq]k
||| k∑
 =1

V�( ).∶ = b
}
. (11)

Further, recall that our word-decoding matrix was defined as

V =

⎛⎜⎜⎜⎜⎝
0 × Iℎ
1 × Iℎ⋮

(q − 1) × Iℎ

⎞⎟⎟⎟⎟⎠
.

We now restate and prove Lemma 2.1.

Lemma (Restatement of Lemma 2.1). On input k > ℎ+2 and b ∈ (ℤ/qℤ)ℎ,Algorithm 2 outputs a uniformly

random sample from PreimageV (b).�e algorithm runs in time poly(k, ℎ, log q).

�e running time of Algorithm 2 is clearly poly(k, ℎ, log q) We proceed to correctness, which follows

from the following two claims.

Claim 5.1. �e algorithm always returns. When it returns �(1), �(2),… , �(k), it holds that

k∑
�=1

V�(�),∶ = b.

Proof. If the algorithm returns, it does so correctly. Suppose that case 1 occurs. �at is, the algorithm

reaches a point where |Ar | = k − r . As |Ar | ≤ ℎ < k, it follows that r ≥ 1.
By the definition of �(r + 1), �(r + 2),… , �(k), it holds that

k∑
�=r+1 V�(�),∶ =

k∑
�=r+1 V� ′(�),∶ = ∑

m∈Ar(b − �r )j × e⊤j = b − �r ,
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Algorithm 2 Sampling From PreimageV (b)
Parameters: k, ℎ such that k > ℎ + 2.
Input: b ∈ (ℤ/qℤ)ℎ.
Initialize: �0 = (0, 0,… , 0⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

ℎ

) ∈ (ℤ/qℤ)ℎ, A0 = [ℎ].

Procedure: For r = 0 to k ∶
1. If |Ar | = k − r , compute the k − r vectors � ′(r + 1), � ′(r + 2), … , � ′(k) corresponding
to the indices of {(b − �r)j × e⊤j }j∈Ar in V . Let � be a random permutation of r + 1, r + 2, … , k.
Set �(j) = � ′(�(j)). Return �(1), �(2), … , �(k).
2. Else if |Ar | = k − r − 1. Take �(r + 1) to be a uniformly random element indexing one of

the zero rows in V and rows corresponding to coordinates where �r and b differ:
{1, 2,… , ℎ} ⋃ ⋃

m∈Ar ,j∈{1,2,…,q−1}

{jℎ + m}.
3. Else if |Ar | ≤ k − r − 2, sample �(r + 1) ∼ Unif([ℎq]).
4. Compute �r+1 = �r + V�(r+1),∶ and Ar+1 = {m ∈ [ℎ] ∶ (�r+1)m ≠ bm}.

as Ar is defined as {m ∈ [ℎ] ∶ (�r )m ≠ bm} for r ≥ 1. Now, observe that case 1 can only occur once as the

algorithm returns when it occurs. Hence, by the definition of �r , it holds that �r = ∑r
�=1 V�(�),∶. Altogether,

k∑
�=1

V�(�),∶ = r∑
�=1

V�(�),∶ + k∑
�=r+1 V�(�),∶ = �r + (b − �r ) = b.

�e algorithm always returns. Now, we need to show that the algorithm always reaches case 1. Track

the quantity k − r − |Ar |.When r = 0, this quantity is k − ℎ > 0.When r = k (if this point is ever reached),
k − r − |Ar | = −|Ak| ≤ 0.

Wemake the following simple observation that k−r− |Ar | ≥ 0 at any point of time during the algorithm.

�is follows by induction and case analysis of which of 2 and 3 is invoked:

1. If case 2 is invoked, that is, k − r − |Ar | = 1, then k − (r + 1) − |Ar+1| ∈ {0, 1}. �e vector �r+1
coincides with �r outside of coordinates indexed by Ar = {m ∈ [ℎ] ∶ (�r )m ≠ bm}, so Ar+1 ⊆ Ar andk − (r + 1) − |Ar+1| ≥ k − (r + 1) − |Ar | = 0. Note also that �r , �r+1 differ on at most one coordinate,

so |Ar+1| ≥ |Ar | − 1.�us, k − (r + 1) − |Ar+1| ≤ k − (r + 1) − (|Ar | − 1) = k − r − |Ar | = 1.

2. If case 3 is invoked, that is, k−r−|Ar | ≥ 2, then k−(r+1)−|Ar+1| ≥ 0. Indeed, note that�r and �r+1 differ
on at most one coordinate. �us, |Ar+1| ≤ |Ar |+1 and, so, k−(r+1)− |Ar+1 | ≥ k−(r+1)−(|Ar |+1) ≥ 0.

In particular, this means that if the algorithm has not returned by step k yet, 0 ≤ k − k − |Ak| = −|Ak| ≤ 0.
Hence, |Ak| = 0.�us, it will return at step k.

So far, we know that the algorithm always returns correctly. We need to show that its output is uniform

over PreimageV (b).�is follows immediately from the following claim.

Claim 5.2. Consider any (� ′′(1), � ′′(2),… , � ′′(k)) ∈ PreimageV (b). �ere exists a unique realization of the

randomness used in Algorithm 2 such that the algorithm outputs � ′′(1),… , � ′′(k).
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Proof. We define the following quantities. Let �′′r = ∑r
j=1 V� ′′(j),∶ and A′′r = {m ∈ [ℎ] ∶ (�r )m ≠ bm}. Note

that �′′k = b, A′′k = ∅.We make the following observation:

Observation 5.3. For any r , the vectors �′′r and b = �′′k differ on at most k − r coordinates.
Proof. �′′k − �′′r = ∑k

j=r+1 V� ′′(j),∶, which is a sum of at most k − r unit vectors.
Let also Z = min{z ∈ [k] ||| k − r − |A′′r | = 0

}
.

�is is a well-defined quantity since clearly A′′k = ∅ by the definition of PreimageV (b) and, thus, for k = r ,
k − r − |A′′r | = 0. Define also

T = min{t ∈ [k] ||| k − t − |A′′t | ≤ 1
}
.

Again, T iswell-defined and T ≤ Z .Wenow claim that the unique randomness that leads to (�(1), �(2), … , �(k)) =
(� ′′(1), � ′′(2), … , � ′′(k)) in Algorithm 2 is the following.

1. On steps r = 0, 1, 2,… , T − 1, we are in case 3 and �(r + 1) = � ′′(r + 1).
2. On (the potentially empty set of) steps r = T , T +1,… ,Z −1,we are in case 2 and �(r +1) = � ′′(r +1).
3. On steps r = Z, we are in case 1. �en, the sampled � ′(r + 1),… , � ′(k) are all distinct and are

a permutation of {� ′′(r + 1),… , � ′′(k)}. �e sampled permutation � is the unique permutation of

{r + 1,… , k} such that � ′′(j) = � ′(�(j)).
We prove these claims by analyzing the algorithm step by step.

1. Steps r = 0, 1, 2,… , T − 1. Note that initially, k − 0 − |A0| = k − s ≥ 2. Hence, case 1 is invoked. It
must be the case that �(1) = � ′(1). As k − t − |A′′t | ≥ 2 for t ∈ {1, 2,… , T − 1} by the definition of T ,
case 1 must also be invoked at steps 0, 1, 2,… , T − 1.

2. Steps r = T , T + 1,… ,Z − 1. Suppose that T < Z (that is, {T , T + 1,… , Z − 1} is a non-empty set of

steps). Consider step T . At this point of time, k − T − |A′′T | = 1. Now, we claim that � ′′(T + 1) must

be either indexing a zero row in V or a row in which �T , b differ, i.e.
{1, 2,… , ℎ} ⋃ ⋃

m∈Ar ,j∈{1,2,…,q−1}

{jℎ + m}.
Indeed, if indexes some other row m′, then �′′T+1 and b would differ in A′′T ∪ {m′} so |A′′T+1| = |A′′T |+ 1.
�us, k − |A′′T+1|− (T + 1) = k − |A′′T |− T − 2 = −1.�is is impossible since �′′T+1 and �′′k = b differ on
at most k − (T + 1) coordinates by Observation 5.3, meaning that |A′′T+1| ≤ k − (T + 1).
Altogether, this means that indeed

� ′′(T + 1) ∈ {1, 2, … , ℎ} ⋃ ⋃
m∈Ar ,j∈{1,2,…,q−1}

{jℎ + m},

which is exactly the admissible set for �(T + 1) by Algorithm 2. �us, there is a unique choice of

�(T + 1).

Finally, by the definitions of Z, T , it must be the case thatk − r − |Ar | = 1 for T ≤ r ≤ Z − 1,
so there is similarly a unique choice at each step T + 1, T + 2,… , Z − 1.
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3. Step Z . Finally, suppose that r = Z . �us, 0 = k − r − |A′′r |. Note that at this point of time, �′′r andb = �′′k differ on exactly k − r coordinates. However,
�′′k − �′′r =

k∑
j=r+1

V� ′′(j),∶
is a sum of at most k − r unit vectors. �is means that �′′k − �′′r is a sum of exactly k − r unit vectors,
which are in some arbitrary order

{(b − �′′r )j × e⊤j }j∈A′′r .
As in step 1 ofAlgorithm 2, the algorithm correctly computes indices � ′(r+1),… , � ′(k) corresponding
to these vectors. In particular, � ′′(r + 1),… , � ′′(k) is some permutation of � ′(r + 1),… , � ′(k). As
� ′(r + 1),… , � ′(k) are distinct (since Ar indexes k − r distinct unit vectors e⊤j ), there is a unique

permutation � that sends � ′(r + 1),… , � ′(k) to � ′′(r + 1),… , � ′′(k).
Altogether, we have shown that indeed there is a unique choice of the random bits used by the algo-

rithm that yield � ′′(1), � ′′(2),… , � ′′(k).�is is sufficient.

We also derive the following corollary from the proof.

Corollary 5.4. Suppose that k > ℎ + 2 and let u ∈ (ℤ/qℤ)ℎ. Let K ⊆ [k] be such that |K | ≤ k − ℎ − 2.�en,

if (�(1), �(2),… , �(k)) ∼ Unif(PreimageV (u)), it holds that

(�(j))j∈K is uniform over [ℎq]|K |.
Proof. Due to symmetry, it is enough to consider K = {1, 2,… , k−ℎ−2}.Note, however, that in Algorithm 2,

during the first k−ℎ−2, only case 3 is invoked. �is is true since |Ar | ≤ ℎ ≤ k− r−2whenever r ≤ k−ℎ−2.
Hence, �(1), �(2),… , �(k − ℎ − 2) are uniform over [ℎq]k−ℎ−2.
5.1.2 Computing Preimage Sizes: Proof of Lemma 2.3

We next proof Lemma 2.3, restated below. V and PreimageV (b) are as in the previous section.

Lemma (Restatement of Lemma 2.3). �ere exists an algorithm, Algorithm 3, which on input k and b ∈

(ℤ/qℤ)ℎ, outputs |PreimageV (b)|.�e algorithm runs in time poly(k, ℎ, log q).

Again, the algorithm clearly works in time poly(k, ℎ, log q). We proceed to correctness. We claim that

f (t, r) computes exactly |||{�(1), �(2),… , �(r) ∈ [ℎq]r
||| r∑
j=1

V�(j),∶ = �}|||
where � ∈ (ℤ/qℤ)ℎ is an arbitrary vector with t non-zero coordinates.

We first need to show that this quantity is indeed well-defined.

Lemma 5.5. Suppose that �1, �2 ∈ (ℤ/qℤ)ℎ are two vectors both of which have exactly t non-zero coordinates.
�en,

|||{�(1), �(2),… , �(r) ∈ [ℎq]r
||| r∑
j=1

V�(j),∶ = �1}||| = |||{�(1), �(2),… , �(r) ∈ [ℎq]r
||| r∑
j=1

V�(j),∶ = �2}|||.
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Algorithm 3 Computing |PreimageV (b)|.
Parameters: k, ℎ such that k > s.
Input: b ∈ (ℤ/qℤ)ℎ.
Preprocessing: Compute Δ = |{m ∈ [ℎ] ∶ bm ≠ 0}|.
Initialize: Array f indexed by {−1, 0, 1, 2,… , ℎ, ℎ + 1} × {0, 1, 2,… , k} where f [0, 0] = 1 and

all other values are equal to 0.
Procedure:

For r = 1 to k ∶
For t = 0 to ℎ ∶

Compute f (t, r) = t × f (t − 1, r − 1) + (ℎ + t(q − 2)) × f (t, r − 1) + (ℎ − t)(q − 1) × f (t + 1, r − 1).
Return f (Δ, k).

Proof. Let

�1 = t∑
�=1

j1� × e⊤�(1,�), �2 = t∑
�=1

j2� × e⊤�(2,�),
where ju� ∈ (ℤ/qℤ)\{0} are the non-zero coefficients and �(u, �) ∈ [ℎ] are the corresponding coordinates.

We construct the following bijection between PreimageV (�1) and PreimageV (�2).
Take some (�(1), �(2),… , �(k)) ∈ PreimageV (�1). Suppose that �(i) corresponds to the vector ie⊤mi

. Now,
define � ′(i) as follows:

1. If mi ∉ {�(1, 1), �(1, 2),… , �(1, t)}, then � ′(i) ∶= �(i).
2. If mi = �(1, �) for some � and mj ≠ mi for any j < i, then define � ′(i) as the index corresponding to

(i + j
2
� − j

1
� ) × e

⊤
�(2,�).

3. If mi = �(1, �) for some � and there exists some j < i such thatmj = mi, then define � ′(i) as the index
corresponding to i × e

⊤
�(2,�).

One can trivially check that (� ′(1), � ′(2), … , � ′(k)) ∈ PreimageV (�2) and the constructed map � ⟶ � ′ is a
bijection between PreimageV (�1) and PreimageV (�2).

With this in mind,
|||{�(1), �(2), … , �(r) ∈ [ℎq]r

||| ∑r
j=1 V�(j),∶ = �}||| where � ∈ (ℤ/qℤ)ℎ is an arbitrary

vector with t non-zero coordinates is a well-defined quantity. Now, we can show by induction on r that
f (t, r) computes this quantity. �e base case r = 0 is clear. Now, we proceed to induction. Take any� ∈ (ℤ/qℤ)ℎ with t non-zero coordinates and

�(1), �(2),… , �(r) ∈ [ℎq]r such that
r∑
j=1

V�(j),∶ = �.
Consider �(r).�ere are 4 different possibilities:

1. If V�(r),∶ = 0, 0,… , 0
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

r

. �ere are ℎ such choices for �(r). For each of them, note that ∑r−1
j=1 V�(j),∶ = �.

By induction, there are f (t, r − 1) for �(1), �(2),… , �(r − 1).
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2. V�(r),∶ is a unit vector with support disjoint from �. Note that since � has support of size t, there areℎ − t choices for the location of the non-zero coordinate of V�(r),∶ and q − 1 choices for its value. For
each of these (q−1)(ℎ− t) choices,∑r−1

j=1 V�(j),∶ has support of size t+1.Hence, there are f (t+1, r−1)
ways to choose �(1), �(2),… , �(r − 1).

3. V�(r),∶ = me⊤j is a unit vector such that j is in the support of �, but �j ≠ m. �ere are t choices for

j and, for each of them, q − 2 choices for m. Furthermore, ∑r−1
j=1 V�(j),∶ has support of size t. Hence,

there are f (t, r − 1) ways to choose �(1), �(2),… , �(r − 1).

4. V�(r),∶ = me⊤j is a unit vector such that j is in the support of � and �j = m.�ere are t choices for j

and for each, a unique choice for m. Furthermore,∑r−1
j=1 V�(j),∶ has support of size t − 1. Hence, there

are f (t − 1, r − 1) ways to choose �(1), �(2),… , �(r − 1).

Combining all four cases, we conclude that indeed

f (t, r) = ℎ × f (t, r − 1) + (ℎ − t)(q − 1) × f (t + 1, r − 1) + t(q − 2) × f (t, r − 1) + t × f (t − 1, r − 1)

= t × f (t − 1, r − 1) + (ℎ + t(q − 2)) × f (t, r − 1) + (ℎ − t)(q − 1) × f (t + 1, r − 1).

5.1.3 Uniformity of Preimage Size: Proof of Lemma 2.2

We next proof Lemma 2.2, restated below.

Lemma (Restatement of Lemma 2.2). Suppose that k ≥ 4ℎ(log ℎ+ log q + log(1/ )) where  ∈ (0, 1) is any
real number. �en, for each u ∈ (ℤ/qℤ)ℎ,

(1 −  )(ℎq)k

qℎ
≤ |PreimageV (u)| ≤ (1 +  )(ℎq)k

qℎ
.

We will rephrase Lemma 2.2 in terms of a random walk over (ℤ/qℤ)ℎ. At each time step j , the walk
chooses a uniformly random direction e⊤i and uniformly random m ∈ ℤ/qℤ and takes a step of length

m in direction e⊤i . �is corresponds to �(j) = V�(j),∶ = me⊤i = Vmℎ+i,∶. Our goal is to show the following

point-wise convergence of the random walk.

Lemma 5.6. Consider the following random walk over (ℤ/qℤ)ℎ starting at x0 = (0, 0,… , 0). At each step j ,
a uniformly random i ∈ [ℎ] and m ∈ {0, 1, 2,… , q − 1} are drawn. �en, xj = xj−1 + mei.

Suppose that k ≥ 4ℎ(log ℎ+log q+log(1/ ))where  ∈ (0, 1) is any number. �en, for each u ∈ (ℤ/qℤ)ℎ,
1 −  

qℎ
≤ IP[xk = u] ≤ 1 +  

qℎ
.

Proof. Denote by i1, i2,… , ik the respective draws of i in the random walk.

Lower Bound. Notice that conditioned on the fact that {i1, i2,… , ik} = [ℎ], xk is uniform over (ℤ/qℤ)ℎ.
�is is true since to each coordinate, we have added (at least once) a uniform element from (ℤ/qℤ)ℎ.
Hence,

IP[xk = u] ≥ 1

qℎ
IP[{i1, i2,… , ik} = [ℎ]].
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Now, we bound the right-hand side as follows.

IP[{i1, i2,… , ik} = [ℎ]] ≥ 1 − ∑
i∈[ℎ]

IP[i ∉ {i1, i2,… , ik}]
= 1 − ℎ × IP[1 ∉ {i1, i2,… , ik}] = 1 − ℎ ×

k∏
j=1

IP[ij ≠ 1]

= 1 − ℎ × (1 − 1/ℎ)k ≥ 1 − ℎ × (1 − 1/ℎ)2ℎ(log ℎ+log 
−1)

≥ 1 − ℎ × e−(log ℎ+log 
−1) = 1 −  .

Upper Bound. Suppose that u has support A = {i ∈ [ℎ] ∶ ui ≠ 0}. Hence, A ⊆ {i1, i2,… , ik}. It follows that

IP[xk = u] = ∑
B⊆[ℎ] ∶ A⊆B IP[xk = u|{i1, i2,… , ik} = B] × IP[{i1, i2,… , ik} = B].

Now, observe that if A ⊆ B = {i1, i2,… , ik}, then xk |B ∼ Unif((ℤ/qℤ)|B|). Furthermore, over the complement,

we have xk |[ℎ]\B = 0.�us, IP[xk = u|{i1, i2,… , ik} = B] = 1/q |B| as the values on {i1, i2,… , ik} should match.

On the other hand,

IP[{i1, i2,… , ik} = B] ≤ ( |B|
ℎ
)k

since each ij needs to be in the set B. Altogether,

IP[xk = u] = ∑
B⊆[ℎ] ∶ A⊆B

1

q |B| ( |B|ℎ )k ≤ ∑
B⊆[ℎ]

1

q |B| ( |B|ℎ )k = ℎ∑
t=0

(ℎt) 1

qt
( t
ℎ
)k = 1

qℎ
+

ℎ−1∑
t=1

(ℎt) 1

qt
( t
ℎ
)k .

To bound the last expression, we will first show that t ⟶ (ℎt) 1
q t ( tℎ)k is increasing on {1,… , ℎ − 1}.

Indeed, this is equivalent to

(ℎt) 1

qt
( t
ℎ
)k ≤ ( ℎ

t + 1) 1

qt+1
( t + 1

ℎ
)k ⟺

q ≤ ( t + 1
t

)k × ( ℎ
t+1)(ℎt) ⟺

q × (t + 1)/(ℎ − t) ≤ ( t + 1
t

)k
As t ∈ {1, 2,… , ℎ−1}, it is enough to show that qℎ ≤ (1+ 1/ℎ)k .�is follows immediately as k ≥ 4ℎ(log ℎ+
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log q). Altogether,

IP[xk = u] ≤ 1

qℎ
+

ℎ−1∑
t=1

(ℎt) 1

qt
( t
ℎ
)k

≤
1

qℎ
+ (ℎ − 1)( ℎ

ℎ − 1) 1

qℎ−1
(ℎ − 1

ℎ
)k

=
1

qℎ(1 + qℎ(ℎ − 1)(ℎ − 1ℎ )k)
≤

1

qℎ(1 + qℎ(ℎ − 1)(ℎ − 1ℎ )4ℎ(logℎ+log q+log(1/ )))
≤

1

qℎ
(1 + qℎ(ℎ − 1)e−2 log ℎq/ ) ≤ 1 +  

qℎ
.

5.1.4 Full Rank of Sentence-Decoding Matrix

Our last step will be to show that our sentence-decoding matrix G is full rank, which is needed for the

search reduction. Recall (cf. (5)) that G ∈ (ℤ/qℤ)n×L was defined by indexing rows by (�1,… , �t) ∈ [ℎq]
t

and each row is defined as G(�1,�2,…,�t),∶ = (V�1 ,∶, V�2 ,∶,… , V�t ,∶).
Lemma 5.7. �e matrix G ∈ (ℤ/qℤ)n×L defined as above is of rank L.
Proof. We simply show that IL is a submatrix of G. Indeed, note that for any u ∈ [L], where u = u1ℎ + u2
for 0 ≤ u1 ≤ t − 1, 1 ≤ u2 ≤ ℎ,

G1, 1,… , 1
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

u1

,u2,1, 1,… , 1
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

t−u1−1

,∶ = 0, 0,… , 0
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
u1ℎ+u2−1

, 1, 0, 0… , 0
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟
tℎ−u1ℎ−u2

.

5.2 Word Decoding

Now, we show how to decode a single b ∼ Unif((ℤ/qℤ)ℎ) using a good word-decoding matrix.

Algorithm 4Word Decoding

Parameters: k, ℎ.

Input: b ∈ (ℤ/qℤ)ℎ.
Procedure:

1. Compute |PreimageV (b)| using Algorithm 3.

2. Output FAIL with probability 1 −
|PreimageV (b)|
(1+(ℎt)−2)(ℎq)k

qℎ

and terminate.

3. Output a uniformly random (�(1), �(2),… , �(k)) from PreimageV (b) using Algorithm 2.

Lemma 5.8. Suppose that k ≥ 4ℎ(log ℎ + log q + 2 log(ℎt)).�en, Algorithm 4 satisfies the following
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1. Given b ∈ (ℤ/qℤ)ℎ, it runs in time poly(k, ℎ) and either outputs FAIL or outputs a k-tuple
(�(1), �(2),… , �(k)) ∈ [ℎq]k such that∑k

i=1 v�(i) = b⊤. Furthermore, it outputs FAIL with probability at

most 2 × (ℎt)−2.
2. If b ∼ Unif((ℤ/qℤ)L), conditioned on Algorithm 4 not failing, its output (�(1), �(2),… , �(k)) is dis-

tributed uniformly on [ℎq]k.

Proof. �e running time is poly(ℎ, k) by Lemmas 2.1 and 2.3. �e property ∑k
i=1 v�(i) = b⊤ follows by

definition of PreimageV (b).

By Lemma 2.2 for  = (ℎt)−2, the failure probability is at most 1 −
(1−(ℎt)−2)(ℎq)k

qℎ

(1+(ℎt)−2)(ℎq)k

qℎ

= 1 − 1−(ℎt)−21+(ℎt)−2 ≤ 2(ℎt)−2.
Note also that 1 −

|PreimageV (b)|
(1+(ℎt)−2)(ℎq)k

qℎ

≥ 0, so it is a well-defined probability.

Finally, we analyze the marginal distribution of the output for input b ∼ Unif((ℤ/qℤ)ℎ). For any fixed

(�̃(1), �̃(2),… , �̃(k)), we compute:

IP[output = (�̃(1), �̃(2),… , �̃(k))]

= IP[output = (�̃(1), �̃(2),… , �̃(k)), Algorithm does not fail at 2., b⊤ =
k∑

 =1 V�̃( ),∶]
= IP[output = (�̃(1), �̃(2),… , �̃(k))| Algorithm does not fail at 2., b⊤ =

k∑
 =1 V�̃( ),∶]×

× IP[Algorithm does not fail at 2.|b⊤ = k∑
 =1 V�̃( ),∶]×

× IP[b⊤ =
k∑

 =1 V�̃( ),∶]
=

1|PreimageV (b)| × |PreimageV (b)|(1+(ℎt)−2)(ℎq)k
qℎ

×
1

qℎ
=

1

(1 + (ℎt)−2)(ℎq)k .
So far, we used the facts that, conditioned on not failing, the algorithm outputs a uniform sample from

PreimageV (b).�ealgorithmdoes not fail with probability
|PreimageV (b)|
(1+(ℎt)−2)(ℎq)k

qℎ

. Finally, for any fixed (�̃(1), �̃(2),… , �̃(k)),

we have IP[b⊤ = ∑k
 =1 V�̃( ),∶] = 1/qℎ over b ∼ Unif((ℤ/qℤ)ℎ).

As the quantity 1(1+(ℎt)−2)(ℎq)k is uniform over all choices of (�̃(1),… , �̃(k)), the output distribution is

uniform over [ℎq]k .

5.3 Sentence Decoding

We can use the word-decoding primitive Algorithm 4 to decode sentences, and prove �eorem 4.2 as fol-

lows. As mentioned before, we first describe the case when  = 1k , i.e., the entries on the support are

deterministically 1. We handle general distributions in the next section.
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Algorithm 5 Binary Sentence Decoding

Parameters: ℎ, k, t.

Input: b ∈ (ℤ/qℤ)ℎt .
Procedure:

1. Split b into (b1, b2,… , bt) where bi ∈ (ℤ/qℤ)ℎ.
2. For j = 1, 2,… , t ∶

a. Run Algorithm 4 on input bj with parameters k, ℎ.
b. If Algorithm 4 outputs FAIL, output FAIL too and terminate.

c. Else, store the output (�j (1), �j (2),… , �j (k)) ∈ [ℎq]k.
3. Set �(i) = (�1(i), �2(i),… , �t (i)) ∈ [ℎq]t for 1 ≤ i ≤ k.
4. If there exist i1 ≠ i2 such that �(i1) = �(i2), output FAIL and terminate.

5. Else, output a ∈ (ℤ/qℤ)(ℎq)t such that a�(i) = 1 for 1 ≤ i ≤ k and aj = 0 for all other j .
�eorem 4.2 for the case of  = 1k directly follows from the following lemma.

Lemma 5.9. Suppose that k ≥ 4ℎ(log ℎ + log q + 2 log(ℎt)) and k = o(√n) = o((ℎq)t/2). �en Algorithm 5

satisfies the following

1. Given b ∈ (ℤ/qℤ)L, it runs in time poly(n) and either outputs FAIL or outputs a k-sparse a ∈ (ℤ/qℤ)n
such that a⊤G = b⊤. Furthermore, the algorithm outputs FAIL with probability at most 2/L + k2/n.

2. If b ∼ Unif((ℤ/qℤ)L), conditioned on Algorithm 5 not failing, its output a is distributed according to

randomsupport(n, k, 1k).
Proof. �e running time follows from Lemma 5.8 as in Step 2 there are t calls to Algorithm 4, each taking

time poly(k, ℎ) = poly(n) and all other steps can be implemented to run in this time as well. Conditioned

on not outpu�ing FAIL, by Step 4, the vector awe output is exactly k sparse. Further, using the guarantees
of Algorithm 4 (cf. Lemma 5.8) it holds that

a⊤G = k∑
i=1 G�(i),∶ =

k∑
i=1 (V�1(i),∶, V�2(i),∶,… , V�t (i),∶) = (b⊤1 , b⊤2 ,… , b⊤t ) = b⊤ .

By Lemma 5.8, each of the t iterations in Step 2 passes independently with probability at least 1 − 2 ×(ℎt)−2. By union bound, the algorithm does not terminate before step 3 with probability at least 1 − 2 ×
ℎ−2t−1 ≥ 1 − 2/L for any b. Conditioned on not terminating by Step 3, the final support indices are the

columns �(1), �(2),… , �(k) of the matrix

� = ⎛⎜⎜⎜⎜⎝
�1(1) �1(2) … �1(k)
�2(1) �2(2) … �2(k)

⋮
�t(1) �t(2) … �t(k)

⎞⎟⎟⎟⎟⎠
.

By Corollary 5.4, every two columns of this matrix are uniform independent over [ℎq]t . Hence, the proba-
bility that two given rows coincide is (1/ℎq)−t = 1/n. If k = o(√n), by union bound over all pairs, it follows
that the probability two rows coincide is at most k2/n = o(1).
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Lastly, if b ∼ Unif((ℤ/qℤ)ℎt), then b1, b2,… , bt
i.i.d.∼ Unif((ℤ/qℤ)ℎ).�us, by Lemma 5.8, the coordinates

of � are iid numbers distributed uniformly over [ℎq]. Conditioned on �(1), �(2),… , �(k) being pairwise

distinct, �(1), �(2),… , �(k) is a uniformly random subset of size k of [ℎq]t .
Remark 3. Both Algorithm 5 and Algorithm 1 are trivially parallelizable. In Algorithm 5, one can fully

parallelize the decoding of individual words. In Algorithm 1, one can fully parallelize the decoding of

separate samples.

5.4 �e Case of Arbitrary Distributions on the Support

Wenext describe how to prove�eorem 4.2 in the case of arbitrary distributions on the support. Our goal

is to implement a word-shi� transformation that takes a pair (a, b) such that a⊤G = b⊤, where a is uniform
over k-sparse binary vectors and produces a′ such that (a′)⊤G = b⊤ and a′ ∈ ℤ/qℤ has exactly k non-zero
values. �ese values are, furthermore, distributed according to  and independent of the location of the

support of a. Note that this would directly imply the result, by adding it a�er the last step in Algorithm 5.

Lemma 5.10. Let  be an arbitrary distribution on ((ℤ/qℤ)×)k from which we can sample in time sample.

�ere exists an algorithm (Algorithm 6 below) satisfying

1. Given � ∈ [ℎq]k, Algorithm 6 runs in time O(sample + poly(k, ℎ, t, log q)) and outputs � ′ ∈ [(ℎq)t]k and
� ∈ (ℤ/qℤ ⧵ {0})k such that

k∑
 =1 � ⋅ G� ′( ),∶ =

k∑
 =1G�( ),∶ .

2. If � ∼ Unif([(ℎq)t ]k), then � ′ ∼ Unif([(ℎq)t ]k), � ∼  and the two are independent.

Weuse the followingword-shi� operation. Recall thatwe can identify �j ( ) ∈ [ℎq]with (Δj ( ), �j ( )) ∈
[ℎ] × {0, 1, 2… , q − 1} via the transformation �j ( ) = ℎ ⋅ �j ( ) + Δj ( ).

Definition 4 (Word-Shi� Transformation). Let � = (�(1), �(2),… , �(k)) ∈ [(ℎq)t]k, where

�( ) = (�1( ), �2( ),… , �t ( )) ∈ [ℎq]
t . Given � ∈ ((ℤ/qℤ)×)k , define T�[�] ∈ [(ℎq)t]k as follows:

1. For each  ∈ [k] and j ∈ [t] and �j ( ) = (Δj ( ), �j ( )), define �
′
j ( ) = (Δj ( ), �

−1
 �j ( )), where

arithmetic in the second coordinate is (mod q). Note that �−1 is well-defined as it is a residue in

((ℤ/qℤ)×).
2. Let T�[�] be obtained by applying this transformation to all �j ( ).

Note that T� is bijective for every � since the operation performed on all �j ( ) is bijective. Further, it
can be computed in time poly(k, ℎ, log q) by doing the arithmetic over each of the k coordinates separately.
�e key property of the word-shi� operation is the following.

Observation 5.11. Recall G from Eq. (5). For any � ∈ [(ℎq)t]k, � ∈ (ℤ/qℤ ⧵ {0})k and � ′ = T�[�], it holds
that

k∑
 =1 � ⋅ G� ′( ),∶ =

k∑
 =1G�( ),∶ .
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Proof.

k∑
 =1 � ⋅ G� ′( ),∶ =

k∑
 =1 � G(� ′1( ),� ′2( ),…,� ′t ( )),∶

=
k∑

 =1 � (V� ′1( ),∶, V� ′2( ),∶, ,… , V� ′t ( ),∶)
=

k∑
 =1 � (VΔ1( )+ℎ�′1( ),∶, VΔ2( )+ℎ�′2( ),∶,… , VΔt ( )+ℎ�′t ( ),∶)

=
k∑

 =1 � (�′1( )e⊤Δ1( ), �′2( )e⊤Δ2( ),… , �′t ( )e
⊤
Δt ( ))

=
k∑

 =1
(� �′1( )e⊤Δ1( ), � �′2( )e⊤Δ2( ),… , � �

′
t ( )e

⊤
Δt ( ))

≡q k∑
 =1

(�1( )e⊤Δ1( ), �2( )e⊤Δ2( ),… , �t( )e
⊤
Δt ( ))

=
k∑

 =1
(VΔ1( )+ℎ�1( ), VΔ2( )+ℎ�2( ),… , VΔt ( )+ℎ�t( ))

=
k∑

 =1

(V�1( ),∶, V�2( ),∶,… , V�t ( ),∶)
=

k∑
 =1G�( ),∶.

�is immediately implies that the following algorithm satisfies the first property of Lemma 5.10 (the

run time follows since we can sample from  in time sample).

Algorithm 6 Fixing Distribution on Support of Rows

Parameters: A distribution over (ℤ\{0})k .
Input: � ∈ [(ℎq)t)]k

Procedure:

1. Sample � ∼ .

2. Output � ′ = T�[�].

It remains to show that the distributions are transformed correctly. Assume � = (�(1),… , �(k)) ∼

Unif([(ℎq)t]k). Note that � ∼  by construction. Hence, the distribution on the support is correct. Now,
we need to show that � ′ ∼ Unif([(ℎq)t ]k) as well and that it is independent from �. �is follows since � is
independent from � and the operation T� is a bijection.

ModifyingAlgorithm 5 andproof of�eorem 4.2 WechangeAlgorithm 5 as follows: Let � ∈ [(ℎq)t]k

be the k-tuple computed in Step 3 and suppose that the algorithmdoes not terminateon Step 4. RunAlgorithm 6
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with input � and let � and � ′ be its output. In Step 5, output instead a ∈ (ℤ/qℤ)(ℎq)t such that a� ′( ) = � 
for 1 ≤  ≤ k and 0 otherwise.

Combining the first parts of Lemmas 5.9 and 5.10 it follows that thismodification runs in timeO(sample+

poly(k, ℎ, t, log q)) and its output a is k-sparse and satisfies a⊤G = b⊤. From the proof of Lemma 5.9 we know

that if the input b ∼ Unif((ℤ/qℤ)L), then � ∼ Unif[(ℎq)t]k. By Lemma 5.10 it follows that � ′ ∼ Unif[(ℎq)t]k

as well, � ∼  and the two are independent. It follows that the support of a has size exactly k and is uni-

formly at random and independent of �. On its support it takes values �, thus, a ∼ randomsupport(n, k,).
Note that probability of failure is the same as in the binary case as the additional word-shi�ing operation

never fails.

With this, the proof of �eorem 4.2 is complete.

5.5 Variable Support Sizes

In certain applications, one might be interested in sparse noisy linear equations where the support size

varies between different samples. �is, for example, is the case in the instance of [JLS24] since the dis-

tribution of entries on the k selected coordinates is Unif(ℤ/qℤ) and, hence, some entries might be zero.

Similarly, one may consider the “binomial sparsity” se�ing of LPN where each entry is independently 1

with probability k/n.
�ere is a simple reduction from the variable-size support to the fixed-size support se�ing by keeping

only the most frequent support size, thus losing at most a 1/n fraction of the samples. Yet, a reduction in

opposite direction seems less trivial.

Nevertheless, our reduction can also easily accommodate the se�ing of supports of varying size. Specif-

ically, suppose that is some distribution over {0, 1, 2,… n} and (i)
n
i=0 is a family of distributions of values

on the support, where i is a distribution over ((ℤ/qℤ)×)i.�en, the respective problem denoted by

NLE(modulus = q,Dcoeff = randomsupport(n,, (i)
n
i=0),Derror)

with m samples is defined as follows. Independently for each i ∈ [m], one first draws ki ∼ , then draws a

uniformly random set of ki distinct indices j1, j2,… , jki ∈ [n].�en, draws � ∼ ki , � ∈ ((ℤ/qℤ)×)ki and sets
a ∈ (ℤ/qℤ)n such that aj� = �� for each � ∈ [ki] and a� = 0 otherwise. �en, one draws s ∼ Unif((ℤ/qℤ)n).
Finally, one draws an error ei ∼ Derror(⟨ai, s⟩) and computes the sample (ai, yi) where yi = ⟨ai, s⟩ + ei.
�e corresponding H0 model is defined similarly by drawing the samples ai as described and the labels

y1, y2,… , ym
i.i.d.
∼ Unif(ℤ/qℤ)�e public matrix and labels are (A, y).

How to Modify Our Reduction. We modify our reduction to accommodate for varying support sizes
as follows: Suppose that the distribution of support sizes iswhere with probability 1−�with � = o(1/m)
the support size is at least kmin and at most o(

√
n).�en, for each sample bi, we first draw ki ∼  and then

use the word-decoding and sentence-decoding procedures for ki. Note that if the conditions of our main

primitives Lemmas 2.1 to 2.3 hold for kmin, hey also hold for any k ≥ kmin.With high probability, we never

see ki < kmin or ki = Ω(
√
n).We illustrate with two examples.

Example 1: �e setting of binomial support. Suppose that  = Binomial(k/n, n). �is is the se�ing

in which each entry is independently in the support with probability k/n. If k = !(log n),�en, by simple

Chernoff bound, with probability 1− 2 exp(−k/12), it is the case that k′ ∼  satisfies k′ ∈ [k/2, 2k].Hence,
one can get a high-probability reduction for m = o(exp(k/12)) samples.
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Note that up to the factor 12 in the exponent, this behaviour is tight. Specifically, in the case of binomial

support with probability k(1 − k/n)n−1 = exp(−Θ(k)), a sample has a single non-zero coordinate. �us,

with poly(n) × exp(Θ(k)) = exp(O(k)) samples, for each i ∈ [n], there exist poly(n) samples aj such that aj
has i as its unique non-zero coordinate. �is makes detection and search trivial.

Example 2: �e setting of [JLS24]. Similarly, in the set-up of [JLS24], the authors study sparse ai with
uniform “support” of size k, inwhich each value on the “support” is distributed asUnif(ℤ/qℤ). Equivalently,
when q is a prime, this is the distribution randomsupport(n,, (i)

k
i=0) in which k ∼  is distributed as

Binomial(1 − 1/q, k) and i = Unif((ℤ/qℤ)\{0})i) = Unif(((ℤ/qℤ)×)i).
Again, note that with probability k(1 − 1/q)(1/q)k = exp(−Θ(k log q)), a sample has a single non-

zero coordinate. �us, the largest number of samples for which one may expect computational hardness

is exp(O(k log q)). At the same time, with probability 1 − 2 exp(−Ω(k log q)), k′ ∼ , it is the case that

k′ ∈ [k/2, k].�is shows that our reduction is tight up to the exact constant in the exponent.

5.6 Decision, Search, and Refutation in Our Reduction

We now show that solving one of the decision, search, refutation problems on the sparse instance solves

the same problem on the dense instance. We begin by noting that with high probability our reduction
preserves almost all of the input samples.

Lemma 5.12. Suppose that the input to Algorithm 1 consists ofm samples {(bi, yi)}
m
i=1 such that bi ∈ (ℤ/qℤ)L, yi ∈ℤ/qℤ. Let the number of samples in the output be m1. �en, with probability at least 1 − exp(−2mL−2),

m1 ≥ m(1 − 3/L − k2/n).

Proof. For each sample bi, let Xi be the indicator that Algorithm 5 does not fail on input bi. �e variables

X1, X2,… , Xm are independent Bernoulli random variables with Xi ∼ Bernoulli(pi) for pi ≥ 1 − 2/L −
k2/n by Lemma 5.9. Hence, IE[∑Xi] ≥ m(1 − 2/L − k2/n). As each Xi is bounded in [0, 1], it is 1/4-
subgaussian. Hence,∑Xi is m/4-subgaussian and so it deviates from its mean by m/L with probability at

most exp((mL−1)2/(m/2)).

In order to reduce to a fixed-size se�ing, our reduction will simply fail if there are less than m1 ∶=⌊m(1 − 3/L − k2/n)⌋ successfully decoded samples and keep the first ⌊m(1 − 3/L − k2/n)⌋ samples in case

there are at least that many samples.

Decision. We observe that Algorithm 1 maps

H1 ∶ NLE(samples = m,modulus = q,Dcoeff = Unif((ℤ/qℤ)L),Derror)
to

H′1 ∶ NLE(samples = m1,modulus = q,Dcoeff = randomsupport(n, k,),Derror)
and

H0 ∶ b1, b2,… , bm
i.i.d.∼ Unif((ℤ/qℤ)L), y1, y2,… , ym

i.i.d.∼ Unif(ℤ/qℤ)
to

H′0 ∶ a1, a2,… , am1

i.i.d.∼ randomsupport(n, k,), y1, y2,… , ym1

i.i.d.∼ Unif(ℤ/qℤ).
Indeed, by �eorem 4.2, a sample bi ∼ Unif(ℤL

q ) is mapped to a sample ai ∼ randomsupport(n, k,). Hence,
the distribution of the samples is correct both under H0,H1.We need to also analyze the labels.
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In the H0 case, we have that y ∶= (y1, y2,… , ym) ∼ Unif(ℤm
q ) and is independent of b1, b2,… , bm. Let y

′ ∈ℤm1
q be the subset of labels corresponding to successfully decoded ai. As the success ofDecV is independent

of labels, the vector y′ is independent of a1, a2,… , am1 and uniform over ℤm1
q . Hence, so is y′ + Az. �us,

H0 is indeed mapped to H′0.
In the H1 case, yi = b⊤i s + ei = a⊤i Gs + ei = a⊤i (Gs) + ei. Hence, the final label vector y′ is A(Gs + z) + e′.

Again, note that each entry of e′ is independent from A and distributed according to Derror. Furthermore,

as z ∼ Unif((ℤ/qℤ)n), Gs + z ∼ Unif((ℤ/qℤ)n) and is independent of A, e. Hence, H1 is indeed mapped to

H′1.We record these observations as follows:

Corollary 5.13 (Testing Reduction). Assume that the conditions in Parameter Relation 1 hold and let 

be an arbitrary distribution over ((ℤ/qℤ)×)k from which we can sample in time sample. Suppose that there

exists an algorithm which solves in time  with advantage � the following sparse testing problem with m1 ∶=⌊m(1 − 3/L − k2/n)⌋ samples:

H′0 ∶ a1, a2,… , am1

i.i.d.∼ randomsupport(n, k,), y1, y2,… , ym
i.i.d.∼ Unif(ℤ/qℤ),

H′1 ∶ NLE(samples = m1,modulus = q,Dcoeff = randomsupport(n, k,),Derror).
�en, there exists an algorithm which solves in time  + poly(n, m, sample) with advantage � − exp(−2mL−2)
the following standard testing problem with m samples:

H0 ∶ b1, b2,… , bm
i.i.d.∼ Unif((ℤ/qℤ)L), y1, y2,… , ym

i.i.d.∼ Unif(ℤ/qℤ),
H1 ∶ NLE(samples = m,modulus = q,Dcoeff = Unif((ℤ/qℤ)L),Derror).

Search. As in the case of testing, H1 is mapped to H′1 with the new secret s′ = Gs+ z.Note, however, that
z is chosen by the reduction Algorithm 1 and is, hence, known. �erefore, if one finds s′ = Gs + z, one can
infer Gs. Finally, as G is full rank according to Lemma 5.7, one can infer s from Gs.We record as follows:

Corollary 5.14 (Search Reduction). Assume that the conditions in Parameter Relation 1 hold and let  be

an arbitrary distribution over ((ℤ/qℤ)×)k from which we can sample in time sample. Suppose that there exists

an algorithm which solves in time  with success probability p the following sparse search problem with

m1 ∶= ⌊m(1 − 3/L − k2/n)⌋ samples:

NLE(samples = m1,modulus = q,Dcoeff = randomsupport(n, k,),Derror).
�en, there exists an algorithm which solves in time  + poly(n, m, sample) with probability p − exp(−2mL−2)
the following standard search problem with m samples:

NLE(samples = m,modulus = q,Dcoeff = Unif((ℤ/qℤ)L),Derror).

Refutation. Finally, consider the refutation problem Definition 3. Observe that for any b that is success-
fully decoded into a such that b⊤ = a⊤G, any y ∈ ℤ/qℤ and any s ∈ (ℤ/qℤ)L, it is the case that

�(b⊤s − y) = �(a⊤Gs − y) = �(a⊤(Gs + z) − (y + a⊤z)).
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In particular, this means that for any fixed secret s, the transformation between dense and sparse linear

equations preserves the weight �(⋅). As �(⋅) takes values in [0, 1], this means that if a1, a2,… , am1 are the

output sparse vectors and y′1, y
′
2,… , y′m1

the corresponding output labels, for any secret s,

(m − m1) +
m1∑
i=1

�(a⊤i (Gs + z) − y′i ) ≥ m∑
i=1

�(b⊤i s − yi) ≥
m1∑
i=1

�(a⊤i (Gs + z) − y′i ).
Recalling that m1 = ⌊m(1 − 3/L − k2/n)⌋,

4/L + 2k2/n +
1

m1

m1∑
i=1

�(a⊤i (Gs + z) − y′i ) ≥ (1 + 4/L + 2k2/n)
1

m

m∑
i=1

�(b⊤i s − yi)

≥
1

m1

m1∑
i=1

�(a⊤i (Gs + z) − y′i ).
In particular, thismeans that a �-APPROXIMATELYSATISFIABLE instance ismapped to a �(1+4/L+2k2/n)-
APPROXIMATELY SATISFIABLE instance whenever Algorithm 1 produces at leastm1 samples, which hap-

pens with probability at least 1 − exp(−2mL−2).
Furthermore, a random dense instance H0 is mapped to a random sparse instance H′0 withm1 = ⌊m(1−

3/L − k2/n)⌋ samples with probability at least 1 − exp(−2mL−2). Again, if the starting dense instance is

Δ-UNSATISFIABLE, then the target sparse dense instance is (Δ + 4/L + 2k2/n)-UNSATISFIABLE.
Altogether, this means that under a very small blow-up of parameters, one can use a refutation al-

gorithm for the sparse instance combined with our reduction to refute the dense instance (outpu�ing

APPROXIMATELY SATISFIABLE whenever Algorithm 1 fails to produce m1 samples).

Corollary 5.15 (Refutation Reduction). Assume that the conditions in Parameter Relation 1 hold and let 

be an arbitrary distribution over ((ℤ/qℤ)×)k from which we can sample in time sample. Suppose that there

exists an algorithm which (�, �,Δ, p)-refutes in time  the following sparse random instance with m1 ∶=⌊m(1 − 3/L − k2/n)⌋ samples:

a1, a2,… , am1

i.i.d.∼ randomsupport(n, k,), y1, y2,… , ym
i.i.d.∼ Unif(ℤ/qℤ).

�en, there exists an algorithm which (�, �(1 − 3/L − 2k2/n), Δ + 3/L + 2k2/n, p − exp(−2mL−2))-refutes in
time  + poly(n, m, sample) the following standard random instance with m samples:

b1, b2,… , bm
i.i.d.
∼ Unif((ℤ/qℤ)L), y1, y2,… , ym

i.i.d.
∼ Unif(ℤ/qℤ).

6 Certain Parameter Instantiations

Recall thatwe denote the time to produce a sample from by sample. Our reductionsCorollaries 5.13 to 5.15

run in time  = poly(n, m, sample). We will assume that sample = poly(n), so the entire reduction runs in

time poly(n, m). Hence, they imply hardness only if we assume that the starting standard (dense) problem

is hard in time poly(n). We show how to choose our parameters based on standard assumptions about how

much time is needed for the dense problem. Recall that they need to satisfy Parameter Relation 1, restated

below.
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Parameter Relation (Restatement of Parameter Relation 1). Let L, q, n, k, m, ℎ, t ∈ ℕ are such that

1. n = (ℎq)t , L = ℎt.

2. k ≥ 4ℎ(log ℎ + log q + 2 log(ℎt)) and k = o(
√
n).

In these parameter relations, t = log n
log ℎ+log q and L =

ℎ log n
log ℎ+log q . As the assumed hardness of standard

problems increases with the dimension L, we will aim to choose the largest L possible. Clearly, ℎ ⟶
ℎ log n

log ℎ+log q is increasing, so we will try to choose the largest ℎ possible that satisfies Parameter Relation 1.

In LPN, we have q = 2 and in LWE, a typical se�ing is q = LO(1) = (ℎt)O(1). We show that we can

choose the following dimension in that case.

Observation 6.1. If q ≤ L� for some absolute constant �, we can choose

L = Θ( k log n

log k(log k + log log n)).
Proof. In that case the inequality k ≥ 4ℎ(log ℎ+log q+2 log(ℎt)) is satisfied if k ≥ (5�+5)(ℎ log ℎ+ℎ log t) =
Θ(ℎ log ℎ + ℎ log t).

Choose ℎ = ⌈ k
((5�+5))2(log k+log log n) ⌉. Hence, t = log n

log ℎ = Θ(
log n
log k ).�us,

4ℎ(log ℎ + log q + 2(log ℎt)) ≤ (5� + 5)(ℎ log ℎ + ℎ log t)

≤ (5� + 5)⌈ k

(5� + 5)2(log k + log log n)
⌉ log k

+ (5� + 5)⌈ k

(5� + 5)2(log k + log log n)
⌉ log log n ≤ k.

It follows that L = ℎt = Θ(
k log n

log k(log k+log log n)).

Corollary 6.2 (Exponential Hardness of LWE). Assume (LWE A1): standard testing (respectively, search,

refutation) for

LWE(samples = m,modulus = q,Dcoeff = Unif(ℤL
q ),D

error)

is hard to solve with advantage p (respectively, probability of success) in time 2o(L) with access to m samples

for some q = LO(1).
Let k, n be such that k = !((log log n)(log log log n)), k = o(

√
n). Let be any distribution over ((ℤ/qℤ)×)k

from which we can sample in poly(n) time.

�en, testing (respectively, search and refutation) for

LWE(samples = m1,modulus = q,Dcoeff = randomsupport(n, k,),Derror)

is hard to solvewith advantage (respectively, probability of success) p+exp(−m/(k log n)2) in time 2o(
k log n

log k(log k+log log n) )

with access to m1 = m(1 − O(1/k + k2/n)) samples for q = (k log n)O(1).

Proof. In Observation 6.1, L = Θ( k log n
log k(log k+log log n)).We need 2L = !(poly(n)) for the assumed hardness to

be stronger than the time of the reduction. �is yields L = !(log n) or k = !((log log n)(log log log n)).
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Corollary 6.3 (Near-Exponential Hardness of LPN). Assume (LPN A1): standard testing (respectively,

search, refutation) for

LPN(samples = m,modulus = 2,Dcoeff = Unif(ℤL
2),D

error)

is hard to solve with advantage p (respectively, probability of success) in time 2o(L/ log L) with access to m
samples.

Let k, n be such that k = !((log log n)2(log log log n)), k = o(
√
n).

�en, testing (respectively, search and refutation) for

LPN(samples = m1,modulus = 2,Dcoeff = randomsupport(n, k, 1k),Derror)

is hard to solvewith advantage (respectively, probability of success) p+exp(−m/(k log n)2) in time 2
o( k log n

log k(log k+log log n)2
)

with access to m1 = m(1 − O(1/k + k2/n)) samples.

Proof. In Observation 6.1, L/ log L = Θ( k log n
log k(log k+log log n)2).

Corollary 6.4 (Sub-Exponential Hardness of LPN/LWE). Assume (LPN A2) or (LWE A2): standard test-

ing (respectively, search, refutation) for

LPN(samples = m,modulus = 2,Dcoeff = Unif(ℤL
2),D

error)

(respectively, LWE for q = LO(1)) is hard to solve with advantage p (respectively, probability of success) in time

2L
1−�

with access to m samples.

Let k, n be such that k = !((log n)�/(1−�)(log log n)2), k = o(
√
n). Let be any distribution over ((ℤ/qℤ)×)k

from which we can sample in poly(n) time.

�en, testing (respectively, search and refutation), for

LPN(samples = m1,modulus = 2,Dcoeff = randomsupport(n, k,),Derror)

(respectively, LWE with q = (k log n)O(1)) is hard to solve in time 2
o( k1−� (log n)1−�

(log k)1−� (log k+log log n)1−�
)
with m1 = m(1 −

O(1/k + k2/n)) samples and advantage p + exp(−m/(k log n)2).

Proof. In Observation 6.1, L1−� = Θ( k1−�(log n)1−�

(log k)1−�(log k+log log n)1−�).We need this quantity to be at least poly(n).

Hence, Θ( k1−�(log n)1−�

(log k)1−�(log k+log log n)1−�) = !(log n) which leads to

k = !((log n)�/(1−�)(log log n)2).

Corollary 6.5 (�asi-Polynomial Hardness of LPN/LWE). Assume (LPN A3) or (LWE A3): standard

testing (respectively, search, refutation) for

LPN(samples = m,modulus = 2,Dcoeff = Unif(ℤL
2),D

error)

(respectively, LWE for q = LO(1)) is hard to solve with advantage p (respectively, probability of success) in time

2(log L)
1+c

for some constant c > 0 with access to m samples.

Let k, n be such that k = exp(!((log n)1/(1+c))), k = o(
√
n). Let  be any distribution over ((ℤ/qℤ)×)k

from which we can sample in poly(n) time.
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�en, testing (respectively, search and refutation), for

LPN(samples = m1,modulus = 2,Dcoeff = randomsupport(n, k,),Derror)

(respectively, LWE with q = (k log n)O(1)) is hard to solve in time 2
o((log k)1+c) withm1 = m(1−O(1/k+k2/n))

samples and advantage p + exp(−m/(k log n)2).

Proof. In Observation 6.1, (log L)1+c = Θ((log k + log log n)1+c). We need this quantity to be !(log n).

Hence, Θ((log k + log log n)1+c) = !(log n) which leads to k = exp(!((log n)1/(1+c))).

7 Hardness of Noisy Tensor Completion

�eorem (Restatement of�eorem 4.4). �ere exist an algorithm running in time O(m log q)which on input

NLE(samples = m,modulus = q,Dcoeff = randomsupport(n, k, 1k),Derror = )

produces m uniformly and independently sampled entries from an order-k rank-2k−1 real noisy tensor T with

noise Δ. Furthermore, T ,Δ with high probability satisfy the following assumptions.

1. Incoherence: �e noiseless tensor is O(1)-incoherent.

2. Noise: �e noise Δ satisfies ‖Δ‖1/‖T ‖1 = O(�), where � ∶= IEe∼ [min(|e|, |q − e|)/q].
Further, the same algorithm maps m i.i.d. samples of the form (bi, yi) ∼ randomsupport(n, k, 1k) ×Unif(ℤ/qℤ)
tom uniformly and independently sampled entries from a tensor in which each entry is independent, has mean

o(1), and constant variance (assuming that q = !(1)).
We note that assuming hardness of the distinguishing problem for LWE, we obtain hardness for the

respective distinguishing problem for tensor completion and, hence, for Problem 1.

Our algorithm is simple andmimics the relationship between k-LPN and noisy k-XOR in the paragraph

on lower bounds in Section 3.5. It can be summarized succinctly as follows. For a complex number z, denote
by ℜ(z) its real part.
Algorithm 7 Reduction from Sparse Binary Noisy Linear Equations to Tensor Completion

Input: m samples (aj , yj = ⟨aj , s⟩ + ej )mj=1 from NLE(m, q, randomsupport(n, k, 1k),).
Procedure: For each j ∈ [m] ∶

1. Compute the support (t1j , t2j ,… , tkj ) of aj .
2. Compute ℜ(exp(2�iyj/q)).

Output:
{
(t1j , t

2
j ,… , tkj ), ℜ( exp(2�iyj/q))}m

j=1
.
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7.1 Analysis of the Reduction

�e Null Distribution. First consider the case when each sample is drawn from

randomsupport(n, k, 1k)×Unif(ℤ/qℤ). Clearly, all entries are independent and the indices (t1j ,… , tkj ) have the
correct distributions. Further, each tensor entry we output is distributed as cos(2� x

q ), where x is uniform
over ℤ/qℤ. Note that as q → ∞, the expectation converges to E�∼Unif([0,2�]) cos(�) = 0 (since the sum ap-

proximates this integral). It follows that the mean of each entry is oq(1), since q is growing with n, it is also
o(1) = on(1). An analogous argument shows that the variance is at least E�∼Unif([0,2�]) cos2(�)−o(1) = Ω(1).

From Sparse Binary LWE to Complex Tensors. �e main idea is that each ⟨ai, s⟩ is a sum of k uni-

formly random terms. �is is the same as the tensor, except that we take a sum instead of product. We can

fix this easily by taking the multiplicative group ℤ/qℤ rather than the additive, i.e. represent each st by
exp(2�ist/q). Now, complexify s by

z ∶= ( exp(2�is1q ), exp(2�is2q ),… , exp(2�isnq )).
�en,

exp(2�iyjq ) = exp(2�iq (ej + k∑
�=1

st�j ))) =
k∏
�=1

zt�j × exp(2�iejq ) .
Now, let Δt1j ,t2j ,…,tkj

∶= ∏k
�=1 zt�j × exp(2�iej/q) −∏k

�=1 zt�j . Note that

|ΔAj | = ||| k∏
�=1

zt�j × exp(2�iej/q) −
k∏
�=1

zt�j
|||

= | exp(2�iej/q) − 1| ≤ | cos(2�iej/q) − 1| + | sin(2�iej/q)| ≤ 4� × max(|ej |, |q − ej |)/q. (12)

Hence, under this transformation,
{((t1j , t2j ,… , tkj ), exp(2�iyj/q)

}m

j=1
exactly corresponds to the entries of

the noisy complex tensor of order k and rank 1 given by Tℂ ∶= z⊗k + Δ.

From a Complex Tensor to a Real Tensor. Allowing to blow-up the rank to 2k−1, we obtain a real

tensor by simply taking the real part. I.e., if z = u + iv, Δ = Ξ + iΨ, we have thatℜ(z⊗k + Δ) = ℜ((u + iv)⊗k + Ξ + iΨ)
= ∑

ℎ∈{0,1}k ∶ 1T ℎ≡0 (mod 2)(−1)
1T ℎ/2(u + ℎ1v) ⊗ (u + ℎ2v) ⊗⋯ ⊗ (u + ℎkv) + Ξ =∶ Tℝ . (13)

Our output will be {((t1j , t2j ,… , tkj ), (Tℝ)t1j ,t2j ,…,tkj )}m

j=1.
What is le� is to verify the incoherence and noise rate assumptions.

Assumption 1: Incoherence. Each ut , vt for 1 ≤ t ≤ n has the same distribution as cos(2� x
q ) (orsin(2� x

q ) respectively) for x ∼ Unif(ℤ/qℤ). Hence, using the same argument as for the null case, the

random variables u2t (respectively v2t ) are bounded and have mean Ω(1). �us, with exponentially high

probability, ‖u‖ = Θ(
√
n) and ‖v‖ = Θ(

√
n). Hence, the incoherence is O(1) with exponentially high proba-

bility.
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Assumption 2: Error Size. For each (t1j , t2j , … , tkj ), by Eq. (12),|Ξt1j ,t2j ,…,tkj | ≤ |Δt1j ,t2j ,…,tkj | ≤ 4� × max(|ej |, |q − ej |)/q.
Hence, a straightforward concentration argument shows that‖Δ‖1 = O(nk × IE

e∼[max(|e|, |q − e|)]) = O(nk�)

with high probability. At the same time, with high probability, ‖Tℝ‖1 = Θ(nk). Altogether, it follows that‖Δ‖1/‖Tℝ‖1 = O(�).

7.2 Extensions

Complex Tensors. We extract from our proof a reduction to complex tensor completion for Tℂ. Complex

tensor completion is analogously defined to the real tensor completion.

�eorem 7.1. �ere exist an algorithm running in time O(m log q) which on input

NLE(samples = m,modulus = q, sampledistribution = randomsupport(n, k, 1k), errordistribution = )

produces m iid sampled entries from an order-k rank-1 complex noisy tensor T with noise Δ. Furthermore, T ,Δ
with high probability satisfies the following assumptions:

1. Incoherence: �e tensor is O(1)-incoherent.

2. Noise: �e noise Δ satisfies ‖Δ‖1/‖T ‖1 = O(�), where � ∶= IEe∼ [min(|e|, |q − e|)/q].
Gaussianizing the Components. One can easily turn the components into jointly Gaussian. Namely,

one first samples independent Gaussians g, ℎ
i.i.d.∼  (0, In) in Algorithm 7. �e only difference is in the

output — it consists of the samples{(t1j , t2j ,… , tkj ), ℜ( exp(2�iyj/q) × k∏�=1 (gt�j + i × ℎt�j ))
}m

j=1.
�e rotational invariance of the Gaussian distribution shows that z̃ = ũ + ĩv, where ũ, ṽ

i.i.d.
∼  (0, In).

In particular, this means that:

• In the complex case, the single component is drawn from the standard complex Gaussian distribu-
tion.

• In the real case, each component is of the form ũ+ ℎṽ for ℎ ∈ {0, 1} where ũ, ṽ
i.i.d.
∼  (0, In).�us, the

components are jointly Gaussian.

�e noise assumption ‖Δ‖1/‖T ‖1 = O(�), continues to hold but the incoherence increases to O(
√
log n).

�is does not seem to have computational or information-theoretic implications.

Symmetrizing theComponents. In [BM16, LemmaA.2.], the authors show a black-box reduction from

a tensor-completion problem into a symmetric tensor completion problem in the case when k is odd with
only a 2k−1-factor blow-up in the dimension. A symmetric tensor is such that u1j = u2j = ⋯ = ukj ∀j . �is

reduction also applies to our se�ing.
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7.3 Implied Hardness

Hardness from Standard LWE: We can now immediately compose �eorem 4.4 with Corollaries 6.2,

6.4 and 6.5 to get hardness for Problem 1 and obtain the results in Section 4.4. We note that in the case of

LWE, ‖Δ‖1/‖T ‖1 = O(�) = O(√L/q) as in [Reg09].

Hardness from Standard LPN: In the case of LPN, we simply use the equivalence in Section 3.5 be-

tween noisy k-XOR and tensor-completion. Each entry of T is 1. Each entry of Δ is independently 0 with

probability 1/2 +  and ±2 with probability 1/2 − . Hence, each entry has absolute value 1 − 2 in expec-

tation. With high probability, the average of m entries is 1 − 2 + Õ(1/
√
m).
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[DMN12] Nico Dö�ling, Jörn Müller-�ade, and Anderson C. A. Nascimento. “IND-CCA Secure Cryp-

tography Based on a Variant of the LPN Problem”. In: Advances in Cryptology – ASIACRYPT

2012. Ed. by Xiaoyun Wang and Kazue Sako. Berlin, Heidelberg: Springer Berlin Heidelberg,

2012, pp. 485–503. isbn: 978-3-642-34961-4. doi: 10.1007/978-3-642-34961-430

(cit. on p. 3).

[DMW23] Abhishek Dhawan, Cheng Mao, and Alexander S. Wein. Detection of Dense Subhypergraphs

by Low-Degree Polynomials. 2023. arXiv: 2304.08135 [cs.DS] (cit. on p. 63).

[DV21] Amit Daniely and Gal Vardi. “From local pseudorandom generators to hardness of learning”.
In:Conference on Learning�eory. PMLR. 2021, pp. 1358–1394. url:https://proceedings.mlr.press/v134

(cit. on pp. 3, 28).

[Fei02] Uriel Feige. “Relations between average case complexity and approximation complexity”. In:

Proceedings of the �iry-Fourth Annual ACM Symposium on �eory of Computing. STOC ’02.
Montreal, �ebec, Canada: Association for Computing Machinery, 2002, pp. 534–543. isbn:

1581134959. doi: 10.1145/509907.509985 (cit. on pp. 3, 17).

[FGK+06] Vitaly Feldman, Parikshit Gopalan, Subhash Khot, and Ashok Kumar Ponnuswami. “New

results for learning noisy parities and halfspaces”. In: 2006 47th Annual IEEE Symposium on

Foundations of Computer Science (FOCS’06). IEEE. 2006, pp. 563–574. doi:10.1109/FOCS.2006.51

(cit. on pp. 16, 21).

[FKO06] Uriel Feige, JeongHanKim, and EranOfek. “Witnesses for non-satisfiability of dense random

3CNF formulas”. In: 2006 47th Annual IEEE Symposium on Foundations of Computer Science

(FOCS’06). 2006, pp. 497–508. doi: 10.1109/FOCS.2006.78 (cit. on p. 3).

[Gen09] Craig Gentry. “Fully homomorphic encryption using ideal la�ices”. In: Proceedings of the

Forty-First Annual ACM Symposium on �eory of Computing. STOC ’09. Bethesda, MD, USA:

Association for ComputingMachinery, 2009, pp. 169–178. isbn: 9781605585062. doi:10.1145/1536414.1536440
(cit. on p. 17).

56

https://proceedings.mlr.press/v178/diakonikolas22d.html
https://doi.org/10.5555/3600270.3600532
https://doi.org/10.5555/3618408.3618722
https://doi.org/10.1007/978-3-642-34961-4_30
https://arxiv.org/abs/2304.08135
https://proceedings.mlr.press/v134/daniely21a/daniely21a.pdf
https://doi.org/10.1145/509907.509985
https://doi.org/10.1109/FOCS.2006.51
https://doi.org/10.1109/FOCS.2006.78
https://doi.org/10.1145/1536414.1536440


[Gen10] Craig Gentry. “Toward Basing Fully Homomorphic Encryption onWorst-Case Hardness”. In:

Advances in Cryptology – CRYPTO 2010. Ed. by Tal Rabin. Berlin, Heidelberg: Springer Berlin

Heidelberg, 2010, pp. 116–137. isbn: 978-3-642-14623-7. doi:10.1007/978-3-642-14623-77

(cit. on p. 17).

[GHK+23] V. Guruswami, J. Hsieh, P. K. Kothari, and P. Manohar. “Efficient Algorithms for Semirandom

Planted CSPs at the Refutation�reshold”. In: 2023 IEEE 64th Annual Symposium on Founda-

tions of Computer Science (FOCS). Los Alamitos, CA, USA: IEEE Computer Society, Nov. 2023,

pp. 307–327. doi: 10.1109/FOCS57990.2023.00026 (cit. on p. 3).

[GKK+17] Surbhi Goel, Varun Kanade, Adam Klivans, and Justin�aler. “Reliably Learning the ReLU in

Polynomial Time”. In: Proceedings of the 2017 Conference on Learning �eory. Ed. by Satyen

Kale and Ohad Shamir. Vol. 65. Proceedings of Machine Learning Research. PMLR, July 2017,

pp. 1004–1042. url:https://proceedings.mlr.press/v65/goel17a.html

(cit. on pp. 16, 21).

[GKK19] Surbhi Goel, Sushrut Karmalkar, and Adam Klivans. “Time/accuracy tradeoffs for learning

a relu with respect to gaussian marginals”. In: Advances in neural information processing

systems 32 (2019). doi: 10.5555/3454287.3455057 (cit. on pp. 16, 21).

[GKL+21] Sumegha Garg, Pravesh K. Kothari, Pengda Liu, and Ran Raz. “Memory-sample lower bounds

for learning parity with noise”. English (US). In: Approximation, Randomization, and Com-

binatorial Optimization. Algorithms and Techniques, APPROX/RANDOM 2021. Ed. by Mary

Woo�ers and Laura Sanita. Leibniz International Proceedings in Informatics, LIPIcs. Ger-

many: Schloss Dagstuhl- Leibniz-Zentrum fur Informatik GmbH, Dagstuhl Publishing, Sept.

2021. doi: 10.4230/LIPIcs.APPROX/RANDOM.2021.60 (cit. on p. 22).

[GKM22] VenkatesanGuruswami, PraveshK. Kothari, and PeterManohar. “Algorithms and certificates

for Boolean CSP refutation: smoothed is no harder than random”. In: Proceedings of the 54th

Annual ACM SIGACT Symposium on �eory of Computing. STOC 2022. Rome, Italy: Associa-

tion forComputingMachinery, 2022, pp. 678–689. isbn: 9781450392648. doi:10.1145/3519935.3519955

(cit. on p. 3).

[GKP+10] Shafi Goldwasser, Yael TaumanKalai, Chris Peikert, and Vinod Vaikuntanathan. “Robustness

of the Learning with Errors Assumption”. In: Innovations in Computer Science - ICS 2010, Ts-

inghua University, Beijing, China, January 5-7, 2010. Proceedings. Ed. by AndrewChi-ChihYao.

Tsinghua University Press, 2010, pp. 230–240. url:http://conference.iiis.tsinghua.edu.cn/

(cit. on p. 21).

[Gri01] Dima Grigoriev. “Linear lower bound on degrees of Positivstellensatz calculus proofs for the

parity”. In:�eoretical Computer Science 259.1-2 (2001), pp. 613–622. doi:10.1016/S0304-3975(00)00157-

(cit. on p. 5).

[GRS08] Henri Gilbert, Ma�hew J. B. Robshaw, and Yannick Seurin. “How to Encrypt with the LPN

Problem”. In: Automata, Languages and Programming. Ed. by Luca Aceto, Ivan Damgård,
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A Low-Degree Hardness of Sparse Linear Equations

A.1 Preliminaries on Low-Degree Polynomial Hardness

Low-degree polynomial hardness, emerging from high-dimensional statistics [HS17; HKP+17; BHK+19;

Hop18], is an increasingly popular framework for providing evidence for hardness of statistical problems.
�e central observation is that functions that depend on very few bits are cheap to evaluate. Hence, so

are linear combinations of such functions. We formalize this notion by coordinate degree.

Definition 5 (e.g. [ODo14]). We say that a function f ∶ n ⟶ ℝ has coordinate degree at most d if it

can be represented as:

f (x1, x2,… , xn) = ∑
S⊆[n] ∶ |S|≤d fS((xi)i∈S)

Assuming exp(Õ(d)) evaluation time of a function in atmost d variables, a coordinate-degree d function
can be evaluated in time exp(Õ(d)).

�e abelian group structure of ℤn
q gives a nice representation of coordinate-degree-d functions overℤn

q .

Lemma A.1 (e.g. [ODo14]). Every coordinate-degree-d function f ∶ ℤn
q ⟶ ℝ has a unique representation

of the form

f (x) = ∑
v∈ℤn

q ∶ |support(v)|≤d cv exp (2�i⟨x, v⟩q
) ∀x ∈ ℤn

q .

One can use a low-coordinate-degree function to test between two distributions0 and1 if the means

are sufficiently separated. Immediately implied by Chebyshev’s inequality is the fact that if | IEX∼0 f (X )−
IEX∼1 f (X )| = !(

√
VarX∼0f (X ) + VarX∼1f (X )), one can test between H0 ∶ 0 and H1 ∶ 1 with type I +

type II error o(1) by simply evaluating f (X ) on input X and comparing to 12 (IEX∼0 f (X ) + IEX∼1 f (X )).
When this condition does not hold for any low-degree coordinate function, we say that the distinguish

problem is low-degree hard. Formally, we also allow conditioning on a high-probability “well-behaved”

event.

Definition 6 (e.g. [DMW23]). Suppose that 0 and 1 are two distributions over n. Suppose that there
exists some event  such that IPX∼1[X ∈ ] = 1 − o(1) holds and for any coordinate-degree-d function
f ∶ n ⟶ ℝ,| IE

X∼0[f (X )] − IE
X∼1[f (X )|X ∈ ]| = o(√VarX∼0f (X ) + VarX∼1[f (X )|X ∈ ])

holds. �en, we say that the hypothesis testing problem H0 ∶ 0 vs H1 ∶ 1 is hard against coordinate-

degree-d polynomial tests.

Typically, hardness against degree!(log n) tests is viewed as evidence for hardness against polynomial-
time algorithms and hardness against degree nC tests for constantC is viewed as evidence of subexponential

hardness.

While low-degree polynomial tests certainly do not capture all computationally efficient distinguising

algorithms, they are an expressive and rich class. �ey capture certain common instantiations of spectral

algorithms [BKW19], SQ algorithms [BBH+21], and approximate message passing algorithms [MW22]

among others. Low-degree polynomial tests are also conjectured to capture all polynomial-time algorithms

for a well-defined class of sufficiently noisy problems in high dimension [Hop18].
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We do note that there are many problems for which there are be�er than low-degree polynomial

algorithms and, in fact, some of them come exactly from problems on la�ices and noisy linear equations

such as the celebrated Blum-Kalai-Wasserman algorithm [BKW03] or more recent work on “flat” parallel

pancakes [ZSW+22; DK22a] based on the celebrated Lenstra-Lenstra-Lovasz algorithm [LLL82].

Remark 4 (Distinguishing Advantage). In this overview we focused on advantage o(1) for the distinguish-
ing problem, which is the most common set-up in the literature on high-dimensional statistics. Recent

work [MW23] has also considered a more fine-grained analysis of the advantage. We do not engage in this
endeavour since the low-degree hardness results mostly serve as evidence in the current work.

A.2 Proof of Proposition 4.3

With this in hand, we can prove Proposition 4.3 restated below.

Proposition (Restatement of Proposition 4.3). �edetection problem with any error distribution  and distri-

bution on the support for LWE (modulus = q, samples ∼ randomsupport(n, k,), secret ∼ Unif((ℤ/qℤ)n), error ∼
) is hard for degree-D polynomial tests when m = o(nk × (ne3/kD)k/2−1).

We begin with a simple lemma which we will use to choose a well-behaved high-probability event in

Definition 6.

Lemma A.2. Suppose thatm = o( nk/2

kk/2Dk/2−1e3k) and a1, a2,… , am
i.i.d.∼ randomsupport(n, k,). �en, with high

probability, every D vectors among a1, a2,… , am are linearly independent.

Proof. Suppose that there is a set of at most D vectors ai which are not linearly independent. Let S ={i1, i2,… , is} be the smallest such set. �en, we claim that each j ∈ ⋃i∈S support(ai) appears at least twice in
themultiset⋃i∈S support(ai).Otherwise, if some j appears only once and it appears for vector ai, clearly ai is
linear independent of (a�)�∈S\{i}. Hence, S\{i} is a smaller set of vectors which are not linearly independent,

contradiction.
In particular this means that | ⋃i∈S support(ai)| ≤ k × |S|/2 = ks/2. We bound the probability of this

event:

IP[∃S ⊆ [m] ∶ |S| ≤ D and |⋃
i∈S

support(ai)| ≤ k × |S|/2]
≤ ∑

S⊆[m] ∶ |S|≤D IP[|⋃i∈S support(ai)| ≤ k × |S|/2]
≤

D∑
s=2 (ms) IP[| s⋃

i=1 support(ai)| ≤ k × s/2].
(14)

We finish by bounding the quantity in the last line. Let Z = ⋃s
i=1 support(ai). If Z is contained in a set Z ′ of

size ks/2, there are at most ( n
ks/2) choices for this set. Once the set Z ′ has been chosen, each of the vectorsa1, a2,… , as can be chosen in (ks/2k ) ways. Hence, we bound the resulting probability by

( n
ks/2)(

ks/2
k )

s

(nk)
s . Going

back to Eq. (14) and using ( ab )
b ≤ (ab) ≤ ( eab )

b, we bound
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D∑
s=2 (ms)(

n
ks/2)(ks/2k )s(nk)s

≤
D∑
s=2 (mes )s × ( ne

ks/2)ks/2
× (eks/2k )ks (nk)−sk

≤
D∑
s=2 (me × (ne)k/2 × (es/2)k × kk

s × (ks/2)k/2 × nk )
s

≤
D∑
s=2 (mkk/2sk/2−1e3k

nk/2 )
s

≤
D∑
s=2 (mkk/2Dk/2−1e3k

nk/2 )
s

.

When m = o( nk/2

kk/2Dk/2−1e3k), the last expression is of order o(1).

Lemma A.3. Suppose that a1, a2,… , am ∈ ℤn
q are fixed known vectors such that any D of these vectors

are linearly independent. Let  be an arbitrary distribution over ℤq . �en, no function (even depending on

a1, a2,… , am) of coordinate degree at most D can distinguish between the following hypotheses:

H0 ∶ (y1, y2,… , ym) i.i.d.∼ Unif(ℤm
q )

H1 ∶ (y1, y2,… , ym) = (⟨a1, s⟩ + e1, ⟨a2, s⟩ + e2,…⟨am, s⟩ + em) ,
where s ∼ Unif(ℤn

q ), ei i.i.d.∼  .

(15)

Proof. By Lemma A.1, every coordinate-degree D function g of (yi)i∈[m] can be represented as

g(y1, y2,… , ym) = ∑
S⊆[m] ,|S|≤D

∑
v∈ℤm

q ,

support(v)=S
cv exp(2�i⟨y, v⟩q ) .

To show that coordinate-degree D functions cannot distinguish the two hypothesis, it is enough to show

that for each such g, IEH0[g] = IEH1[g] by Definition 6. For S = ∅, both expectations are clearly 1. We will

shot that for any S ≠ ∅ and v ∈ ℤn
q ∶ support(v) = S it holds that

IE
H0 [ exp(2�i⟨y, v⟩q )] = 0 and IE

H1 [ exp(2�i⟨y, v⟩q )] = 0 .

�e equality follows trivially for H0. For H1, observe that⟨y, v⟩ = ∑
i∈S yivi = ∑

i∈S (⟨ai, s⟩ + ei)vi = ⟨s,∑
i∈S viai⟩ +∑

i∈S viei.
Since |S| ≤ D and no D of the vectors a1, a2,… , am are linearly dependent,∑i∈S viai ≠ 0. Hence,

IE
s∼Unif(ℤn

q) [ exp(2�i(⟨s,∑i∈S viai⟩ +∑i∈S viei)
q )] = 0 ,

as desired.
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Putting ItAll Together. By Lemma A.2, ifm = o( nk/2

kk/2Dk/2−1e3k), everyD of the k-sparse samples a1, a2,… , am

are linearly independent with high-probability. �is is the high-probability well-behaved event we use to

invoke Definition 6. By Lemma A.3, this implies hardness against polynomials g which are degree at most

D in the labels y1, y2,… , ym but depend arbitrarily on a1, a2,… , am (recall that g can depend arbitrarily on
a1, a2,… , am in Lemma A.3). In particular, this captures all polynomials in (A, y) of degree at most D.
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