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Abstract—The irregular and challenging characteristics of lung
adenocarcinoma nodules in computed tomography (CT) images
complicate staging diagnosis, making accurate segmentation
critical for clinicians to extract detailed lesion information. In
this study, we propose a segmentation model, S3TU-Net, which
integrates multi-dimensional spatial connectors and a superpixel-
based visual transformer. S3TU-Net is built on a multi-view
CNN-Transformer hybrid architecture, incorporating superpixel
algorithms, structured weighting, and spatial shifting techniques
to achieve superior segmentation performance. The model lever-
ages structured convolution blocks (DWF-Conv/D2BR-Conv) to
extract multi-scale local features while mitigating overfitting. To
enhance multi-scale feature fusion, we introduce the S2-MLP
Link, integrating spatial shifting and attention mechanisms at
the skip connections. Additionally, the residual-based superpixel
visual transformer (RM-SViT) effectively merges global and local
features by employing sparse correlation learning and multi-
branch attention to capture long-range dependencies, with resid-
ual connections enhancing stability and computational efficiency.
Experimental results on the LIDC-IDRI dataset demonstrate that
S3TU-Net achieves a DSC, precision, and IoU of 89.04%, 90.73%,
and 90.70%, respectively. Compared to recent methods, S3TU-
Net improves DSC by 4.52% and sensitivity by 3.16%, with other
metrics showing an approximate 2% increase. In addition to
comparison and ablation studies, we validated the generalization
ability of our model on the EPDB private dataset, achieving a
DSC of 86.40%.

Index Terms—structured convolution; spatial shift; superpixel;
vision transformer; lung adenocarcinoma nodule; image segmen-
tation;

I. INTRODUCTION

Lung cancer [1–5] is one of the most prevalent and fatal
cancers globally, with lung adenocarcinoma as the predom-
inant subtype, representing over 50% of cases [6]. Accord-
ing to the WHO classification [7], lung adenocarcinoma is
categorized into distinct stages—atypical adenomatous hy-
perplasia (AAH), adenocarcinoma in situ (AIS), minimally
invasive adenocarcinoma (MIA), and invasive adenocarcinoma
(IAC)—each displaying unique imaging characteristics on
computed tomography (CT) scans [8]. In the early stages,

lesions typically appear as ground-glass opacities with clear,
regular borders, making detection challenging. In contrast,
advanced stages reveal solid, irregular masses with spiculated
or lobulated shapes [9].

The manual diagnosis of CT images often risks missing
subtle details, making accurate staging difficult. Recent ad-
vancements in machine learning and deep learning, including
the exploration of diffusion models [10–12], have introduced
automated classification techniques for lung nodules [13].
However, unsegmented CT data introduces excessive com-
putational demands and redundant information, impairing the
effectiveness of classification algorithms and decreasing model
accuracy [14]. Consequently, precise nodule segmentation has
become essential, as it underpins accurate classification and
provides clinicians with reliable diagnostic insights.

Recent years have seen rapid progress in pulmonary nodule
segmentation techniques, shifting from traditional methods
[15, 16] to deep learning approaches [17–19]. Traditional
unsupervised methods, including morphological fuzzy mathe-
matics, threshold segmentation, and fuzzy clustering [20, 21],
are computationally efficient yet often lack segmentation ac-
curacy. In contrast, deep learning-based methods, such as
the widely adopted U-Net [22, 23], leverage a symmetrical
encoder-decoder structure with skip connections to combine
shallow encoder features with deep decoder features for en-
hanced segmentation accuracy. Building on this, models like
CDP-ResNet [24] employ a dual-path residual network for
multi-view feature extraction and edge-based voxel sampling
to capture small nodules. Dense-UNet [25] mitigates class
imbalance issues by using dense connections and an innovative
loss function to prevent overfitting and gradient vanishing.
The CRF-3D-UNet [26] further enhances segmentation by
integrating conditional random fields with 3D-UNet for spatial
and contextual data fusion.

While these convolutional architectures are adept at local
feature extraction, they often fall short in capturing long-
range dependencies due to limited receptive fields [27]. The
Transformer [28, 29], with its self-attention mechanism, pro-
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Fig. 1: The overall framework of S3TU-Net. The framework is divided into three broad categories of modules, two
novel convolutional modules (DWF-Conv/ D2BR-Conv), multi-spatial dimensional connectors (S2-MLP Link), and residual
connection-based superpixel vision transformer (RM-SViT).

vides a solution for long-distance dependency modeling and
has shown promise in visual tasks. Vision Transformer (ViT)
[30, 31] exemplifies this approach by effectively modeling
global dependencies, though it struggles with fine-grained
details and requires significant computational resources and
data. Thus, hybrid architectures combining the strengths of
convolutional networks and Transformers offer an optimal path
forward, where UNet’s efficiency in local feature extraction
complements ViT’s global comprehension.

To address these limitations, we propose S3TU-Net, a CNN-
Transformer hybrid that integrates multi-space and multi-
view fields. S3TU-Net leverages the structured convolutional
advantages of CNNs and the global semantic representation
capabilities of superpixel-based transformers. By incorporat-
ing multi-dimensional spatial connectors for efficient feature
fusion, our model enhances feature extraction, fusion, and
global context modeling, ultimately improving segmentation
performance.

• To overcome U-Net’s limitations in handling multi-depth
features, we introduce the DWF-Conv block, employing
depth-weighted and deep kernel convolutions to improve
feature extraction and restoration in the initial encoder-
decoder stages. To mitigate overfitting, we propose the
D2BR-Conv block, which integrates DropBlock regular-
ization with dual convolutions to reinforce robust feature
learning and enhance generalization.

• Addressing U-Net’s challenges in feature fusion, we
incorporate multi-dimensional spatial connectors into the
skip connections. Specifically, the S2-MLP Link module
combines multi-directional spatial shifting and distributed
attention mechanisms to integrate features from varied
semantic levels, thereby enhancing fusion performance.

• To improve U-Net’s contextual understanding, we pro-
pose the RM-SViT module, which fuses global and local
features using a multi-branch attention mechanism and
superpixel visual transformers. Additionally, residual con-
nections enhance model stability and indirectly improve
computational efficiency.

Experimental results demonstrate that our model achieves a
DSC of 89.04%, precision of 90.73%, mIoU of 90.70%, and
sensitivity of 93.70% on the LIDC-IDRI dataset. Furthermore,
validation on the independent EPDB private dataset yields
a DSC of 86.40%. These results confirm that S3TU offers
high segmentation performance with strong model stability
and generalization.

II. METHODS

A. Network Architecture

Fig.1 illustrates the proposed S3TU-Net with a U-shaped
encoder-decoder structure. The symmetric S3TU-Net architec-
ture primarily consists of two structured convolution blocks
(DWF-Conv/D2BR-Conv) used in the encoder and decoder,



fusion residual connections and a multi-branch attention-based
superpixel visual transformer (RM-SViT) between the encoder
and decoder, and a multi-dimensional spatial connector (S2-
MLP Link) based on multi-directional spatial shifting and
distributed attention at the skip connections.

Specifically, the encoder’s initial stage employs the struc-
tured Depth-Weighted Feature Convolution block (DWF-
Conv), which consists of two 3× 3 convolutional layers, each
followed by batch normalization, a scalable ReLU activation
unit, and an LKA module composed of multiple deep kernel
convolutions. The encoder then undergoes three downsam-
pling stages, each comprising a structured D2BR-Conv block
and 2 × 2 max pooling. The D2BR-Conv includes a 3 × 3
convolution, DropBlock regularization, batch normalization,
and ReLU activation. The RM-SViT, with internal iterative
updates, is applied between the encoder and decoder to further
enhance feature representation and context understanding. The
decoder begins with DWF-Conv, and each upsampling step
includes a 2× 2 transpose convolution that halves the number
of feature channels. The feature maps from the corresponding
encoder layer are processed through the S2-MLP Link module,
after which they are concatenated with the upsampled feature
maps along the channel dimension. This concatenated result
is then passed through the D2BR-Conv block. Finally, the
model’s output layer employs a 1×1 convolution and Sigmoid
activation to generate the segmentation map.

B. Structured Convolutional Modules

Traditional U-Net and its various improved versions often
suffer from severe overfitting during training. This issue is
typically addressed through data augmentation, L2 regular-
ization, or Dropout [32], which randomly drops a portion
of neurons. In this work, we adopt a more generalized ap-
proach—DropBlock [33]. This spatial regularization technique
randomly removes contiguous regions from feature maps,
forcing the model to make correct predictions even with
missing local information. DropBlock controls the size and
number of dropped blocks using parameters like block size
and y.block size, effectively preventing overfitting in convo-
lutional networks. Batch normalization is also employed to
accelerate the training process, stabilize gradient flow, and pre-
vent issues like vanishing or exploding gradients. Additionally,
to enhance feature representation, we incorporate deep large
kernel convolutions and dilated convolutions, which capture a
wider range of features without increasing computational costs
[34]. We also draw inspiration from the FreeU model [35] and
Squeeze-and-Excitation Networks (SE-Net) [36], which apply
feature re-weighting: FreeU improves feature fusion by re-
weighting the features between skip connections and backbone
feature maps, while SE-Net enhances important features and
suppresses irrelevant ones by channel-wise re-weighting after
each convolutional layer using global average pooling and
fully connected layers (Fig. 2(a)).

Based on these insights, we designed two structured con-
volutional blocks: the Deep Weighted Feature Convolution
(DWF-Conv) and the Double Drop Convolution (D2BR-Conv).
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Fig. 2: The architecture of traditional convolutional block. (a)
is the convolution module in Squeeze-and-Excitation network.
(b) is the traditional convolution module in the UNet network.
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Fig. 3: The architecture of Newly proposed convolutional
block. (a) is the convolutional block named D2BR, which is
composed of 3 × 3 Conv, DropBlock, BN, and ReLU. (b) is
a convolutional block named DWF, which is composed of a
combination of 3×3 Conv, BN, LKA module, and ReLU with
different scaling weight values. The LKA module contains
multiple large kernel convolutions, depth convolutions, and
pointwise convolutions that can expand the receptive field.

DWF-Conv is used at the beginning stages of both the encoder
and decoder. It leverages LKA to focus on a broader range
of features and utilizes scalable ReLU to enhance feature
expression, aiding in the comprehensive capture of global
information and the effective restoration of the overall image
structure. D2BR-Conv is employed multiple times in the
middle stages of the U-shaped network, utilizing DropBlock
regularization to enforce the learning of more robust features.
As shown in Fig. 3(a), D2BR-Conv consists of a DropBlock, a
Batch Normalization (BN) layer, and a ReLU activation unit
following each convolutional layer. As shown in Fig. 3(b),
each convolutional layer in the DWF-Conv is immediately
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Fig. 4: The architecture of RM-SViT Module. The encoder
expands the feature tensor, divides ’Tokens’ into ’Super to-
kens’ by sparse association learning, then adjusts the final
’Super Token’ by applying multi-branch self-attention based
on residual connection after corresponding rounds of iteration,
and finally maps the expanded local block back to the original
Token space.

followed by BN, a flexible ReLU unit with adjustable feature
weighting parameters, and multiple deep large kernel attention
(LKA) layers. This approach enhances model performance
without additional computational costs by introducing large
kernel convolutions and adjustable weight parameters at spe-
cific layers. Unlike the original convolutional blocks in U-
Net (Fig. 2(b)), these structured convolutional blocks mitigate
overfitting while accelerating network convergence.

C. RM-SViT Module

To enhance the network’s ability to model global context
information, we propose the residual and multi-branch atten-
tion based superpixel vision transformer (RM-SViT) module,
which integrates residual connections and multi-branch atten-
tion with superpixel visual transformers. Integrated between
the encoder and decoder of the U-shaped network, the RM-
SViT module (Fig. 4) iteratively samples visual tokens through
sparse relational learning. It then applies residual multi-branch
attention (RMBA) on the superpixels, merging the features
before mapping them back to the original tokens. The exe-
cution process of the RM-SViT module begins by unfolding
the feature tensor Fenc extracted by the encoder into non-
overlapping local patches, Funfold, and then dividing them
into initial superpixels S0. The superpixels are initialized by
averaging the features within each grid area. If the grid size
is h× w, the number of superpixels is given by Eq. (1):

m =
H

h
× W

w
. (1)

This method ensures an even distribution of superpixels across
the image, providing a solid starting point for iterative updates.
For each iteration t, the association Qt

ij between feature Xi

and superpixel Sj is calculated using the following Eq. (2):

Qt
ij = Softmax

(
Xi(S

t−1)Tj√
d

)
. (2)

where d is the number of channels C. Subsequently, the super
token S is updated as the weighted sum of tokens, as in Eq.
(3):

S = (Q̂t)TX. (3)

where Q̂t is the column-normalized version of Qt. After sev-
eral iterations, multi-branch self-attention is applied to adjust
the final superpixel S, capturing global context dependencies.
In this Eq. (4):

Q = q(S), K = k(S), V = v(S). (4)
Scaled dot-product attention is used to compute the attention

weights, normalized by Softmax, and then a weighted sum of
values V is performed along the last dimension, as in Eq. (5):

Attn(S) = Softmax
(
QKT

√
d

)
V. (5)

The result of the weighted sum is then projected through a
convolutional layer and added to the residual connection. The
output is finally obtained by combining the adjusted features
with the residual connection,as in Eq. (6):

output = LayerNorm(Conv2d(Attn(S)) + residual). (6)

D. S2-MLP Link Module

The skip connections enhance the transmission of infor-
mation between multi-scale feature maps, thereby improving
the feature-capturing ability of deep networks [37]. To further
gain spatial perception across different dimensions and under-
stand complex positional relationships, we introduce a multi-
dimensional spatial connector at the skip connections, namely
the spatial-shift mlp (S2-MLP Link) module. Spatial shift mlp
methods [38][39],combine the inductive bias advantages of
MLPs with spatial shifting to enable patch communication,
thus achieving high recognition accuracy.

As a multi-dimensional spatial connector, the S2-MLP Link
Module, as shown in Fig. 5, consists of an MLP as the
patch embedding layer, a spatial shifting module, and a
SplitAttention module. First, the MLP1 expands the feature
map’s channel dimension [b, c, h, w] to three times its original
size, splitting it into three parts (F1,F2,F3). Spatial shifts are
applied to F1 and F2, while F3 remains unchanged. The parts
are then stacked into a tensor [b, 2, h∗w, c]. The Split Attention
module calculates and applies attention weights to the stacked
features. Finally, the MLP2 restores the weighted features,
producing the output feature map.

1) MLP Layer: In Vision Transformers (ViT) , Patch Em-
bedding divides the input image into small patches, converting
each into a high-dimensional embedding vector. The MLP
plays a crucial role in both Patch Embedding and the final
classification head [40]. The initial MLP rearranges the di-
mensions of the input feature map and expands each pixel
block into a high-dimensional vector with three times the
number of channels.The subsequent MLP linearly transforms
the attention-enhanced feature map, restoring the original
channel count.
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Fig. 5: The architecture of S2-MLP Link Module. Firstly,
MLP is used to expand the channel c of the feature map
into 3× c and divide it into three parts (F1,F2,F3) along the
channel dimension. F1 and F2 are spatially shifted according
to different directions, and F3 remains unchanged. Then, Split
Attention is used for weighting calculation, and finally MLP
is used for recovery.

2) Spatial Shift Block: In the S2-MLP proposed by Yu et al.
[38], the spatial shift concept divides the c channels into four
parts, each shifted in different directions—up, down, left, and
right. In the S2-MLP Link, the spatial shift module similarly
shifts different parts of the channels in various directions,
enhancing the capture of spatial contextual information and
improving the model’s performance and generalization in
complex visual tasks. In Eq. (7) and (8), the first 1/4 of the
channels are shifted left (up) by one row (column), filled with
the next row’s (column’s) values; the next 1/4 to 1/2 of the
channels are shifted right (down) by one row (column), filled
with the previous row’s (column’s) values; the 1/2 to 3/4 of
the channels are shifted up (left) by one column (row), filled
with the next column’s (row’s) values; and the final 3/4 of the
channels are shifted down (right) by one column, filled with
the previous column’s values. The formulas below illustrate
the spatial shift operations for the different channel groups.

SS1(x) =


x[:, : w − 1, :, : c

4 ] if x[:, 1 :, :, : c
4 ]

x[:, 1 :, :, c
4 : c

2 ] if x[:, : w − 1, :, c
4 : c

2 ]

x[:, :, : h− 1, c
2 : 3c

4 ] if x[:, :, 1 :, c
2 : 3c

4 ]

x[:, :, 1 :, 3c
4 :] if x[:, :, : h− 1, 3c

4 :]
(7)

SS2(x) =


x[:, :, : h− 1, : c

4 ] if x[:, :, 1 :, : c
4 ]

x[:, :, 1 :, c
4 : c

2 ] if x[:, :, : h− 1, c
4 : c

2 ]

x[:, : w − 1, :, c
2 : 3c

4 ] if x[:, 1 :, :, c
2 : 3c

4 ]

x[:, 1 :, :, 3c
4 :] if x[:, : w − 1, :, 3c

4 :]
(8)

3) Split Attention: Split Attention is derived from the
ResNest model proposed, where feature maps are finely di-
vided, transformed, fused within groups, and then weighted
and summed using attention mechanisms. A residual con-
nection then produces the final feature map with diverse

TABLE I: The information of LIDC-IDRI and EPDB datasets

Dataset LIDC-IDRI EPDB

Source National Cancer Institute Shanghai Electric Power
Hospital

Number 6474 1198

Partition Train:Test=9:1 Valid

Resize 128*128 128*128

TABLE II: System Configuration Information

Configuration Name Details

Operating System Linux ai 5.15.0-86-generic

CPU Model Intel(R) Core(TM) i7-10700K
CPU @ 3.80GHz

GPU Model NVIDIA GeForce RTX 3080

Memory Information 20GB

Python Version 3.8.10

Cuda Version 12.2

PyTorch Version 1.13.1

information. This paper adopts the core idea: leveraging multi-
head attention and global context to perform weighted fusion
on input feature maps, enhancing the diversity and accuracy
of feature representation. Additionally, feature reshaping and
normalization steps ensure the model’s stability in complex
tasks.The main processing steps of this module are as follows:

First, the input tensor xall is reshaped to the form
(b, k, h, w, c), where b is the batch size, k is the number
of attention heads, h and w are height and width, and c is
the number of channels. The tensor is further reshaped to
(b, k, n, c), where n = h × w, to facilitate matrix operations.
According to Eq. (9), the input tensor is summed over the
spatial and head dimensions and averaged to obtain the inter-
mediate representation a:

a =
1

k

k∑
i=1

 1

n

n∑
j=1

xall,i,j

 =
1

kn

k∑
i=1

n∑
j=1

xall,i,j . (9)

The intermediate representation a is then passed through two
layers of MLP and a GELU activation function to compute
a higher-dimensional representation â. First, as in Eq. (10), a
is reduced to c/2 dimensions through the first MLP, activated
by GELU, and then expanded to kc dimensions by the second
MLP:

â = MLP2(GELU(MLP1(a))) ∈ R(b,kc). (10)
Next, as in Eq. (11), â is reshaped to (b, k, c) and normalized

using the Softmax function to obtain the attention weights ā:
ā = Softmax(â) ∈ R(b,k,c). (11)

Once the attention weights ā are obtained, they are expanded
by one dimension to be element-wise multiplied with the input
tensor, producing the attention-weighted matrix. The weighted



feature maps are then reshaped to generate the final output
feature map X̂ as in Eq. (12) (13) (14):

attention = ā ∈ R(b,k,1,c), (12)

outijkc = xall,ijkc · attentionijkc, (13)

X̂ =

K∑
k=1

outijkc → X̂ ∈ R(b,h,w,c). (14)

III. EXPERIMENT AND ANALYSIS

This section covers three parts: the two datasets used in
the experiments, the evaluation metrics employed, and the
implementation details.

A. Datasets

We evaluated S3TU-Net on two datasets: the public LIDC-
IDRI [41] and the private EPDB from Shanghai Electric Power
Hospital. LIDC-IDRI is a public dataset from the Lung Image
Database Consortium and Image Database Resource Initiative.
We prioritized nodules annotated by at least two radiologists,
extracting valid nodule data from XML files, resulting in 1,303
nodules across 6,474 CT slices. The EPDB dataset includes
samples from 481 lung adenocarcinoma patients diagnosed
between September 2016 and October 2023, with annotations
verified by three experienced radiologists. To validate segmen-
tation performance, we selected 1,198 CT slices containing
four types of lung adenocarcinoma (AAH/MIA/IAC/AIS).
Table. I provides details. Preprocessing steps, including lung
parenchyma segmentation, ROI extraction, and image en-
hancement, were applied. The final input was 128×128 patches
centered on the lung nodules.

B. Evaluation Metrics

This study assesses segmentation performance using com-
mon metrics in medical image segmentation: Dice Similarity
Coefficient (DSC), Accuracy (Acc), Sensitivity (Sen), Pre-
cision (Pre), and supplementary metrics like IoU or AUC.
DSC measures the similarity between the predicted mask and
the ground truth, Acc measures the percentage of correctly
classified pixels, Sen evaluates the model’s ability to detect
true positives, and Pre indicates the proportion of true positives
among predicted positives. A and B represent the prediction
and ground truth; N is the number of pixels in the 3D patch;
pi is the predicted probability for pixel i; gi is the ground truth
label for pixel i. The Eq. (15) (16) (17) are as follows:

DSC =
2|A ∩B|
|A|+ |B|

=
2
∑N

i=1 pigi∑N
i=1 p

2
i +

∑N
i=1 g

2
i

, (15)

Sensitivity =
|A ∩B|
|B|

=

∑N
i=1 pigi∑N
i=1 gi

, (16)

Precision =
|A ∩B|
|A|

=

∑N
i=1 pi · gi∑N

i=1 pi
. (17)

C. Implementation Details

The dataset was divided into training, testing, and in-
dependent validation sets to more accurately evaluate the
model’s segmentation performance and generalization. The
LIDC dataset was split with a nearly 9:1 ratio, with 5,717
images for training and 757 for testing. The EPDB dataset’s
1,198 images were used as an independent validation set to
objectively assess the model’s generalization and prepare for
subsequent lung adenocarcinoma nodule classification. The
S3TU-Net model was trained using the Adam optimizer with
a combined binary cross-entropy and Dice loss function. The
initial learning rate was set at 0.001, dynamically adjusted
using a scheduler, with one warm-up epoch. The batch size
was 16, with 300 epochs, and the DropBlock size was set to
7. The implementation was based on the PyTorch framework,
with the hardware and software configurations detailed in
Table. II.

IV. EXPERIMENTAL RESULTS

A. Ablation Study

To demonstrate that each component of the proposed S3TU-
Net enhances lung nodule segmentation performance, we
conducted ablation experiments on the LIDC-IDRI dataset
and validated the results on the EPDB dataset. Using the
UNet model as the baseline, we evaluated the segmenta-
tion performance of Baseline+Block1 (structured convolution),
Baseline+Block2 (RM-SViT), and Baseline+Block3 (S2-MLP
Link) on both datasets, as shown in Table. III and Table. IV.
Fig. 6 present the corresponding performance comparison on
the LIDC-IDRI dataset. Since the segmentation task is a pre-
cursor to lung adenocarcinoma classification, which involves
various irregular nodule shapes, the EPDB dataset was used
to test the model’s generalization ability. Fig. 7 shows the
segmentation results of the four types of lung adenocarcinoma
(AAH, MIA, IAC, AIS) on sample nodules from the EPDB
dataset.

1) Baseline+Block1: When replacing traditional convolu-
tions with two types of structured convolutions, performance
improvements were most notable. The DSC reached 86.85%,
mIoU was 90.31%, and sensitivity peaked at 95.35%. Com-
pared with the Baseline model, the DSC and sensitivity are
increased by 9.41%. This demonstrates the effectiveness of
constructing the backbone using novel structured convolutional
blocks with distinct functions.

2) Baseline+Block2: RM-SViT was developed to address
limitations in capturing long-range dependencies and global
context during local feature extraction. Experiments showed
that the size of the super token coverage (stoken size) and
the number of iteration updates strongly affect segmentation
performance and computational complexity. A smaller grid
size (8×8) captures local features more precisely but increases
computational cost, while a larger grid size (16×16) focuses
on global features and reduces complexity. Higher iteration
counts capture more complex relationships between image
patches but significantly increase processing time. Without
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Fig. 6: Comparison results of performance. Various performance comparison results on LIDC-IDRI dataset (Baseline/ +Block1/
+Block2/ +Block3), The performance metrics from graph (a) to graph (e) are Dice, Accuracy, Precision, Sensitivity, and MIoU.

TABLE III: Performance Comparison on LIDC-IDRI Dataset (Max)

Methods DSC % Acc % mIoU % Pre % Sen %

Baseline 77.44 99.33 86.41 93.14 86.94

+ Block1 86.85 99.52 90.31 87.40 95.35

+ Block2 82.39 99.41 88.53 93.25 88.56

+ Block3 82.35 99.40 88.64 90.34 90.53

+ ALL (S3TU-Net) 89.04 99.53 90.70 90.73 93.70

TABLE IV: Performance Metrics on EPDB Dataset (Average)

Methods DSC % Acc % AUC % Pre % Sen %

+ Block1 85.01 98.38 89.04 94.54 78.36

+ Block2 81.55 98.14 86.30 95.49 72.85

+ Block3 83.13 98.44 86.94 96.38 74.04

+ ALL (S3TU-Net) 86.40 98.53 90.00 94.79 80.27

iterations, performance drops due to potential misalignment
of super tokens across different semantic regions. Fig.9 shows
the performance comparison results, including the system CPU
utilization, GPU power consumption, sensitivity, MIoU, and
Dice. The final conclusion is that a single iteration with
a smaller grid size is best suited for processing 128×128
input images.Excessive or insufficient iterations affect Dice
accuracy, wasting computation time despite low GPU energy
consumption. An 8×8 grid size outperforms 16×16 in Dice,
mIoU, and sensitivity under similar GPU and CPU consump-
tion. Compared to the baseline, the setup with one iteration and
an 8×8 grid size improves DSC by 4.95%, mIoU by 2.12%,
and sensitivity by 1.64%.

3) Baseline+Block3: The S2-MLP Link optimizes skip con-
nections by leveraging spatial information to enhance feature
fusion and aid gradient flow. Compared to the baseline, with
only a slight increase in parameters, it achieves a DSC
of 82.35%, an accuracy of 99.40%, mIoU of 88.64%, and
sensitivity of 90.53%. This further demonstrates that MLP-
based visual architectures combined with spatial shifts can
achieve higher performance with less inductive bias.

B. Comparative Experiments

To evaluate the segmentation performance of S3TU-Net, this
study compares it against several advanced and commonly
used open-source methods for lung nodule segmentation,



Fig. 7: The Example Images From the EPDB Dataset. Randomly shown are the original images, annotated masks, segmentation
results, and binarized segmentation results of stage IV lung adenocarcinoma (AAH /MIA /IAC /AIS).

TABLE V: Performance Comparison of Different Methods

Methods DSC % Acc % mIoU % Pre % Sen %

Y-Net[42] 79.53 92.39 83.71 83.77 78.54

UNet++[43] 82.27 96.28 85.37 82.93 84.98

R2U-Net[44] 82.10 98.11 76.18 84.00 86.33

Attention-UNet[45] 80.21 98.78 82.84 83.78 86.91

UNet3++[46] 81.34 99.80 83.64 81.14 84.50

SA-UNet[47] 84.35 99.24 88.70 88.20 90.54

USG-Net[48] 84.52 99.02 85.44 86.78 86.88

S3TU-Net 89.04 99.53 90.70 90.73 93.70

*Note: The red, blue and green rows represent the 1st, 2nd, 3rd places, respectively.

including YNet [42], UNet++ [43], R2U-Net [44], Attention-
UNet [45], UNet3++ [46], USG-Net [48], and SA-UNet [47].
Table. V presents the results on the LIDC-IDRI dataset. The
top-performing model, USG-Net, achieved a DSC of 84.52%,
followed by SA-UNet with a DSC of 84.35%. In contrast, the
proposed S3TU-Net model excels across all metrics, with a
maximum DSC of 88.87%, MIoU of 91.14%, sensitivity of
93.48%, and precision of 91.97%, while its accuracy is com-
parable to that of other methods. Compared to the top-ranked
models, USG-Net and SA-UNet, our model outperforms them
in DSC by 4.52% and 4.69%, in mIoU by 5.26% and 2.0%,
and in sensitivity by 6.82% and 3.16%, respectively.

To facilitate intuitive visualization, eight nodule images
were randomly selected from the LIDC-IDRI dataset. Fig.

8 presents the segmentation results of the two models with
the highest DSC and the S3TU-Net model. Compared with
the classical methods and the more advanced models, our
S3TU-Net model, which combines SViT with spatial inter-
action mechanisms, consistently achieves smoother and more
accurate segmentation results.

V. CONCLUSION

Lung adenocarcinoma nodules in CT images often exhibit
irregular and complex characteristics, posing significant chal-
lenges for accurate staging. Precise segmentation is essential
for clinicians to focus on critical regions of interest and derive
reliable diagnostic insights. While U-Net and its variants have
demonstrated strong performance on conventional CT images,



Fig. 8: Qualitative comparison (data were randomly extracted from LIDC-IDRI).(1) Original image. (2/3) Segmentation results
and display results of S3TU-Net. (4/5) The segmentation results of the comparison model.

（a） （b）

（c） （d） （e）

Fig. 9: Performance comparison on Block2. iter=0/1/2/3 and size=8× 8/ 16× 16.(a) System CPU utilization. (b) GPU power
consumption. (c) Sensitivity. (d) MIoU. (e) Dice. (left to right, top to bottom)

their generalization capability diminishes when handling com-
plex adenocarcinoma nodules. To address this, we propose
S3TU-Net, a CNN-Transformer hybrid model that integrates
structured convolution blocks, residual-based superpixel visual
transformers (RM-SViT), and multi-dimensional spatial con-
nectors (S2-MLP Link) to enhance feature extraction, feature
fusion, and global context understanding. Key components
such as DWF-Conv and D2BR-Conv blocks improve global
information representation and mitigate overfitting, while RM-
SViT captures long-range dependencies efficiently through

sparse correlation and multi-branch attention. Furthermore,
the S2-MLP Link module facilitates multi-scale feature trans-
mission and minimizes information loss. On the LIDC-IDRI
dataset, S3TU-Net achieved a DSC of 89.04%, precision of
90.73%, IoU of 90.70%, and sensitivity of 93.70%. On the
EPDB dataset, it achieved a DSC of 86.40% and an accuracy
of 98.53%, demonstrating robust segmentation performance
and strong generalization ability.



VI. FUTURE WORK

Future research will focus on developing lightweight hybrid
architectures to reduce computational overhead and improve
inference speed, enabling real-time processing on resource-
constrained devices, such as portable medical equipment.
Additionally, we are extending the applicability of S3TU-Net
to other medical imaging modalities (e.g., ultrasound, MRI)
and diverse disease segmentation tasks (e.g., dermatological
conditions, prostate cancer). By leveraging its ability to cap-
ture both fine-grained local details and comprehensive global
semantics, we aim to enhance segmentation accuracy and
broaden its utility across medical domains. Moreover, during
our experiments, we identified the persistent challenge of med-
ical image annotation. To address this, we plan to investigate
self-supervised and semi-supervised learning approaches to
improve generalization by utilizing minimally or unannotated
data, reducing dependency on large-scale annotated datasets.
These future directions aim to further enhance S3TU-Net’s
segmentation performance and versatility, paving the way for
its seamless deployment and practical use in real-world clinical
environments.
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