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Abstract

To address communication latency issues, the Third Generation Partnership Project (3GPP) has

defined Cellular-Vehicle to Everything (C-V2X) technology, which includes Vehicle-to-Vehicle (V2V)

communication for direct vehicle-to-vehicle communication. However, this method requires vehicles to

autonomously select communication resources based on the Semi-Persistent Scheduling (SPS) protocol,

which may lead to collisions due to different vehicles sharing the same communication resources,

thereby affecting communication effectiveness. Non-Orthogonal Multiple Access (NOMA) is considered

a potential solution for handling large-scale vehicle communication, as it can enhance the Signal-to-

Interference-plus-Noise Ratio (SINR) by employing Successive Interference Cancellation (SIC), thereby

reducing the negative impact of communication collisions. When evaluating vehicle communication

performance, traditional metrics such as reliability and transmission delay present certain contradictions.
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Introducing the new metric Age of Information (AoI) provides a more comprehensive evaluation of

communication system. Additionally, to ensure service quality, user terminals need to possess high

computational capabilities, which may lead to increased energy consumption, necessitating a trade-off

between communication energy consumption and effectiveness. Given the complexity and dynamics of

communication systems, Deep Reinforcement Learning (DRL) serves as an intelligent learning method

capable of learning optimal strategies in dynamic environments. Therefore, this paper analyzes the

effects of multi-priority queues and NOMA on AoI in the C-V2X vehicular communication system

and proposes an energy consumption and AoI optimization method based on DRL. Finally, through

comparative simulations with baseline methods, the proposed approach demonstrates its advances in

terms of energy consumption and AoI.

I. INTRODUCTION

The Internet of Vehicles (IoV) technology is the foundation for the development of autonomous

driving and intelligent transportation [1]–[5]. In the future, IoV will be equipped with high-

quality wireless services, including high-resolution radar perception capabilities and high-data-

rate communication technologies between intelligent vehicles [6]–[11]. This will meet the diverse

needs of users for vehicle applications such as automatic navigation, and collision warning,

provided that timely access to the required data, videos, web pages, and other content is ensured

for vehicle users through requests [12]–[16]. The traditional approach requires vehicles to first

communicate with base stations, then accessing data stored in data centers through the access

core backbone network, and finally, the data center returns the requested data [17]–[20]. It is

evident that this method experiences long end-to-end delays and has limited bandwidth for data

return [21]–[24].

C-V2X is defined by 3GPP, with "V" representing vehicles and "X" indicating communication

with other vehicles, network infrastructure, road infrastructure, pedestrians, and so on [25], [26].

The issue of long end-to-end delays is addressed by V2V communication within this framework.

In C-V2X mode 4, resources are autonomously selected by vehicular user equipment without

reliance on cellular infrastructure, thus resolving issues of excessive delay and overhead [27]–

[29]. In mode 4, the automatic selection of communication resources by vehicles is termed

as SPS, which is based on a distributed sensing-based semi-persistent resource scheduling

protocol [30], [31]. Semi-persistence is exemplified by vehicles being able to choose one of

the standardized Resource Reservation Intervals (RRI) and then determining the corresponding
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number of communication slots. However, this method may lead to collision risks as the same

resources may be reserved by vehicles [32]–[34].

NOMA is a potential solution to address collision risks in C-V2X communication. It is a

promising technology for handling large-scale vehicle communication [35]–[37]. NOMA can

help alleviate performance degradation in terms of latency and packet reception probability

caused by high vehicle density [38]. SIC is currently a detection technique can decode signals

from multiple users occupying the same resource by leveraging their different signal strengths,

thereby reducing interference in the SINR and minimizing latency, thus mitigating the impact

of collisions [39].

In communication systems, the environment can be influenced by various factors such as

changes in user numbers, fluctuations of channel conditions, and the presence of interference

[40]–[43]. These factors make the optimal design of communication systems extremely complex

[44], [45]. DRL algorithms can learn adaptive strategies in dynamic and complex environments

[46]–[49]. Which can gradually learn the optimal strategy to achieve maximum long-term re-

wards, thus maximizing system performance [50], [51]. Which has been successfully applied in

many fields, including but not limited to robotics, natural language processing, and vehicular

communication networks [52], [53].

In existing engineering and 3GPP standards, AoI is the latest metric for measuring commu-

nication effectiveness [54], [55]. This is because lower delay or higher reliability both result

in lower average AoI, indicating better timeliness of communication [56]. AoI refers to the

time interval between the current time and the generation time of the data to be transmitted

or received. If the average AoI at the receiving end is large, it means that the received data

was generated a long time ago, indicating poor timeliness of communication. Currently, AoI

is used in applications like ultra-reliable, industrial networks and low-latency communication.

[57]–[59]. Therefore, low AoI facilitates the satisfaction of ultra-high data transmission rates,

high-density connections, and high mobility to a great extent. However, to ensure these services,

user terminals need to have high computing power for real-time signal processing, which may

quickly deplete embedded batteries. Therefore, energy consumption of communication devices

is also a concern [60], [61].

In summary, focusing on C-V2X vehicular networking, DRL, and performance optimization

issues, considering the following factors such as the frequency of data generation from different

vehicles, resource occupancy counts, resource occupancy collisions, communication energy con-
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sumption, and AoI is of great theoretical significance and practical value. The main contributions

are as follows1:

1) Consider the impact of message queuing in the C-V2X system on the AoI, along with

the reconstruction of the vehicle’s process of selecting resource blocks based on SPS,

different arrival modes for various types of messages are modeled, and the AoI calculation

model based on a multi-priority message queue involves tracking the AoI for messages

with different priorities is established to analyze the role of multi-priority message queues

in AoI.

2) Examinate the impacts of message transmission in the C-V2X system on AoI, where utilizing

NOMA technology at the receiver end with half-duplex resource selection schemes.It will

give more details on the effects of NOMA in AoI.

3) Propose a DRL scheme based on transmission power and interval in C-V2X Mode 4.

Initially, vehicles reserve the resource blocks needed for the next period in the resource pool

based on Mode 4 SPS selection, and obtain the number of time slots to be used according

to the selected RRI. Subsequently, vehicles use broadcast communication to transmit higher

priority messages to surrounding vehicles at the reserved resource’s time slot. The receiver

utilizes SIC-based NOMA technology to decode received messages separately. Finally,

Roadside Units (RSUs) employ DRL to adjust the transmission intervals and transmit powers

of each vehicle, finding the optimal strategy to optimize energy consumption and AoI in

the C-V2X Mode 4 multi-type message scenario.

The rest of this paper is organized as follows. Section II reviews the related work. Section

III introduces the system model and formulates the optimization problem. Section IV simplifies

the formulated optimization problem and presents the near optimal solution by DRL. We carry

out some simulation to demonstrate the effectiveness of our proposed method in Section V, and

conclude this paper in Section VI.

II. RELATED WORK

With the increasing development of C-V2X, numerous research efforts have been initiated. In

[62], a novel V2V resource allocation scheme using C-V2X technology is proposed to improve

1 https://github.com/qiongwu86/DRL-Based-Optimization-for-Information-of-Age-and-Energy-Consumption-in-C-V2X-

Enabled-IoV
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reliability and latency in connected vehicle networks. This scheme employs a hybrid architecture

where V2V links are controlled by eNodeBs, with each vehicle periodically checking the lifespan

of its data packets and requesting the eNodeB to allocate the best resources link to minimize

overall latency. Li et al. in [63] utilized a Markov model combined with dynamic scheduling

and SPS to assess available LTE idle resources for safety services. A weighted fair queuing

algorithm is proposed to schedule safety beacons using LTE reserved resources, improving safety

application reliability within limited LTE bandwidth. Authors in [64] pointed out that there

are four types of transmission errors in C-V2X mode 4, including half-duplex errors, resource

duplication, insufficient link budget, and failures due to channel fading. The first two are caused

by the unique SPS resource selection scheme at the MAC layer.

NOMA, based on power-domain multiplexing, can enhance spectrum efficiency by allowing

different users to share the same resources with power multiplexing. In [65], the authors ad-

dressed the random access problem in NOMA-based backscatter communication networks with

quality of service guarantees for the first time. They developed an iterative algorithm using the

Dinkelbach method and quadratic transformation method to maximize user energy efficiency

under constraints such as meeting QoS requirements and continuous interference elimination

for SIC. [66] investigated energy efficiency maximization in NOMA-MIMO systems based on

terahertz (THz) communication for the first time. They proposed a rapid convergence scheme for

user clustering in THz-NOMA-MIMO systems using an enhanced K-means learning algorithm

based on channel correlation characteristics. This approach maximizes the energy efficiency of

cache-enabled systems even with imperfect SIC, achieving faster convergence and lower power

consumption, thus realizing higher energy efficiency in terahertz cache networks. Seo et al. in

[67] studied NOMA random access based on channel inversion with multi-level target powers.

This ensures that the receiving power at the base station can be one of two target values to

guarantee the power difference for SIC. Compared to OMA, the maximum receiving power can be

increased from 0.368 to 0.7. NOMA shows potential in optimizing communication performance

by improving energy efficiency.

In recent years, DRL has become commonplace for performance optimization. Ron et al. pro-

posed a method for optimizing device transmission power to mitigate interference in [68]. They

pointed out that traditional power allocation problems are often modeled as non-deterministic

polynomial time hard (NP-hard) combinatorial optimization problems with linear constraints,

making traditional optimization methods ineffective. Therefore, they employed DRL algorithms
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to optimize vehicle transmission power and achieve D2D communication under cellular network

conditions, demonstrating the potential advantages and effectiveness of DRL algorithms in

optimizing power in communication. In [69], a novel approach combining resource allocation,

power control, and DRL was proposed to improve D2D communication quality in critical mission

communications. The DRL method based on spectrum allocation strategy enables D2D users to

autonomously select channels and power, significantly improving system capacity and spectrum

efficiency while minimizing interference to cellular users. Experimental results demonstrated that

the method effectively improves resource allocation and power control, providing an efficient

optimization solution for critical mission communications. In [70], the authors explored resource

allocation problems in hybrid radio-frequency and visible light communication networks to im-

prove network throughput and energy efficiency. Traditional methods perform poorly when faced

with dynamic channels and limited resources, and heuristic methods have limited adaptability

to channel and user demand changes, requiring increased communication overhead. Therefore,

distributed algorithm based on DRL can adapt to network changes and optimize user transmission

power to achieve target data rates, providing an effective solution for resource allocation problems

in hybrid radio-frequency and visible light communication networks. This is the motivation of

us doing this work.

The Information Age is used to analyze applications with timeliness requirements, mainly

measure the timeliness of information in queues and transmission systems. Literature [71]

analyzed the average AoI in multi-source node queuing systems considering data packet Poisson

arrivals and exponential service times under Last-Come First-Served (LCFS) and First-Come

First-Served (FCFS) queuing disciplines. A new, lower complexity simplification technique

was proposed to evaluate the average AoI in finite-state continuous-time queuing systems. [72]

considered scenarios where multiple source node-destination node pairs share the same channel

and tried to minimize the average age of all source node-destination node pairs through link

scheduling. It was first proven that the age minimization link scheduling problem is an NP-

hard problem. Then, an optimal solution was given using integer linear programming methods,

and a highly scalable steepest age descent algorithm was proposed, which has near-optimal

performance and fast convergence speed.

Based on our investigation, there is no existing work in the current C-V2X vehicular network-

ing environment that considers the role of multi-priority message queues in various aspects of

message AoI, and optimizes communication performance by mitigating the impact of resource
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collisions through NOMA technology in this scenario. Which motivates us to conduct this work.

Furthermore, building upon this foundation, we aim to utilize receiver AoI and communication

energy consumption as performance metrics for the V2V direct communication mode of C-

V2X. Additionally, we will further consider the resource selection characteristics of C-V2X and

employ a DRL algorithm for RRI and vehicle transmission power, while ensuring lower AoI

and communication energy consumption.

III. SYSTEM MODEL AND PROBLEM FORMULATION

   Sensing Windows(1000ms)        Selection Window(Γms)

t t+Γ
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Fig. 1: C-V2X IoV system

A. Scenario description

Fig. 1 shows a C-V2X vehicular networking system. Assuming a highway divided into two

lanes in each direction, with vehicles randomly distributed and moving at uniform speeds.

Vehicles closer to the center lane travel faster, mimicking real highway scenarios. Each vehicle

considers other vehicles within a circular area of radius w as potential receivers. Each vehicle

maintains a message queue to store newly generated but unprocessed message data, with a

maximum queue length of L, following the policy of FCFS. If the number of messages in the

queue reaches L, newly generated messages are discarded due to overflow.
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TABLE I: The summary for notations.

Notation Description Notation Description

Nv The total count of vehicles. D The length of the highway.

yt
i

The distance between vehicle i along the y-axis

and the origin at time slot t.
xt
i

The distance between vehicle i along the x-axis

and the origin at time slot t.

v Vehicle speed. F Number of lanes.

f Lane index. dy The width of a lane.

w Maximum distance at the receiver. L The maximum length of the message queue.

RBt
i The time slot where vehicle i reserves resources. γ Discount factor.

trk
The time slot when the vehicle is preparing to re-

reserve resources.
mt

i

The remaining amount of reserved resources that

can be used.

Tw Resource selection buffer time. Ts Select the time slot to reserve resources.

SPS
The method for vehicles to autonomously choose

communication resources.
SW The value of the reselection counter for vehicles.

RC The value of the reselection counter for vehicles . RRI Resource selection buffer time.

Γt
i The RRI size selected by vehicle i. βt

i Has vehicle i transmitted messages.

αt
i Is there a message generated for vehicle i. KH Number of repeated transmissions of HPD.

KD Number of repeated transmissions of DENM. TH HPD repeat transmission interval.

TD DENM repeat transmission interval. ρ Whether each priority message was transmitted.

b The position of the message in queue. φt,b
i,n AoI of messages at position b in queue n of i.

Φt
i→j the AoI of the receiving end j for vehicle i. ut

i Indicates that i transmitted the message to j.

W Communication resource channel bandwidth. Rt
th Transmission rate threshold.

G The size of the transmitted message. η SINR for communication.

pti The transmission power of vehicle i at time slot t. h Channel gain.

p2n Noise energy. li Communication time of vehicle i.

Pcol Resource collision probability. π
The probability that the vehicle is at the moment

when it is ready to select resources.

CSR The number of resources in SW. εti Energy consumption of vehicle i in time slot t.

Et
i

The total energy consumption generated by vehicle

i occupying a reserved resource.
Ē Average energy consumption.

Φ̄ Average AoI in receiver. ω1

The weighting factor of energy consumption in the

reward function.

ω2 The weight factor of AoI in the reward function. at
i The action of vehicle i in time slot t.

sti The state of vehicle i in time slot t. Ni Number of receivers for vehicle i.

di
The average distance between vehicle i and the

receiver.
Rn

The ratio of receivers who successful communica-

tions to all receivers.

θQ
The weights of the state-action value function in

strategy networks.
θx

The weights of the transition function strategy

network.

lrQ Learning rate of value Q approximation function. lrx
Learning rate of state action transition approxima-

tion function.

τQ
The objective change rate of the approximate func-

tion of the value function.
τx

The objective change rate of the approximate func-

tion of state action transition.

M Replay memory size. B Sample size.
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Each vehicle in C-V2X utilizes the SPS scheme to reserve communication resources for

itself. When new messages enter the message queue, vehicles check if they have any reserved

communication resources. If not, they establish a Selection Window (SW) at that moment. The

SW serves as a time window, indicating the duration within which the vehicle can reserve

resources for itself in the future. This time window, along with its corresponding frequency

domain, forms a time-frequency multiplexing structure capable of providing communication

resources, known as the resource pool. Vehicles, after partitioning the resource pool, assess the

occupancy of resources in the previous one thousand subframes based on metrics like Reference

Signal Received Power (RSRP) and Received Signal Strength Indicator (RSSI) to determine

suitable resources for communication. They then randomly reserve some of these resources for

future use. Vehicles determine the RRI based on the size of the SW, i.e., the duration of the

resource pool. Additionally, vehicles calculate the number of times they can use the resources

according to the protocol and store it as a Reselection Counter (RC). Each time the resources

are used for transmission, the RC is decremented until it reaches zero, at which point the vehicle

waits for the process to repeat when a new message enters the queue. This resource selection

method can lead to overlapping SW when multiple vehicles determine their SW at roughly

similar times, resulting in collisions where they reserve the same resource for future broadcast

communication.

When many vehicles simultaneously occupy the same resource, then the vehicles as receivers

use SIC-based NOMA to decode messages in descending order of power. Lower-power messages

are treated as interference and excluded after decoding the highest power message, thereby

improving the SINR of each message and reducing the AoI resulting from communication

failures. AoI reflects the time spent in queuing and transmission processes, where the queuing

process is affected by packet generation rate or RRI, and the other process is influenced by

success rate or delay. Reducing RRI decreases AoI but increases energy consumption and

collision probability, affecting SINR and increasing AoI. Reducing transmission power can

decrease energy consumption but also reduces SINR, leading to increased AoI. Hence, there

is a need to mitigate collision effects and jointly optimize energy consumption and AoI.

An RSU with a coverage radius of R is placed at the roadside, capable of sending resource

selection notifications to vehicles entering its coverage area. In each time slot, vehicles check

whether resource reselection is needed and select RRI size and transmission power based on

information provided by the RSU. Through trained policies, the RSU can choose appropriate
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actions based on vehicle status to optimize AoI and energy consumption. Table I summarizes

the symbols used in this part.

B. Vehicle motion model

Assuming all vehicles are randomly distributed across various lanes of a bidirectional highway,

let (x, y) denote the position of vehicle i at time t, with the lower-left corner of the highway in

Fig. 1 as the coordinate origin. Let x and y represent the distances of vehicle i along the x-axis

and y-axis from the origin at time t, respectively. It is assumed that the position of each vehicle

is updated with each time step

xt+1
i = xt

i + δvfi τ, x
t
i ∈ [0, D], (1)

where D represents the length of the highway, δ indicates the direction of vehicle travel, where

δ = 1 represents the x-axis direction, and δ = −1 represents another direction. The speed vfi

is defined as vmax − 20
∣∣∣fi − F/2 +

(δ − 1)/2

∣∣∣ on lane f , with vmax representing the maximum

vehicle speed. The relationship between y and the lane index f of vehicle i is as follows

yi = fidy − y0, (2)

where dy represents the distance between two lanes in the y-axis direction on the highway, and

y0 denotes half of dy.

C. Resource reservation model

In C-V2X Mode 4, the process of resource reservation using SPS is mainly divided into three

steps: (1) When vehicles transmit a new packet and the RC is 0, it must reserve new resources

within the SW. (2) The vehicle first creates a resource list, LA, which contains resources that

can be reserved. These resources include those that may be occupied by other vehicles within

a certain period after the packet is generated, provided that the RSRP exceeds a threshold, or

resources that have been occupied by the vehicle itself in each SW-sized time interval before

the packet generation. (3) From LA, the vehicle selects 20% of the total number of resources

with the lowest RSSI to create list LC , for random reservation by the vehicle.

Due to the periodic nature of resource occupation by vehicles using SPS, assumed to be the

time slots where reserved resources are located. When the RC of the currently occupied resources

becomes 0, it needs to be determined whether the queue is empty. If it is not empty, there is
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Fig. 2: Schematic diagram of communication resource reservation

a probability Prk of continuing to use the currently occupied resources, and a probability of

1−Prk of re-selecting resources. In both cases, RC is reassigned, the time slot of the resources

that the vehicle will occupy is represented as

RBt
i = trk + Γt

i +mt
iΓ

t
i
, (3)

RBt
i = trk + Tw + Ts + Γt

i +mt
iΓ

t
i
, (4)

the variables trk, Γ, m, Tw, and Ts represent the time slot for vehicles to prepare for re-reserving

resources, the size of RRI, the remaining number of times the current resources can be occupied

(RC does not decrease if no packets are sent during occupancy), the resource selection buffer

time from 0 to 3, and the time interval from the start of the vehicle’s SW to the subframe

where the resource is selected, as shown in Fig. 2. And the t and t + mΓ in Fig. 2 represent

the position (space occupying) of RBt
i . Unlike Eq.4, the situation represented by Eq.3 does not

require waiting for Tw and Ts.

If the queue is determined to have no messages in queue, the vehicle needs to wait for the

arrival of the first message in the queue before starting to select resource blocks, then RB is

represented as

RBt
i = ta + Tw + Ts + Γt +mt

iΓt, (5)

where ta is the arrival time of the first packet in the queue. When RC ̸= 0, its expression along

with m is as follows:

RCt+1
i = RCt

i − βt
i
, (6)

mt+1
i = mt

i +

⌊
t

RBt
i

⌋⌈
RCt

i

RC0
i

⌉
, (7)

where β is a binary variable indicating whether the vehicle transmits messages from the queue,

and RC0
i is the initial value of RC.
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D. Message queue model

The status of the message queue depends on message generation and processing. Assuming

the queue has a capacity of L, the length of the queue, q, can be be updated as follows

qt+1
i =



qti αt
i = 0, βt

i = 0

qti − 1 αt
i = 0, βt

i = 1

qti + 1 αt
i = 1, βt

i = 0

qti αt
i = 1, βt

i = 1

L qti = L, βt
i = 0

, (8)

where αt
i represents whether vehicle i generates a message at time slot t. This queue applies to

all message types in C-V2X.

C-V2X mode 4 includes four types of messages: High-Priority Data (HPD), Decentralized

Environmental Notification Messages (DENM), Cooperative Awareness Messages (CAM), and

Miscellaneous High-Density Data (MHD). Their priority order is HPD > DENM > CAM >

MHD. CAM-type packets are generated periodically with a period of 1
Tc

, while other types of

packets are generated trigger-based. Therefore, the expression for whether CAM messages are

generated is

αt
i,c = 1−

⌈
t mod Tc

Tc

⌉
, (9)

when t is an integer multiple of Tc, ati = 1, indicating the occurrence of a new CAM message.

The probability of new packet generation for other types follows the probability mass function

of the Poisson distribution

P (arrti,n = 1) = λne
−λn , (10)

where arrti,n = 1 indicates that a new package has been generated, λn is the arrival rate,

n encompasses the production quantities of the three message types mentioned above within

a certain time period. To ensure the successful transmission of new messages generated by

HDM and DENM, each needs to be retransmitted KH and KD times respectively, with this

retransmission process occurring periodically at intervals of TH and TD. At this point, the queue

arrival rate is the sum of the production rates of the four message types, while the processing

rate is the reciprocal of the RRI, 1
Γ

.

In a single priority queue, βt
i is equivalent to ρti, representing the successful transmission of

different message types in the single priority queue. This occurs when there are messages queued
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in the vehicle queue and reserved communication resources are available for use at that moment.

The expression is as follows

ρti =

⌊
t

RBt
i

⌋⌈
qti
L

⌉
. (11)

The expression indicates that the transmission operation can only be completed when the

estimated time equals the current time and the queue is not empty.

When operating under a single priority scheme, multiple message types share the total message

generation rate and processing rate. However, in a multi-priority scheme, each message type has

its own message generation rate, and the processing rate for high-priority messages equals the

total processing rate of the single-priority queue. Therefore, in a multi-priority queue, the ratio

of the message generation rate to the processing rate for high-priority messages is relatively low,

ensuring a lower AoI for high-priority messages.

Therefore, four corresponding FIFO queues are established for different types of signals, all

with a capacity of L and a queue length of q. New messages of the corresponding type can only

be added to the queue when the queue satisfies q < L, and transmission opportunities leaving the

queue need to prioritize high-priority messages. Transmission opportunity refers to the vehicle

being able to use reserved resources in a particular time slot t. Therefore, the expressions for

the transmission action β and the determination of whether each queue can be transmitted ρ in

the multi-priority queue are as follows
βt
i,H = 1, βt

i,C = 0 ρti,H = 1

βt
i,H = 0, βt

i,C = 1 ρti,C(1− ρti,H) = 1

βt
i,H = βt

i,C = 0 otherwise

, (12)

ρti,n =

⌊
t

RBt
i

⌋⌈
qti,n
L

⌉
, (13)

the n in ρti,n includes four types of messages, such as ρti,H and ρti,C . Because it is determined

in order of priority, the expression involving two priority queues can reflect the relationship

between different queue β values.

E. AoI model

The changes in AoI are shown in Fig. 3. The solid line represents the AoI of receiver , the

dark dashed line represents the AoI of the messages in the queue, both of which increase over

time. The light dashed line represents the time slot that the vehicle can occupy for resource
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transmission. If the transmission is successful, the AoI of receiver will be updated to the AoI of

received message. The red dashed line indicates that the message transmission has failed, and

the receiver is unable to update the AoI, so it will continue to grow on the previous basis. In

addition, b represents the position of each message in the queue.

The AoI increases with each subframe while messages are queued, but it stops increasing when

they leave the queue. Therefore, the AoI expression for four types of packets in corresponding

queue is

φt+1,b
i,n =

 φt,b+1
i,n + 1 βt

i,n = 1

φt,b
i,n + 1 βt

i,n = 0
, (14)

where n encompasses four queues, ϕt,b
i,n represents the AoI of the message at position b in queue

n of vehicle i at time slot t. When β=1, the positions of all packets in the queue, except for

the head, will shift. The probability of β=1 is the processing rate, since the processing rate in

C-V2X is expressed as 1
Γ

, and the RRI will affect AoI of the message in queue.

The accumulated AoI in communication process represents the time elapsed between two

consecutive transmissions from the transmitter to the receiver. Moreover, since received messages

reflect the transmitter’s conditions at transmission time, the receiver must retain their AoI to show

the freshness of the data about the transmitter. The expression for the AoI of vehicle j as receiver

with respect to vehicle i as transmitter

Φt+1
i→j =

 φt.1
in + lti→j ut

i→j = 1

Φt
i→j + 1 ut

i→j = 0
, (15)

where Φt
i→j represents the AoI of vehicle j with respect to vehicle i at time t, l denotes the

transmission delay, and u represents the transmission situation. When u = 1, it indicates that

vehicle i successfully transmits the message to j. In this case, the AoI at vehicle j is calculated

by adding the transmission time to the AoI of the packet at the head of the highest priority
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queue broadcasted by vehicle i. When u = 0, it signifies a transmission failure, and thus Φt
i→j is

updated to Φt−1
i→j plus one time slot. Due to the unique way of allocating resources for vehicles

in C-V2X mode 4, each transmission failure necessitates waiting for a time interval equal to the

RRI size, resulting in an increase in Φt
i→j by Γ.

F. Communication model

The size of the resources in mode 4 is variable, and the vehicle occupies the required bandwidth

W based on the message size G, while the expression for the transmission rate threshold is

Rt
th = Wilog2(1 + ηth), (16)

Among them Rth = G, because the time for the data packet to complete data transmission

should not exceed one slot, that is, G
R
≤ 1. Then calculate the SINR threshold based on the bit

width and Rt
th as follows

ηth = 2R
t
th/Bi − 1 = 2Gi/Bi − 1, (17)

Different distances between vehicles at different times cause varying channel damage in

communication, resulting in the receiving end receiving at different communication rates on

different channels. And vehicles can use different resources at the same time, so the vehicle as

receiver gets message at varying rates across these resources. When the vehicle only receives

one message at most within a resource, at time slot t the SINR is

ηt,ni→r =
pti
∣∣ht,n

i→j

∣∣2
p2n

, (18)

pti is the transmission power of vehicle i, |ht,n
i→j|2 is the channel gain for communication, pn is

the noise energy, and n is the communication resource.

However, vehicles in the C-V2X model 4 system may reserve the same resource, and the

collisions may occur. According to [73], the collision probability in the system can be expressed

as

Pcol ≈ 1−
[
1−

[
1−

Γ−1∏
i=0

(1− π
1−πi

)

]
1−Prk

CSR−Nv+1

]Nv−1

, (19)

π is the probability that the vehicle is at the moment of preparing to select resources, that is,

the probability that all three conditions of the vehicle queue being non empty, RC being 0, and

rebooking new resources are met simultaneously. Γ is equivalent to the number of sub frames

in SW, CSR represents the total number of resources in SW, which is the product of Γ and the
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number of sub-channels. Therefore, CSR is proportional to Γ, and Nv is the total number of

vehicles.

So when Γ remains constant, Pcol increases with Nv. The expression for the SINR of the

receiver when a collision occurs is

ηt,ni→j =
pti
∣∣ht,n

i→j

∣∣2∑
g∈Ng

ptg
∣∣ht,n

g→j

∣∣2+p2n
, (20)

g represents interfering vehicles, and ptg is their transmitted energy. When the same resource

is shared by multiple vehicles, the ηt,ni→j drops, which can cause transmission failures if it’s too

low. Therefore, introducing SIC based NOMA to address this situation. The receiver sorts the

received multiple signals according to the received power, and use the signal with the strongest

received power as the target and treat other signals as interference, then decode and remove

them. Then loop through the operation until the SINR of all signals is calculated. If Nk ={
k ∈ N\i|pti→j

∣∣ht,n
i→j

∣∣2 > ptk→j

∣∣ht,n
k→j

∣∣2} is a vehicle group with weaker receiving power than

vehicle i, then the SINR at vehicle j for vehicle i is

ηt,ni→j =
pti
∣∣ht,n

i→j

∣∣2∑
k∈Nk

ptk
∣∣ht,n

k→j

∣∣2+p2n
, (21)

It can be seen that when collisions occur, messages are transmitted over the same frequency

band but with different power levels. By using NOMA to sequentially decode higher power

messages first, the receiver can effectively cancel out the stronger messages before decoding the

weaker ones. This process mitigates interference from stronger messages allowing the weaker

signals to be decoded more accurately. Thereby increasing SINR and reducing the possibility of

transmission failure caused by SINR below the threshold. And the transmission time between

vehicle i and j is

lti→j =
G

Wilog2(1 + ηti→j)
. (22)

G. Energy consumption model

In C-V2X, the vehicle will communicate throughout the entire time slot of the reserved

resources, so the energy consumption generated by the vehicle during each transmission is

εti = ptiβ
t
i
. (23)
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However, the vehicle will repeatedly occupy RC0
i times after each reserved resource. So Et

i ,

the total energy consumption of the vehicle during this time period, is represented as

Et
i = εtiRC0

i
. (24)

H. Problem formulation

Establish a joint optimization problem with the objective of minimizing the weighted average

of AoI and energy consumption for all vehicles. Because the transmission interval and power

determine the magnitude of AoI and energy consumption, they are used as variables for the

optimization problem. Therefore, the optimization objective is

min
Γt,pt

[
ω1E + ω2Φ

]
(25)

s.t. pt ∈ [0, Pmax],∀t ∈ T , (25a)

Γt ∈ {20, 50, 100}, ∀t ∈ T , (25b)

among them, ω1 and ω2 are non negative weight factors, and T = {1, . . . , t, . . . , T} is the set

notation of time slots. Where E and Φ represent the average energy consumption and the average

AoI at the receiving end, respectively, and their expressions are:

Ē =
1

T

1

Nv

∑
t∈T

∑
i∈Nv

Et
i . (26)

Φ̄ =
1

T

1

Nv

1

Nv − 1

∑
t∈T

∑
i∈Nv

∑
j∈Nv

Φt
i→j. (27)

IV. DRL METHOD FOR OPTIMIZATION OF RRI AND POWER ALLOCATION

Considering the uncertain channel conditions of the C-V2X system, this section introduces an

Multi-Pass deep Q-Networks (MPDQN) method based on DRL to solve the Γ and p allocation

problems of vehicles in the system. Using the DRL framework to model the problem, which

mainly includes states, actions, policies, and rewards. Specifically, the RSU takes action at based

on the current state st and the policy, and obtains the corresponding reward rt and the state st+1

for the next time slot.
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A. DRL framework

• State: In time slot t, vehicle i uses broadcasting to communicate with other vehicles. The

number of receivers for vehicle i is N t, and the average distance between them and vehicle i

is di. When vehicle i transmits messages in time slot t, the ratio of the number of successful

recipients to the total number is Rn, reflecting the impact of current transmission power

on the communication process under uncertain channel conditions. RC0 affects the queue

message processing rate and communication frequency. Therefore, the state of vehicle i in

the time slot is defined as

sti = [N t
i , d

t
i, Rnt

i, RC0
i ]. (28)

• Action: RSU allocates transmission intervals and power to vehicles based on their status,

therefore the actions of vehicle i in time slots are defined as

ati = [Γt
i, p

t
i]. (29)

The Γ is a discrete value and p is a continuous value, so the MPDQN algorithm that can

simultaneously make choices for actions in this situation is used to solve it. First, match

each discrete action with a continuous action as part of the state, treating the two actions as

one action tuple, and then select the action tuple based on the state. Therefore, in MPDQN,

the action tuple of a vehicle is defined as

ati = (Γt
i, pΓ). (30)

• Reward function: In this chapter, the goal of RSU is to optimize communication perfor-

mance in the system, including AoI and energy consumption. Every time a vehicle selects

an action, it will use it until the next reserved resource is selected. Therefore, the energy

consumption generated by vehicle i during that time period and the AoI of its receiver will

be weighted and averaged as the reward function. So the reward function for vehicles in

time slot t is defined as

rti = −[ω1E
t
i + ω2Φt

i], (31)

Φt
i is the average AoI received by vehicle i at the receiving end during this time period,

expressed as

Φt
i =

1

T

1

Nv

T∑
t=1

∑
j∈Nv

Φt
i→j. (32)
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B. Optimizing allocation based on MPDQN

As described in [74], the optimization objective is achieved by adjusting the values of discrete

action Γ and continuous action p. This means that the action space is not solely discrete or

continuous, which makes traditional DRL methods inadequate. Therefore, MPDQN is needed to

directly handle this situation. The agent using MPDQN first evaluates the value of each discrete

action and corresponding continuous action based on the state and θx. It then pairs each discrete

action with the continuous action that has the highest corresponding value, forming an action

tuple. Finally, it identifies the action tuple with the highest value based on the state and θQ,

determining the optimal discrete and continuous actions for the current state.

According to [75], [76], for a set of action (Γt
i, pΓ), its state action value function can be

expressed as Q(st, at) = Q (st, (Γ, pΓ)). To correspond Γ and p, define a policy network as the

transition function between discrete and continuous actions in state st

ptΓ = xQ
(
st,Γt; θx

)
, (33)

where θx is the weight of the network.

Therefore, the action value function of vehicle i in state sti and action (Γt
i, pΓ) is

Q
(
sti,

(
Γt
i, pΓ

))
= Q

(
sti,

(
Γt
i, x

Q
(
sti,Γ; θx

)))
. (34)

Using a deep neural network with network weight θQ to approximate Q(s, (Γ), p), the Eq. 34

can be written as

Q(sti, a
t
i) = Q

(
sti,

(
Γt
i, x

Q
(
sti,Γ; θx

))
; θQ

)
. (35)

Then, by updating the network weights, the optimization objective of the problem is ap-

proached, and the target value of the vehicles in the scene is defined as

yt = rt + γmax
Γ

Q
(
st+1,Γt+1, xQ

(
st+1; θx

)
; θQ

)
. (36)

The loss function of each network is defined as

LQ (θQ) = E
(st,(Γ,pΓ),rt,st+1)∼M

[
1
2
(yt −Q (st, (Γ, pΓ) ; θQ))

2
]
, (37)

Lx (θx) = E
st∼M

[
−

∑
Γ={20,50,10}

Q
(
st,Γ, xQ (s,Γ; θx) ; θQ

)]
. (38)

Finally, update the parameters through the following methods

θt+1
Q = θtQ − lrQ∇θQLQ (θQ), (39)
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θt+1
x = θtx − lrx∇θxLx (θx), (40)

the lrx and lrQ are the learning rates of the two policy networks.

Next, we will explain the algorithm in detail, with the pseudocode in Algorithm 1. Firstly,

randomly initialize θx and θQ, and establish an experience replay buffer M . Next, the algorithm

loops through EP segments, resetting the system model simulation parameters at the beginning of

each segment. The intelligent agent outputs the action tuple (Γt
i, pΓ) based on the initial network

parameters, and then observes the state s1i = [N1
i , d

1
i , Rn1

i , RC0
i ] after the action is used. Then,

the algorithm cycles from time slot 1 to time slot T . For each time slot t, it randomly selects

with a certain probability or calculates the corresponding p for each Γ according to formula Eq.

33. Then, according to Eq. 35, the action tuple (Γt
i, pΓ) with the highest Q value is obtained, and

exploration noise is added. Finally, the intelligent agent will store the observed reward r, state

st+1, and previous state actions as tuples [st, (Γt, pt), rt, st+1] in M . When the number of tuples

exceeds the size of the sample B, B tuples are taken from it to update the network parameters.

V. SIMULATION RESULTS AND ANALYSIS

A. Parameter Settings

In this section, we conducted extensive simulation experiments on the scene in Fig. 1, using

Python 3.6 and MATLAB 2023b as simulation tools. Simulation was added and modified based

on [77]. Assuming the length of the highway D is 500m, the number of vehicles Nv is 20− 50,

and the communication distance w of the vehicles is 150m. According to the C-V2X standard,

the bandwidth is set as 10 MHz and QPSK modulation for propagation. The TC of CAM takes

100ms, and the other three types of messages are λ set to 0.0001. The TH , TD, KH and KD

are set to 100ms, 500ms, 8 and 5 respectively. In the simulation, the learning rates of the two

networks are lrx = 10−4 and lrQ = 5 ∗ 10−4, respectively, and the update parameters τx and τQ

of the networks are both 0.01. Used replay memory size of 2000, sample size B = 128, discount

factor γ = 0.99. In the process of selecting actions, greedy action strategies and exploration of

action parameters with additive Ornstein Uhlenbeck noise are used [59]. The parameters used

in the simulation are shown in Table II.

B. simulation Result

The existing work adopts genetic algorithms and random strategies as baseline algorithms for

resource allocation. Therefore, we chose these two algorithms for comparison. The introduction



21

Algorithm 1: Optimization algorithm based on MPDQN
Input: γ, τQ, τx, θQ, θx

Output: optimized θQ, θx

1 Randomly initialize the θQ, θx;

2 Initialize replay experience buffer M ;

3 for episode from 1 to EP do

4 Reset simulation parameters for the system model;

5 Receive initial observation state s0;

6 for slot t from 1 to T do

7 Generate action tuples;

8 Execute action (Γt
i, pΓ), observe reward rt and new state st+1 from the system

model;

9 Store transition tuple [st, (Γt, pΓ) , r
t, st+1];

10 if number of tuples in M is larger than B then

11 Randomly sample a mini-batch of B transitions tuples from M ;

12 Update the critic network by minimizing the loss function according to Eq.

(37) and Eq. (38);

13 Update the actor network according to Eq. (39) and Eq. (40).

TABLE II: Values of the parameters in the experiments.

Parameter Value Parameter Value

Nv 20 ∼ 50 L 10

D 500m w 150m

TC 100ms λ 0.0001

KH 8 KD 5

LrQ 5 ∗ 10−4 lrx 10−4

Pmax 23dBm vmin 60km/h

B 128 vmax 80km/h

τQ 0.01 τx 0.01

M 2000 γ 0.99
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of random strategy and genetic algorithm here is as follows

• Random policy: In C-V2X, vehicles randomly allocate power for each vehicle within the

range [0, Pmax] based on the utilization of multiple priority queues and NOMA. Additionally,

each vehicle’s RRI is randomly assigned from the set 20, 50, 100.

• GA-based policy: In each time slot, the RSU randomly generates a population vector based

on the range of RRI and power values, as well as the population size, and uses the reward

function as the fitness function. Each individual in the population represents the RRI and

power allocation for all vehicle. The RSU employs a competition method to select the better

individuals from the population vector based on the fitness of all individuals for crossover,

generating offspring. These offspring undergo mutation operations and are then provided to

the vehicles to obtain new fitness. Through multiple iterations of evolution, the crossover

and mutation operations explore better actions, approaching the optimal RRI and power

allocation.
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Fig. 4: The AoI in queue with low processing rates.

Fig. 4(a) compares the average AoI variation for different types of messages from single-

priority queue vehicles in the scenario when the Γ is selected as 100ms. It is evident that as

the number of vehicles increases, the average AoI of each message type in the queue gradually

increases. Moreover, since the processing rate of vehicle message queues is 10/s when the

Γ = 100ms, and the sum of production rates for all message types is significantly higher

than this value, all message types struggle to be transmitted in a timely manner. Therefore, the

relative sizes of AoI among these messages are correlated with their respective production rates.

Messages with higher production rates exhibit larger AoI values. Consequently, the average AoI
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of the CAM type, which has the highest production rate, is the largest. While the average AoI

of the MHD message type, which has the least frequent production rate, is the smallest.

Fig. 4(b) compares the average AoI variations of messages of various types for multi-priority

queue vehicles in the scenario when the RRI is 100ms. It can be observed that the higher the

priority of a message, the smaller its average AoI, while the lower the priority, the larger the

average AoI, ensuring the freshness of critical information when not all information transmission

can be guaranteed in the communication environment. Moreover, compared to various types of

messages in a single-priority queue, the average AoI of messages with higher priority becomes

smaller. This is because in the presence of priorities, messages with lower priority always need to

wait for messages with higher priority to be transmitted first, resulting in a lower processing rate

for the queue of lower-priority messages compared to the queue of higher-priority messages.

Among them, CAM-type messages show the largest variation because they have the highest

message generation frequency, making them more prone to accumulation, especially when all

types of messages are in a single queue. Therefore, when the priority of CAM-type messages

is higher than that of MHD-type messages, the freshness of lower-priority MHD messages is

sacrificed to ensure the transmission of CAM-type messages, thus reducing the average AoI.
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Fig. 5: The changes of average AoI with different Γ.

When Γ is relatively small, the queue has a higher processing rate, resulting in smaller AoI

for messages in the local queue. As shown in Fig. 5(a), with 30 vehicles in the scenario. Setting

Γ to 20 or 50ms satisfies the transmission requirements of all queues, preventing message

accumulation in vehicle queues and avoiding an increase in average AoI. However, when vehicles

choose Γ of 100ms, it fails to meet the transmission demands of queue messages, especially
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occasional high-priority messages that further strain the processing rate, leading to an increase in

AoI. Nevertheless, as depicted in Fig. 5(b), significant fluctuations occur in the AoI of receiver

when the Γ is at its minimum, while vehicles selecting anΓ of 50ms consistently exhibit the

lowest receiver AoI, significantly outperforming other selections. This indicates that vehicles

choosing an Γ of 20ms are subjected to greater impact during transmission.

Fig. 6(a) illustrates the influence of different RRI chosen by vehicles on the average AoI at the

receiver for varying numbers of vehicles. It can be observed that the AoI is consistently higher

when the Γ is 100ms, attributed to inadequate processing rates leading to excessively large queue

AoI, coupled with longer communication intervals between the receiver and transmitter. Across

all vehicle counts, the AoI of receiver is minimized when the Γ is 50ms, while in scenarios with

fewer vehicles, the AoI with an Γ of 20ms is smaller, but surpasses that of 100ms as vehicle

count increases. Furthermore, regardless of the chosen Γ, the AoI of receiver increases as the

vehicle count rises. This is due to an increase in collision probability during communication,

as per Eq. (19). When the Γ is 20ms, the likelihood of contending for the same resources

as other vehicles increases, leading to more instances of resource contention and thus higher

chances of collisions. As the number of vehicles in the scenario increases, the required number

of reserved resources also rises, increasing the likelihood of simultaneous resource selection and

consequently elevating the possibility of different vehicles reserving the same resources.
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Fig. 6: The average AoI at receivers in C-V2X.

Fig. 6(b) illustrates the impact of vehicle selection of different RRI values on the average

AoI at the receiver when using NOMA. Comparing with Fig. 6(a), it can be observed that

NOMA improves the receiver AoI for all scenarios, particularly with the 20ms Γ, where the
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improvement is most pronounced, reducing by approximately half. Moreover, as the Nv increases,

the improvement in each scenario becomes more significant, especially in situations with higher

collision probabilities. Overall, NOMA can mitigate the effects of resource collisions resulting

from the half-duplex selection of communication resources in C-V2X vehicular networking

systems, thus optimizing the AoI of receiver.
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Fig. 7: The simulation results for different values of ω1.
Fig. 7(a) illustrates the training process curves for different values of weights, ranging from 0.3

to 0.7. Values of 0.1 and 0.2 were excluded to prevent bias towards specific performance during

learning. Each curve in the figure represents the average reward of all vehicles within a time slot

in each segment. It can be observed that all curves fluctuate and rise moderately from 0 to 500

segments, as the agent searches for optimal RRI and power allocation parameters for the AoI of

system and energy consumption. Subsequently, the curves fluctuate within a certain range, with

significantly higher average rewards compared to the untrained state, indicating that the learned

strategies of the agent are approaching optimality. However, the convergence fluctuation ranges

vary for each curve when different network weight values are selected, especially evident in the

significant difference between the best-performing curve at 0.6 and the worst-performing one at

0.3.

To better compare the impact of different values of ω1 on rewards, the rewards of all vehicles

across all segments were averaged, as shown in Fig. 7(b). It can be observed that, consistent with

Fig. 7(a), although the average rewards are relatively high for different values of ω1, the highest

average reward is achieved when ω1 = 0.6 compared to other scenarios. The largest difference

is observed compared to ω1 = 0.3, nearing 0.02. Therefore, selecting 0.6 as the weight size for

learning strategies in other scenarios seems justified.



26

0 500 1000 1500

episode index

-0.55

-0.5

-0.45

-0.4

-0.35

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

re
w

a
rd

Fig. 8: Reward curves for different Nv.

Fig. 8 displays how average rewards change with different Nv. Each curve in the figure

represents the average reward of vehicles within each segment. It can be observed that all

curves fluctuate upwards before segment 500 and stabilize within a certain range thereafter.

By examining the fluctuation range of curves for different numbers of vehicles, it is evident

that with fewer vehicles, the average reward fluctuates within a higher range. And the average

reward gradually decreases as the Nv increases. This is because the vehicle interference also

rises, leading to an increase in AoI. To reduce the impact of increased AoI on rewards, the agent

appropriately selects smaller to increase the transmission frequency of vehicles, thereby reducing

the AoI of receiver. However, smaller Γ imply more transmissions, which may increase energy

consumption and hence lower rewards.
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Fig. 9: The simulation results of each scheme for different numbers of vehicles.

Fig. 9(a) compares the average sum AoI under MPDQN, GA, and random algorithms. It

can be observed that under all three strategies, the average sum AoI within the system tends to
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increase as the Nv increases. This is because the average AoI encompasses the AoI of all vehicles

in the system acting as receivers, so as the Nv increases, both the queuing time for messages

and the transmission process affect more receivers. Particularly, interference generated during

transmission increases with the Nv, leading to an increase in the average AoI. Additionally, it can

be seen that both MPDQN and GA algorithms generally achieve lower average AoI compared to

the random strategy, with MPDQN achieving the lowest average AoI. This is because MPDQN

can adaptively adjust the RRI and power based on the current state of the vehicles.

Fig. 9(b) compares the average energy consumption within the system under MPDQN, GA

algorithm, and random algorithm for different Nv. It can be seen that the energy consumption

fluctuates slightly with an increase in the Nv under MPDQN and GA algorithms, while the

average energy consumption remains relatively stable with an increase in the seen under the

random algorithm. This is because the average energy consumption is the mean of the energy

consumption of all vehicles in the scenario. When using the random algorithm, the RRI and

power of all vehicles in the scenario are randomly chosen, and an increase in the Nv does not

significantly affect the mean energy consumption of all vehicles. However, for MPDQN and

GA algorithms, both AoI and energy consumption need to be considered simultaneously. As

mentioned in Fig. 9(b), when the Nv increases, the average AoI increases. However, since the

weight of energy consumption is set larger than the weight of AoI, MPDQN and GA algorithms

prioritize selecting relatively lower energy consumption while ensuring that the AoI remains

within an acceptable range. Therefore, despite the increase in the number of vehicles, the variation

in energy consumption is not as significant as the variation in AoI.
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Fig. 10: The simulation results of each scheme for different packet size.
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Fig. 10(a) compares the average AoI under different message sizes for MPDQN, GA algorithm,

and random algorithm when the number of vehicles is 50. It can be observed that the average

AoI at the receiver rises with the message size. This is because larger data packets not only

increase the transmission delay at a constant power but also may lead to transmission failure

when the transmission delay exceeds the time slots of the communication resources. However,

both MPDQN and GA algorithms can mitigate this impact to some extent. Moreover, due to

the real-time adjustment of RRI and power based on vehicle status, MPDQN achieves the best

optimization effect on the average AoI at the receiver.

Fig. 10(b) compares the system average energy consumption under different message sizes

for MPDQN, GA algorithm, and random algorithm when the number of vehicles is 50. It can

be observed that under the random algorithm, there is almost no difference in average energy

consumption. This is because when messages become larger, vehicles only transmit within a short

time frame of the reserved resources, resulting in minimal impact on the energy consumption

per transmission. This also explains why there is little difference in energy consumption under

different message sizes for the other two algorithms. However, due to the impact on AoI, energy

consumption under the other two algorithms increases to ensure lower AoI. On the other hand,

under different message sizes, the average aggregate energy consumption of MPDQN is always

lower than that of the random algorithm and GA algorithm. This is because MPDQN can

adaptively select RRI and power for vehicles based on their current status, and by determining

the resource occupancy frequency through RRI, it minimizes the average energy consumption

within the system.

VI. CONCLUSIONS

This paper mainly focuses on the C-V2X vehicular network system, multiple message types,

NOMA, DRL, and communication resource allocation issues to optimize the average AoI and

transmission energy consumption. Firstly, for the case of multiple signal types in C-V2X, a multi-

priority queue is adopted to reduce the AoI of high-priority messages in the queue, and NOMA

technology is introduced to reduce the impact of communication processes on the AoI. Secondly,

in the C-V2X scenario, the MPDQN algorithm is used to process vehicle status information,

determine the optimal resource allocation strategy, and select RRI and power for the vehicles

to minimize the AoI and energy consumption of the entire system. Simulation results show

that our method not only maintains the stability of vehicle communication but also ensures the
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timeliness of critical information, and outperforms baseline algorithms in optimizing average

AoI and energy consumption.
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