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EISENSTEIN SERIES ON METAPLECTIC COVERS AND

MULTIPLE DIRICHLET SERIES

par

Yanze Chen

Résumé. — We computed the first Whittaker coefficient of an Eisenstein series on a global
metaplectic group induced from the torus and related the result with a Weyl group multiple
Dirichlet series attached to the (dual) root system of the group under a mild assumption on the
root system and the degree of the metaplectic cover. This confirms a conjecture of Brubaker-
Bump-Friedberg.
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1. Introduction

1.1. Statement of main result. — Let k be a global field with ring of adèles A, D =
(Λ,∆,Λ∨,∆∨) be a semisimple simply-connected based root datum, n be a positive integer
such that k contains all 2n-th roots of unity, let S be a finite set of places of k containing
all the archimedean places and satisfies some additional conditions (see §2.1.5). There are
two objects that are naturally associated to the above data (k,D,n,S):

(1) the metaplectic Eisenstein series E(g,Φλ ,S,λ ), which is an Eisenstein series on the

global metaplectic group G̃A with root datum D induced from the torus, defined in
§5.2.

(2) the Weyl group multiple Dirichlet series (WMDS) Zψ(s1, · · · ,sr), which is a Dirichlet
series in multiple variables with twisted multiplicative coefficients, defined in §3.3.

The goal of this article is to prove the following
Theorem. — Suppose the metaplectic dual root datum D∨

(Q,n) is of adjoint type (see §3.1).

Let ψ be an additive character of A/k that is unramified over every place ν /∈ S. For

λ ∈ Gode in the Godement region (5.8), the first Whittaker coefficient of E(g,λ )
∫

U−
A
/U−

k

E(λ ,Φλ ,S,u
−)ψ(u−)−1du

is equal to

[ToS
: T0,oS

]ZΨ(s1, · · · ,sr)

where si =−〈λ ,α∨
i 〉, α∨

1 , · · · ,α∨
r are the simple coroots.

See Theorem 5.3.3 for a precise statement. This confirmed the so called Eisenstein

conjecture by Brubaker-Bump-Friedberg.

1.1.1. Eisenstein conjecture. — In [7,11], Brubaker-Bump-Friedberg conjectured that the
Whittaker coefficients of a metaplectic Eisenstein series are Weyl group multiple Dirichlet
series. The main result Theorem 5.3.3 of this article confirms this conjecture under the
mild assumption that the metaplectic dual root datum is of adjoint type.

The Eisenstein conjecture was proved for the root system A2 by Brubaker-Bump-
Friedberg-Hoffstein in [10] by direct computations, then proved by Brubaker-Bump-
Friedberg in [9] for type A root systems, and subsequently by Friedberg-Zhang in [18]
for type B root systems. In these works the key ingredient of the proof is a combinatorial
description of the p-part in terms of crystal graphs or Gelfand-Tsetlin patterns. Our
approach to the Eisenstein conjecture works uniformly for all types of root systems and
used a different description of the p-part as metaplectic Casselman-Shalika formula due to
McNamara [33] and Chinta-Gunnells [13].

1.1.2. Eisenstein series on metaplectic groups. — Let G be a split semisimple simply-
connected group over a global field k containing all n-th roots of unity. For each place ν ,
let Gν = G(kν), the metaplectic cover G̃ν of Gν is a certain central extension of Gν by
µn(k), the group of n-th roots of unity in k. See §4.2 for this construction. There is a global

metaplectic group G̃A which is a central extension of GA by µn(k). See §5.1.3.
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In particular, the group Gk of k-rational points splits canonically in G̃A, so it makes
sense to talk about automorphic forms on G̃A, which are functions on G̃A/Gk satisfying
some analytic properties. For example, classical modular forms of half-integral weights
can be viewed as automorphic forms on the two-fold metaplectic cover of SL2(A) for the
field of rational numbers Q. In the context of modular forms of half integral weights, the
Whittaker coefficients of metaplectic Eisenstein series were first studied by Hecke, which
results in the Dirichlet series of a quadratic Dirichlet character.

Kubota first considered coverings groups of SL2 of degree larger than 2 in [27]. In
[28, 29] Kubota computed the Fourier coefficients of an Eisenstein series on the 3-fold
metaplectic cover of SL2(A) for the number field k = Q(

√
−3), and results in a Dirich-

let series whose coefficients are cubic Gauss sums. The Gauss sum coefficients are not
multiplicative, so this Dirichlet series is not an Euler product as in the 2-fold cover case.

In the pioneering work [26] of Kazhdan-Patterson they defined the metaplectic n-fold
covers for GLr both locally and globally. They computed the Whittaker coefficients of the
Borel Eisenstein series on the n-fold cover of GL2(A) they constructed, and the result is
essentially a Gauss sum Dirichlet series as in the computation of Kubota.

There are also some work on the Whittaker coefficients of Eisenstein series of maximal

parabolic type on metaplectic groups . For example, see [1, 12].

1.1.3. Weyl group multiple Dirichlet series. — The idea of Weyl group multiple Dirichlet
series originates in the study of moments of quadratic L-functions. This idea goes back to
the work of Goldfeld-Hoffstein [25] on the first moment, and was summarized in the paper
[15] of Diaconu-Goldfeld-Hoffstein. Roughly speaking, to estimate the m-th moment, they
are lead to study a certain multiple Dirichlet series whose group of functional equation is
a Coxeter group for the Coxeter diagram with one central node and m nodes connected to
the central node. The following image shows the dynkin diagrams for m = 1,2,3, which
are Dynkin diagrams for the root systems of type A2, A3, D4 respectively.

m = 1 m = 2 m = 3

A2 A3 D4

Weyl group multiple Dirichlet series (WMDS) are multiple Dirichlet series ZΨ(s1, · · · ,sr)
attached to a root system with nice analytic properties: they have meromorphic continua-
tions to the whole complex space and has group of functional equations isomorphic to the
Weyl group of the root system. They were first defined in the series of papers [7, 10, 11].
Concretely,

ZΨ(s1, · · · ,sr) = ∑
C1,··· ,Cr∈(oS\{0})/o×S

H(C1, · · · ,Cr)Ψ(C1, · · · ,Cr)NC
−s1
1 · · ·NC−sr

r

where the H-coefficeints are twisted multiplicative, namely

H(C1C′
1, · · · ,CrC

′
r)

H(C1, · · · ,Cr)H(C′
1, · · · ,C′

r)

=
r

∏
i=1

(
Ci

C′
i

)Q(α∨
i )

S

(
C′

i

Ci

)Q(α∨
i )

S
∏

1≤i< j≤r

(
Ci

C′
j

)B(α∨
i ,α

∨
j )

S

(
C′

i

C j

)B(α∨
i ,α

∨
j )

S

(1.1)
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where Q : Λ∨ →Z is the unique Weyl group invariant quadratic form on the coweight lattice
Λ∨ normalized such that its value on short coroots is equal to 1, and B is the associated
bilinear form by (3.1). Ψ is another function in C1, · · · ,Cr that plays a less important role.

Because of twisted multiplicativity, the H-coefficients are determined by the values of
H(πk1

ν , · · · ,πkr
ν ) for every ν /∈ S and r-tuple of non-negative integers k1, · · · ,kr, where πν is

a prime element of oS corresponding to the place ν . It is convenient to form the generating
series

N(ν) = ∑
k1,··· ,kr≥0

H(πk1
ν , · · · ,πkr

ν )e−k1α∨
1 −···−krα∨

r ∈ C[[Λ∨]] (1.2)

which is called the ν-part of the series. Correctly chosed ν-parts will result in the desired
analytic continuation and functional equations of the series ZΨ.

There are several equivalent ways to construct the ν-part:

– The original construction in [7, 11] by directly define H(πk1
ν , · · · ,πkr

ν ) as a certain
product of Gauss sums. This only works in the stable case, namely when n is suffi-
ciently large with respect to the root system.

– The combinatorial construction by Brubaker-Bump-Friedberg in [8, 9] by crystal
graphs. This construction goes beyond the stable case and leads to a prove of the
Eisenstein conjecture.

– The construction by Chinta-Gunnells in [13] by averaging the constant polynomial
over a non-standard Weyl group action on C(Λ∨). It was then proved by McNamara
that the ν-parts constructed in this way are equal to the values of certain values of
a metaplectic Whittaker function on G̃ν , and these values are given by a metaplectic
version of the Casselman-Shalika formula. See also [37].

– The construction by a statistical mechanical model by Brubaker-Bump-Chinta-
Friedberg-Gunnells in [6] and [2]. This model was then intensively studied by
Brubaker, Buciumas, Bump, Friedberg, Gray, Gustafsson, and other people in a
series of papers. See [4] and reference therein.

1.1.4. Consequences. — The work of Moeglin-Waldspurger [34] on Eisenstein series are
applicable for metaplectic covers, so the metaplectic Eisenstein series have analytic contin-
uations and functional equations similar to non-metaplectic Eisenstein series. As a result,
the Whittaker coefficient also have analytic continuation and functional equations, so log-
ically the proof of the Eisenstein conjecture leads to a new proof of the analytic properties
of Weyl group multiple Dirichlet series.

Nevertheless, we hope that our conputation shed some light in the definition of Weyl
group multiple Dirichlet series for affine root systems. In the affine case the Weyl group
is an infinite group, and in general it is still unknown how to construct the p-parts so that
the Weyl group multiple Dirichlet series still have analytic continuations and functional
equations. Some work in this direction were done by Diaconu, Whitehead, Pasol, Popa,
Sawin in [16, 17, 40, 44, 45].

In an ongoing work, we compute the first Whittaker coefficient of a Borel Eisenstein
series on an affine metaplectic group defined in [38] for k = Fq(t) the rational function field
over a finite field. We hope that the analytic properties of Eisenstein series on affine Kac-
Moody groups developed by Garland in [20–23] can be generalized to affine metaplectic
groups and help us to establish the analytic properties of the affin Weyl group multiple
Dirichlet series.
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1.2. Local and global Whittaker functionals for metaplectic groups. — In this section
we introduce the features of the Whittaker coefficients of metaplectic Eisenstein series.
A substantial difference with the non-metaplectic case is that the Whittaker coefficients
are not factorizable as Euler products, essentially due to failure of local uniqueness of
Whittaker models for metaplectic groups.

1.2.1. Non-metaplectic case. — To compare with the metaplectic case, we recall that in
the non-metaplectic case, the Whittaker coefficients of a Borel Eisenstein series is factoriz-
able as an Euler product. More concretely, let G be a split simple simply-connected group
over k with Borel subgroup B = TU where T is a split torus and U the unipotent radical.
Let λ ∈ X∗(T )⊗C be a complex weight, which induces a character χλ : TA → C∗. The
adelic group GA has Iwasawa decomposition GA = KATAUA, and we can define a function
Φ♭

λ : GA → C by

Φ♭
λ (ktu) = χλ+ρ(t)

The function Φ♭
λ = ∏ν Φ♭

λ ,ν is factorizable and for ν ∤ ∞ Φ♭
λ ,ν is the normalized spherical

vector in the local principal series representations I♭ν(λ ). The Eisenstein series induced
from Φ♭

λ is

E♭(λ ,g) = ∑
γ∈Gk/Bk

Φ♭
λ (gγ)

By a standard unfolding process, the Whittaker coefficients of E(λ ,g) for a generic char-
acter ψ are given by

W ♭(λ ,a) =

∫

U−
A
/U−

k

E♭(λ ,au−)ψ(u−)du− = (archimedean contributions) ·∏
ν∤∞

W ♭
λ ,ν(aν)

where W ♭
λ ,ν is a spherical Whittaker function on Gν , and W ♭

λ ,ν(aν) are given by the
Casselman-Shalika formula.

1.2.2. Metaplectic case: non-factorizable. — In the metaplectic case, we still want to
consider the Eisenstein series induced from a factorizable section of principal series repre-
sentations, but several complications arise:

– We have to exclude a finite number of "bad" non-archimedean places where the notion
of "spherical vector"does not make sense. This corresponds to the choice of the finite
set S of places.

– For "good" places ν /∈ S, the metaplectic torus T̃ν is not commutative, so the principal
series representations Iν(λ ) are induced not from T̃ but from a maximal abelian sub-
group T̃0 of T̃ . We take the factorizable section Φλ such that Φλ ,ν is the normalized
spherical vector in Iν(λ ).

– After a similar unfolding computation, the first Whittaker coefficient is not factoriz-
able:

W (λ ,1) =
∫

U−
A
/U−

k

E(λ ,u−)ψ(u−)du− = ∑
η∈Tk/T0,k

(contributions from S) ·∏
ν /∈S

Wλ ,ν(η)

(1.3)
where T0 is the subgroup of T corresponding to the metaplectic lattice Λ∨

0 ⊆ Λ∨ =
X∗(T ) defined by (3.2), and Wλ ,ν(η) is given by

q〈ρ,λ
∨〉
∫

U−
ν

Φλ ,ν(u
−η)ψν(u

−
ν )du−

5



where Φλ ,ν is a spherical vector.

1.2.3. Local Whittaker functions and ν-parts of WMDS. — It turns out that those Wλ ,ν(η)
appeared in (1.3) are computable. To see this, let πν be a uniformizer of kν . Essentially
by the relation between metaplectic Whittaker functions and the ν-parts of WMDS in [33],
for any λ∨ ∈ Λ∨ we have

q〈ρ,λ
∨〉
∫

U−
ν

Φλ ,ν(u
−πλ∨

ν )ψν(u
−
ν )du− = ∑

k1,··· ,kr≥0
k1α∨

1 +···+krα∨
r −λ∨∈Λ∨

0

H(πk1
ν , · · · ,πkr

ν )q−k1s1−···−krsr
ν

(1.4)
where si =−〈λ ,α∨

i 〉 and qν is the residue characteristic of kν . This is a sub-summation of
the ν-part (1.2) of the WMDS.

For every η ∈ Tk we can factorize η in Tν as π
λ∨

ν
ν ην for ην ∈ TOν , then we have

Wλ ,ν(η) = D(η;ν) ∑
k1,··· ,kr≥0

k1α∨
1 +···+krα∨

r −λ∨∈Λ∨
0

H(πk1
ν , · · · ,πkr

ν )q−k1s1−···−krsr
ν

where D(η;ν) is a root of unity obtained when lifting the factorization η = π
λ∨

ν
ν ην to the

central extension T̃ν of Tν .

1.2.4. Two local-to-global "gluing" processes. — As a result, ∏ν /∈SWλ ,ν(η) is equal to
D(η) := ∏ν /∈S D(η;ν) times a product of some sub-summations of the ν-parts. In other
words, it "glues" the different ν-parts by a factor D(η).

Correspondingly, there is another "gluing" process for the WMDS: suppose we already
know all the ν-parts for a WMDS, the coefficients H(C1, · · · ,Cr) then can be "glued" from
the coefficients H(πk1

ν , · · · ,πkr
ν ) in the ν-parts by twisted multiplicativity. So H(C1, · · · ,Cr)

is a product of H(π
kν

1
ν , · · · ,πkν

r
ν ) for ν /∈ S together with a root of unity D(C1, · · · ,Cr) coming

from twisted multiplicativity, where kν
i = ordνCi. This is done in Lemma 3.3.1.

The crucial point in the proof is that these two gluing processes are the same.
Concretely, let ηk(C1, · · · ,Cr) ∈ Tk be the element defined by (4.1), then we have
D(ηk(C1, · · · ,Cr)) = D(C1, · · · ,Cr). See Lemma 5.3.7. This compatibility of gluing
essentially allows us reduce the Eisenstein conjecture — the global statement that

– Whittaker coefficients of metaplectic Eisenstein series equals to WMDS

to the local statement (1.4) relating local Whittaker integrals with the ν-parts of WMDS,
which are local counterparts of the Whittaker coefficient of metaplectic Eisenstein series
and the WMDS respectively.

Finally, the Eisenstein conjecture follows the fact that the "contribution from S" in (1.3)
can be matched with the function Ψ in the definition of WMDS.

1.2.5. Total Whittaker functionals. — There is one more local-global relation that can be
seen from the proof of the Eisenstein conjecture. Namely, in the right hand side (1.3) we
can think of each term of the summation for η ∈ Tk/T0,k as applying a global Whittaker
functional Lη to the factorizable section Φλ for the principal series representations, namely
the Whittaker coefficient can be viewed as a sum over all the different Whittaker func-
tionals applied to Φλ . We call this sum of all the Whittaker functional the total Whittaker

functional, and the Eisenstein conjecture can be stated as

total Whittaker functional applied to Φλ = WMDS (1.5)

6



There is a local counterpart of the "total Whittaker functional". In fact, a basis of the
space of Whittaker functionals of Iν(λ ) can be given by

Lλ ,µ∨ : Iν(λ )→ C, ϕ 7→ q〈λ+ρ,µ∨〉
∫

U−
ν

ϕ(u−π
µ∨
ν )ψν(u

−
ν )du−

for µ∨ ∈ Λ∨/Λ∨
0 . We form a total Whittaker functional Wλ = ∑µ∨∈Λ∨/Λ∨

0
Lλ ,µ∨ . In [33] it

was proved that

Wλ (Φλ ,ν) = C̃S(0;ν)λ = N(ν)λ

where C̃S(0;ν)∈C[Λ∨] is a metaplectic version of the Casselman-Shalika formula and the

subscript λ means the evaluation of the polynomial at λ by eµ∨ 7→ q
−〈λ ,µ∨〉
ν , N(ν) is the

ν-part of the WMDS. See (3.4) and §4.4, §4.5 for more details. This is the local counterpart
of (1.5), namely

total Whittaker functional applied to Φλ ,ν = ν −part of WMDS (1.6)

The local-global correspondence (1.5) (1.6) generalizes the Euler product factoriza-
tion of Whittaker coefficients of Eisenstein series on non-metaplectic groups into local
Casselman-Shalika formulas. Informally speaking, the Eisenstein conjecture (1.5) essen-
tially follows from the compatibility of the two gluing processes in §1.2.4 and the purely
local result (1.6). The following diagram summarizes all these local-global relations.

Local: Global:

Normalized
spherical

vector Φλ ,ν

Metaplectic
Eisenstein

seires E(λ ,g)

metaplectic
Casselman-

Shalika
C̃S(0;ν)λ

first Whittaker
coefficient
W (λ ,1)

ν-part N(ν)λ
WMDS

ZΨ(s1, · · · ,sr)

∏ν and induce

"Gluing process"

twisted multiplicativity

Total Whittaker functional Wλ Total Whittaker functional∑η∈Tk/T0,k
Lη

= McNamara = Eisenstein conjecture

1.3. Organization of this paper. — In Section 2 we introduce the number theoretic con-
cepts that are needed in this paper, including S-integers, Hilbert and power residue symbols,
and Gauss sums.

In Section 3 we recall the construction of Weyl group multiple Dirichlet series and its
p-parts. We use the Chinta-Gunnells averaging method to construct the p-part, but we
follow more closely to the presentation in [37].

Section 4 contains the construction of metaplectic covers over non-archimedean local
fields, and the basic properties of the metaplectic group and the unramified principal series
representations, in particular we investigate the Whittaker functionals carefully. We adopt
the viewpoint of universal principal series as in [24].
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In Section 5 we recall the construction of global metaplectic groups and define the
Eisenstein series we study. Usually the Borel Eisenstein series is induced from a section
of the principal series representations, but for bad primes we don’t have a good description
of the unramified principal series representation for the local metaplectic group, so instead
we treat all the bad places in S together. This idea comes from [9]. Then we computed
the first Whittaker coefficient of this Eisenstein series and thereby proved the Einsenstein
conjecture.

In Appendix A we proved a relation between the local Whittaker functionals and inter-
twiners on the universal principal series representation, which is equivalent to the compu-
tation of "Kazhdan-Patterson scattering matrix" in the literature.

In Appendix B we formulate a relation between twisted multiplicativity and factorizable
genuine functions on the torus.

1.4. Acknowledgement. — This work started as a joint one with Manish Patnaik. We
thank him for the many discussions we have had about these topics, for his constant help
and guidance throughout this work, and for generously sharing his thoughts on related
matters. This article would not exist but for them.

We would also like to thank Valentin Buciumas, Solomon Friedberg, Dongwen Liu,
Sergey Lysenko, Dinakar Muthiah, Anna Puskás and Yongchang Zhu for helpful discus-
sions related to this work and other topics related to metaplectic groups.

2. Number theoretic notations

2.1. Local and global fields, S-integers. —

2.1.1. Local fields. — Let F be a non-archimedean local field with discrete valuation ν :
F∗ → Z and corresponding norm | · |ν . Define

Oν := {x ∈ F∗ : |x|ν ≤ 1}∪{0} and pν = {x ∈ F∗ : |x|ν < 1}∪{0} (2.1)

as the ring of integers of F along with its maximal ideal respectively. Write κ(ν) =Oν/pν

for the corresponding residue field, a finite field whose cardinality will be denoted as qν .
Pick a uniformizer πν ∈ F, i.e. |π |ν = 1. If there is no danger of confusion, we drop ν from
our notation and write O for Oν , π for πν , etc.

By an archimedean local field F we mean R or C. In this case we define the norm | · |
on F to be the usual absolute value on R or norm on C.

2.1.2. Global fields. — Throughout this work, we let k denote a global field, so either a
number field or a function field of a curve C over a finite field. Write Vk, or just V for the
set of (equivalence classes of) valuations of k. In the case that k is a number field, we write
V∞ for the set of archimedean places and Vfin for the set of finite places. Often we write
ν | ∞ or ν ∤ ∞ to denote that ν ∈ V∞ or ν /∈ V∞.

2.1.3. Completions of global fields. — For ν ∈ Vk, we write kν for the corresponding
completion. If ν ∈ Vfin, then kν is a non-archimedean local field with ring of integers
denoted as Oν . Let | · |ν denote the corresponding norm on k∗ν and πν ∈Oν be a uniformizer.
If ν ∈ V∞, then kν is either isomorphic to R or C, and we say that k is totally real or totally
imaginary if all kν are isomorphic to R or C respectively.

Fix k a global field. We maintain the same notations as in §2.1.2-§2.1.3.
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2.1.4. S-integers. — Let S ⊂ Vk be a finite set of places containing V∞. Let

oS = {x ∈ k : |x|ν ≤ 1 for all ν /∈ S} (2.2)

be the ring of S-integers. We recall that oS is a Dedekind domain and that for some possibly
larger (finite) set of places S′ ⊃ S, oS′ will be a principal ideal domain. We shall also write
o×S ⊂ oS for the group of S-units, i.e.

o×S := {x ∈ k \{0} | |x|ν = 1 for ν /∈ S} (2.3)

2.1.5. Conditions on S. — Fix a positive integer n, and let k be a global field. Assume
that k contains all 2n-th roots of unity, let S ⊂ Vk be a finite set of places that satisfies

– S ⊃ V∞;
– if k is a number field and the prime ideal of ν ∈Vk is above the (rational) prime factors

of n, then ν ∈ S;
– if ν ∈ Vk is ramified over Q (in the number field case) or F(T ) (in the function field

case), then ν ∈ S;
– oS := {x ∈ k | xν ∈ Oν for ν /∈ S} is a principal ideal domain.

2.1.6. Choices of prime elements. — As we have assumed S is sufficiently large so that
oS is a principal ideal domain, and since the prime ideals in oS are in bijection with places
ν ∈ Vk \S, for every place ν /∈ S, the corresponding prime ideal can be given by pν = (πν)
for a single generator πν ∈ oS. We fix once and for all the generators πν for all places
ν /∈ S. Under the map k → kν , the element πν ∈ oS is send to a uniformizer in Oν of the
same name, and in this way we fixed a uniformizer of Oν for every ν /∈ S at the same time.

Note that if f (x) is any polynomial in one variable, then f (πν) can be regarded as an
element of oS or Oν . If however f (x) is a power series in x with infinitely many non-zero
coefficents, then f (πν) can only be regarded as an element in Oν . We hope these comments
may clarify any confusion in the notation which may arise.

2.1.7. A commonly used factorization. — We shall often use the following description.
Assume S satisfies the conditions of §2.1.5, and let C ∈ oS \ {0}. If ν /∈ S, may write
C = πm

ν Cν with Cν ∈ oS satisfying gcd(Cν ,πν) = 1. The image of Cν ∈ kν lies in O×
ν , so

that the image of C in kν is equal to

Cν := πm
ν u with u ∈ O

∗
ν the image of Cν in kν . (2.4)

So the number m is equal to ordν(C). We shall sometimes write m := nν(C) and write

Cν := π
nν (C)
ν .

2.2. Hilbert and Power Residue Symbols. — In the rest of this section, we fix a positive
integer n. For any field e, let µn(e) be the subgroup of e∗ of n-th roots of unity in e. We say
that e contains all n-th roots of unity if the set µn(e) has cardinality n.

2.2.1. — Let F be a local field such which contains all n-th roots of unity. Let (·, ·) :
F∗×F∗ → µn(F) be the Hilbert symbol as defined in [5], namely they are the inverse of
the Hilbert symbols defined in [36]. The main properties of this symbol which we need are
summarized as follows (see [5, Prop. 1, p. 164]). First of all (·, ·) is a symbol, i.e.

1. (Bi-multiplicaticity) (aa′,b) = (a,b)(a′,b) and (a,bb′) = (a,b)(a,b′) for a,b ∈ F∗.
2. (Inverse) (a,b)−1 = (b,a)
3. (a,−a) = 1 and if a 6= 1, (a,1−a) = 1

Moreover, we have
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Proposition. — (i) If F is complex we have (a,b) = 1 for all a,b ∈ C∗.

(ii) If F is non-archimedean with residue characteristic q and n does not divide the residue

characteristic of F (namely n|(q−1)), then (a,b) = 1 for a,b ∈ O×.

(iii) if F is non-archimedean and 2n|(q−1), then we have (π ,π) = 1 for the uniformizer

π of F.

Note that in general (a,b) = 1 if and only if a is a norm from F(b1/n).

2.2.2. S-power residue symbols. — Let k be a global field which contains all n-th roots of
unity. We fix, once and for all, ε : µn(k) →֒ C∗ an embedding into the complex numbers.
For every ν ∈ Vk the embedding k →֒ kν induces an isomorphism µn(k)

∼−→ µn(kν), and
using this isomorphism we identify µn(kν) with µn(k) for every ν , so the Hilbert symbols
on kν takes value in µn(k).

For x,a ∈ oS we define the S-power residue symbol following [14] by

(x

a

)
S
=





∏ν /∈S
ν|a

(x,a)ν if gcd(x,a) = 1,

0, otherwise.
(2.5)

where (x,a)ν is the local Hilbert symbol on kν introduced in §2.2.1.

2.2.3. The symbol (·, ·)S. — Fix the conditions on k, n, and S ⊂ Vk as in §2.1.5. Let A be
the ring of adèles of k. Define

kS = ∏v∈S kν , AS = (∏ν /∈S Oν)× (∏ν∈S kν) , and AS = ∏ν /∈S kν . (2.6)

Note that oS = k∩AS, A = ASAS.
The n-th order S-Hilbert symbol (−,−)S : k×S × k×S → µn is defined by

(x,y)S := ∏
ν∈S

(x,y)ν = ∏
ν /∈S

(x,y)−1
ν . (2.7)

The following lemma follows from [5, Lemma 2].
Lemma. — (i) (x,y)S = 1 for x,y ∈ o×S .

(ii) Let Ω = o×S k
×,n
S , then (x,y)S = 1 for x,y ∈ Ω.

2.3. Gauss Sums. —

2.3.1. Additive and multiplicative characters. — Let F be a non-archimedean local field.
Let ψ : F→ C∗ be an additive character. The conductor of ψ is the maximal integer k such
that ψ|π−kO is trivial. ψ is called unramified if it has conductor 0.

Note that for any x ∈ F∗, the map y 7→ (x,y) is a multiplicative character of F∗.

2.3.2. Gauss sums. — Let ψ : F→ C∗ be an unramified character. Define

G(k,b) = q

∫

O×
(r,π)kψ(πbr−1)dr

In particular, for b =−1, we denote gk :=G(k,−1). We summarize the properties of Gauss
sums as follows:
Proposition ([37]). — Suppose 2n|(q−1).

(i) If b ≤−2, then G(k,b) = 0.

(ii) If b ≥ 0, then

G(k,b) = q

∫

O×
(r,π)−kdr =

{
q−1, n|k
0, otherwise.
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(iii) gk = gl if n|(k− l);
(iv) g0 =−1;

(v) gkg−k = q if n ∤ k.

3. Weyl group multiple Dirichlet series

3.1. Root and Metaplectic datum. —

3.1.1. Root data. — For a more detailed exposition of this part see [3]. A root datum is a
quadruple D= (Λ,Φ,Λ∨,Φ∨) where

– Λ and Λ∨ are free abelian groups of finite rank, in duality by a pairing 〈−,−〉 : Λ×
Λ∨ → Z.

– Φ and Φ∨ are finite subsets of Λ and Λ∨ respectively, there is a bijection Φ → Φ∨

denoted α 7→ α∨.

They are supposed to satisfy the following axioms:

(RD1) 〈α,α∨〉= 2 for every α ∈ Φ.
(RD2) sα(Φ)⊆ Φ and sα∨(Φ∨)⊆ Φ∨, where sα : Λ → Λ is defined by

sα(x) = x−〈x,α∨〉α.

and similarly sα∨(Φ) is defined by

sα∨(y) = y−〈y,α〉α∨.

Let W be the Weyl group of the root datum. It is identified with the subgroup of Aut(Λ)
generated by {sα : α ∈ Φ} and the subgroup of Aut(Λ∨) generated by {sα∨ : α∨ ∈ Φ}.

3.1.2. Based root data. — It follows that (Φ,Λ⊗Q) is a root system. A based root da-

tum is a sextuple D = (Λ,Φ,∆,Λ∨,Φ∨,∆∨) such that (Λ,Φ,Λ∨,Φ∨) is a root datum and
∆ ⊆ Φ is an ordered basis of the root system (Φ,Λ⊗Q). Since ∆ ⊆ Λ and ∆∨ ⊆ Λ∨ de-
termines Φ and Φ∨ uniquely, usually a based root datum is denoted as the quadruple D=
(Λ,∆,Λ∨,∆∨). Usually we denote the ordered set of simple roots ∆ by ∆ = {α∨

1 , · · · ,α∨
r }

and similarly denote ∆∨ = {α∨
1 , · · · ,α∨

r }.
The based root datum is called

– semisimple if rankΛ = rankΛ∨ = |∆|,
– adjoint if ∆ is a basis of Λ,
– simply-connected if ∆∨ is a basis of Λ∨.

3.1.3. Weyl group. — For i = 1, · · · ,r let si ∈W be the simple reflection corresponding to
αi or α∨

i . (W,{si : i = 1, · · · ,r}) is a Coxeter system.

3.1.4. Positive roots and coroots. — let Φ+ (resp. Φ∨
+) be the set of positive roots in Φ

with respect to ∆ (resp. positive coroots in Φ∨ with respect to ∆∨). Let ρ = 1
2 ∑α∈Φ+

α ∈ Λ
be the Weyl vector. It has the property that 〈ρ ,α∨

i 〉= 1 for every simple coroot α∨
i ∈ ∆∨.

3.1.5. Metaplectic structures. — In the rest of this section we fix a positive integer n. Let
Q : Λ∨ → Z be the unique Z-valued W -invariant quadratic form on Λ∨ such that Q takes
value 1 on short coroots. Let B : Λ∨×Λ∨ → Z be the associated bilinear form defined by

B(λ∨,µ∨) = Q(λ∨+µ∨)−Q(λ∨)−Q(µ∨). (3.1)

We define

Λ∨
0 = {λ∨ ∈ Λ∨ : B(λ∨,α∨

i )≡ 0 (mod n) for all i ∈ I}. (3.2)
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We note that by W -invariance of Q and B we actually have

B(λ∨,α∨
i ) = 〈λ∨,αi〉Q(α∨

i ).

For every α∨ ∈ Φ∨, let n(α∨) be the smallest integer such that n(α∨)Q(α∨) is a multiple
of n, and let α̃ = n(α∨)α∨ ∈ Λ∨.
Lemma ([32]). — (i) α̃∨ ∈ Λ∨

0 for every α∨ ∈ Φ∨ and {α̃∨ : α∨ ∈ Φ∨} is a root system

in Λ∨
0 ⊗Q.

(ii) Moreover, let Λ0 ∈ Λ⊗Q be the dual lattice of Λ∨
0 , namely

Λ0 = {λ ∈ Λ⊗Q : 〈λ , α̃∨
i 〉= 1 for i = 1,2, · · · ,r.}

Then (Λ∨
0 ,{niα

∨
i }r

i=1,Λ0,{n−1
i αi}r

i=1) is a based root datum, called the metaplectic
dual root datum of (D,Q,n), denoted D∨

(Q,n).

3.1.6. — In the sequel we will use the following notations: we let Qi := Q(α∨
i ), Bi j =

B(α∨
i ,α

∨
j ), and ni := n(α∨

i ).

3.2. The Chinta-Gunnells action. —

3.2.1. The generic ring and specializations. — Let Cv = C[v,v−1], Cv,g be the ring Cv[gk :
k ∈ Z] where gk are formal parameters satisfying the conditions

– gk = gl if n|(k− l).
– g0 =−1.
– if n ∤ k then g−kgk = v−1.

For every non-archimedean local field F, let sF : Cv,g → C be the ring homomorphism
defined by

v 7→ q−1, gk 7→ gk

where gk are the Gauss sums defined in §2.3.2. It induces a map

sF : Cv,g[Λ
∨]→ C[Λ∨].

For p ∈ C[Λ∨], sF(p) is called the specialization of p in F.

3.2.2. The Chinta-Gunnells action. — Let J be the smallest multiplicative-closed subset
of Cv,g[Λ

∨] containing 1− e−α̃∨
i and 1− ve−α̃∨

i for every α∨ ∈ Φ∨. Let Cv,g[Λ
∨]J be the

localization of Cv,g[Λ
∨] by J.

For each λ∨ ∈ Λ∨ and αi ∈ ∆, following [37] we define

si⋆eλ∨
=

esiλ
∨

1− ve−α̃∨
i

(
(1− v)e

resni

(
B(λ∨,α∨

i
)

Q(α∨
i
)

)
α∨

i − vgQ(α∨
i )+B(λ∨,α∨

i )
e−α∨

i (eα̃∨
i −1)

)
(3.3)

where resni
: Z → {0,1, · · · ,ni −1} is the residue map for division by n(α∨). It is proved

in [37] that this formula could be extended to a W -action on Cv,g[Λ
∨]J. We also note that

B(λ∨,α∨
i )

Q(α∨
i )

= 〈λ∨,αi〉.
We define the following element in Cv,g:

C̃S(λ∨) = q−〈ρ,λ∨〉 ∏
α∈R+

1− ve−n(α∨)α∨

1− e−n(α∨)α∨ ∑
w∈W

(−1)ℓ(w)


 ∏

β∨∈R∨(w−1)

e−n(β∨)β∨


w⋆ eλ∨

(3.4)
This is the metaplectic version of the Casselman-Shalika formula [33, 37].
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3.3. Definition of Weyl group multiple Dirichlet series. — Let k be a global field con-
taining all 2n-th root of unity and S ⊂ Vk a finite set of places satisfying the conditions of
§2.1.5. Recall also the S-power residue symbols

( ·
·
)

S
defined in §2.2.3. We also fix a based

root datum D= (Λ,{αi}i∈I,Λ
∨,{α∨

i }i∈I) which is semisimple and simply-connected. Let
Q and B be defined as in §3.1.5. Write r := |I|. Fix an embedding ε : µn(k) →֒ C∗.

Throughout this article, we will use the following notation for r-tuples of objects in a set
X : by C ∈ X r we mean an r-tuple of objects C = (C1, · · · ,Cr) with C1 ∈ X for i = 1, · · · ,r.

3.3.1. Twisted multiplicativity. — A function H : (oS \{0})r → C is said to be twisted

multiplicative if for C1, · · · ,Cr,C
′
1, · · · ,C′

r ∈ oS \ {0} with gcd(C1 · · ·Cr,C
′
1 · · ·C′

r) = 1, we
have

H(C1C′
1, · · · ,CrC

′
r)

H(C1, · · · ,Cr)H(C′
1, · · · ,C′

r)

=
r

∏
i=1

ε

(
Ci

C′
i

)Q(α∨
i )

S

ε

(
C′

i

Ci

)Q(α∨
i )

S
∏

1≤i< j≤r

ε

(
Ci

C′
j

)B(α∨
i ,α

∨
j )

S

ε

(
C′

i

C j

)B(α∨
i ,α

∨
j )

S

(3.5)

Note that there are ε’s because we defined the power residue symbol to take value in µn(k).
Recall the conventions from §2.1.7. In particular, for each C ∈ oS \ {0} the integers

nν(C) are defined for all ν /∈ S, and almost all of them are equal to 0.
Since oS is a unique factorization domain by our assumption on S, every element C ∈

oS \{0} factorizes uniquely as

C = a ·∏
ν /∈S

π
nν (C)
v

where a ∈ o×S is an S-unit. Such a factorization depends on the choice of πν for each ν /∈ S,
for which we fixed as in §2.1.6. Let o+S be the subset of oS consisting of elements with
a = 1 in this unique factorization, namely

o+S = {∏
ν /∈S

πkν
ν : kν = 0 for almost all ν /∈ S} ⊆ oS \{0}. (3.6)

Clearly o+S is a set of representatives of (oS \ {0})/o×S . Also note that in the notation of
§2.1.7, for every C ∈ o+S we have

C = ∏
ν /∈S,πν |C

Cν (3.7)

Lemma. — Let C1, . . . ,Cr ∈ o+S . Then we have

H(C1, . . . ,Cr) = ε(D(C1, . . . ,Cr)) ∏
ν /∈S

H
(

π
nν (C1)
ν , . . . ,π

nν (Cr)
ν

)
(3.8)

where we define

D(C1, . . . ,Cr) = ∏
ω,ν /∈S
ω 6=ν

(
r

∏
i=1

(Ci,ν ,Ci,ω)
−Qi
ν

)(

∏
1≤i< j≤r

(Ci,ω ,C j,ν)
Bi j

ν

)
(3.9)

Démonstration. — For every C = (C1, · · · ,Cr) ∈ (o+S )
r we define

E(C) =
H(C1, · · · ,Cr)

∏ν /∈S H(π
nν (C1)
ν , · · · ,πnν (Cr)

ν )
(3.10)
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So our goal is to prove that ε(D(C)) = E(C) for every C = (C1, · · · ,Cr)∈ (o+S )
r. We do this

by induction on the size of the set Σ(C) of all the prime factors of C1, · · · ,Cr. If |Σ(C)|= 1,
clearly by definition we have ε(D(C)) = E(C) = 1.

To finish the induction, we let C′ = (C1π l1, · · · ,Crπ
lr) for π = πν0 with ν0 /∈ Σ(C), so

that Σ(C′) = Σ(C)⊔{ν0}. Then by (3.5) we have

H(C1π l1, · · · ,Crπ
lr)

=H(C1, · · · ,Cr)H(π l1, · · · ,π lr)
r

∏
i=1

ε

(
Ci

π li

)Qi

S

ε

(
π li

Ci

)Qi

S
∏

1≤i< j≤r

ε

(
Ci

π l j

)Bi j

S

ε

(
π li

C j

)Bi j

S

so by (2.5) we have

E(C′)
E(C)

=

(
r

∏
i=1

ε(Ci,π
li)Qi

ν0

)(
r

∏
i=1

∏
ν|Ci

ε(π li,Ci)
Qi
ν

)

·
(

∏
1≤i< j≤r

ε(Ci,π
l j)

Bi j

ν0

)(

∏
1≤i< j≤r

∏
ν|Ci

ε(π li,C j)
Bi j

ν

)

= ∏
ν∈Σ(C)

(
r

∏
i=1

ε(Ci,ν ,π
li)Qi

ν0

)(
r

∏
i=1

ε(π li,Ci,ν)
Qi
ν

)

·
(

∏
1≤i< j≤n

ε(Ci,ν ,π
l j)

Bi j

ν0

)(

∏
1≤i< j≤r

ε(π li,C j,ν)
Bi j

ν

)

where we used (3.7) and the fact that for ν /∈ S we have (O×
ν ,O×

ν )ν = 1.
On the other hand, by (3.9) we have

D(C′)
D(C)

=


 ∏

ω=ν0
ν∈Σ(C)

(
r

∏
i=1

(Ci,ν ,π
li)−Qi

ν

)(

∏
1≤i< j≤r

(π li,C j,ν)
Bi j

ν

)


·


 ∏

ν=ν0
ω∈Σ(C)

(

∏
i

(π li,Ci,ω)
−Qi
ν0

)(

∏
1≤i< j≤r

(Ci,ω ,π
l j)

Bi j

ν0

)


= ∏
ν∈Σ(C)

(
r

∏
i=1

(Ci,ν ,π
li)−Qi

ν

)(

∏
1≤i< j≤r

(π li,C j,ν)
Bi j

ν

)

·
(

r

∏
i=1

(π li,Ci,ν)
−Qi
ν0

)(

∏
1≤i< j≤r

(Ci,ν ,π
l j)

Bi j

ν0

)

So we conclude that whenever |Σ(C′)|= |Σ(C)|+1, we have

ε(D(C′))
ε(D(C))

=
E(C′)
E(C)

and thus by induction, we proved that ε(D(C)) = E(C) for every C = (C1, · · · ,Cr) ∈ (o+S )
r.
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3.3.2. Defining the Weyl Group Multiple Dirichlet Series (WMDS). — Followng [7, 11],
Weyl group multiple Dirichlet series associated to (D,n,S,Q) is a function in complex
variables s1, · · · ,sr of the form

ZΨ(s1, · · · ,sr) = ∑
06=C1,··· ,Cr∈oS/o

×
S

H(C1, · · · ,Cr)Ψ(C1, · · · ,Cr)NC
−s1
1 · · ·NC−sr

r . (3.11)

where H : (oS −{0})r → C is some twisted multiplicative function and Ψ : (k×S )
r → C

satisfies
Ψ(γ1C1, · · · ,γrCr)

Ψ(C1, · · · ,Cr)
=

r

∏
i=1

ε(γi,Ci)
Qi

S ∏
1≤i< j≤r

ε(γi,C j)
Bi j

S (3.12)

for C1, · · · ,Cr ∈ k×S and γ1, · · · ,γr ∈ Ω (we recall that Ω was defined in Lemma 2.2.3). In
practice, we have a specific choice of H in mind, and allow ourselves some freedom in
specifying Ψ.

Note that in the definition (3.11), the summation is over the set ((oS \ {0})/o×S )r be-
cause the function H(C1, · · · ,Cr)Ψ(C1, · · · ,Cr)NC

−s1
1 · · ·NC−sr

r is invariant under (o×S )
r.

In practice we find it more convenient to sum over the set (o+S )
r of representatives of

((oS \{0})/o×S )r, namely we actually use

ZΨ(s1, · · · ,sr) = ∑
C1,··· ,Cr∈o+S

H(C1, · · · ,Cr)Ψ(C1, · · · ,Cr)NC
−s1
1 · · ·NC−sr

r . (3.13)

When Ψ is unchanged throughout the discussion, we drop it from the notation.

3.3.3. Specifying H. — By Lemma 3.3.1, the values of the coefficients H(C1, · · · ,Cr) for
C1, · · · ,Cr ∈ o+S are determined by the values H(πk1

ν , · · · ,πkr
ν ) for all places ν /∈ S and

k1, · · · ,kr ≥ 0. As mentioned above, we have a specific choice in mind for these, and
they are defined as follows: for non-negative integers k1, . . . ,kr, first define the elements
H (k1, . . . ,kr) ∈ Cv,g using

C̃S(0) := q−〈ρ,λ∨〉 ∏
α∈R+

1− ve−n(α∨)α∨

1− e−n(α∨)α∨ ∑
w∈W

(−1)ℓ(w)


 ∏

β∨∈R∨(w−1)

e−n(β∨)β∨


w⋆ e0

= ∑
k1,··· ,kr≥0

H (k1, . . . ,kr)v
k1+···+kre−k1α∨

1 −···−krα∨
r

Then, for ν /∈ S, and k1, . . . ,kr ≥ 0 integers, define H(πk1
ν , · · · ,πkr

ν ) as the specialization of
H (k1, . . . ,kr) by setting v 7→ q−1

ν and gi 7→ gi for i ∈ Z. For those k1, . . . ,kr ∈ Z such that
H (k1, . . . ,kr) is not defined, we then take H(πk1

ν , · · · ,πkr
ν ) = 0. For future reference, we

define the support of C̃S(0) to be the following collection of Λ∨,

suppC̃S(0) = {k1α∨
1 + · · ·+ krα∨

r | H (k1, . . . ,kr) 6= 0}. (3.14)

Note that this is actually the "inverse" of the support of C̃S(0).
Example. — (i) Suppose n ≥ 3. For the root system of type A1, let α∨ be the unique

positive root, then we have

C̃S(0) = 1+ vg1e−α∨
.
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(ii) Suppose n ≥ 4. For the root system of type A2, let α∨
1 ,α

∨
2 be the two positive simple

roots, then we have

C̃S(0)= 1+vg1e−α∨
1 +vg1e−α∨

2 +v3g1g2e−2α∨
1 −α∨

2 +v3g1g2e−α∨
1 −2α∨

2 ++v4g2
1g2e−2α∨

1 −2α∨
2 .

Remarks. — There are different ways to define the coefficients H(πk1
ν , · · · ,πkr

ν ) for ν /∈
S as mentioned in §1.1.3. The description given here is essentially using the averaging
method of Chinta-Gunnells [13].

3.3.4. The maps logS and logν . — Recall that for each v /∈ S, let nν(Ci) be defined as in
§2.1.7. Define two maps

logν : (o+S )
r → Λ∨, C 7→ logν C := ∑r

i=1 nν(Ci)α
∨
i (3.15)

logS : (o+S )
r →⊕ν /∈S Λ∨, C 7→ logS C := (logν C)ν /∈S. (3.16)

3.3.5. Regrouping the sum Z. — By (3.9) we see that H(C) := H(C1, · · · ,Cr) = 0 if for
some v /∈ S we have logvC /∈ suppC̃Sv(0). Hence, if we define

supp(Z) = {C = (C1, · · · ,Cr) ∈ (o+S )
r : logvC ∈ suppC̃Sv(0) for all v /∈ S}. (3.17)

Then we have

Z(s1, · · · ,sr) = ∑
C∈supp(Z)

H(C1, · · · ,Cr)Ψ(C1, · · · ,Cr)NC
−s1
1 · · ·NC−sr

r . (3.18)

We shall actually need a slight refinement of this description in the proof of the main result
Theorem 5.3.3. To state it, consider

pZ : supp(Z)
logS

−→⊕ν /∈S Λ∨ −→⊕ν /∈S Λ∨/Λ∨
0 , (3.19)

where the latter map is the natural projection (recall the sublattice Λ∨
0 ⊂ Λ∨ was defined in

(3.2)). For any λ∨ = (λ∨
ν ) ∈

⊕
ν /∈S Λ∨/Λ∨

0 , we may describe its fiber under p as

supp(Z;λ∨) := p−1
Z (λ∨) = {C ∈ supp(Z) : logν C ≡ −λ∨

ν (mod Λ∨
0 )} (3.20)

Then we have a decomposition of supp(Z) into a disjoint union

supp(Z) =
⊔

λ∨∈⊕v/∈S Λ∨/Λ∨
0

supp(Z;λ∨)

For λ∨ ∈⊕v/∈S Λ∨/Λ∨
0 , let

Zλ∨(s1, · · · ,sr) = ∑
C∈supp(Z;λ∨)

H(C1, · · · ,Cr)Ψ(C1, · · · ,Cr)NC
−s1
1 · · ·NC−sr

r . (3.21)

Then we have
Z(s1, · · · ,sr) = ∑

λ∨∈⊕v/∈S Λ∨/Λ∨
0

Zλ∨(s1, · · · ,sr). (3.22)

3.3.6. — For every place ν /∈ S and C ∈ (o+S )
r let

D(C;ν) =

(

∏
i

ε(Ci,ν ,C
ν
i )

−Qi
ν

)(

∏
i< j

ε(Cν
i ,C j,ν)

Bi j

ν

)

=

(

∏
i

∏
ω 6=ν

ε(Ci,ν ,Ci,ω)
−Qi
ν

)(

∏
i< j

∏
ω 6=ν

ε(Ci,ω ,C j,ν)
Bi j

ν

)
(3.23)
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They are elements of µn(k) that only depend on the prime factorization of C, and it is
not hard to see that for C,C′ ∈ supp(Z;λ∨), we have D(C;ν) =D(C′;ν) for every ν /∈ S, so
D(C;ν) depends only on λ∨ = logSC ∈⊕ν /∈S Λ∨/Λ∨

0 , and we also denote it by D(λ∨;ν),
Note that by (3.9) we have

D(C) = ∏
ν /∈S

D(C;ν) (3.24)

for C ∈ (o+S )
r, So for C,C′ ∈ supp(Z;λ∨) we also have D(C) = D(C′) and we similarly

denote D(C) by D(λ∨). These will be used in the proof of the main result Theorem 5.3.3
of this paper.

4. Local metaplectic groups

Let F be a non-archimedean local field of characteristic 0, G be a simply-connected
Chevalley group with root datum D, n be a positive integer such that F contains all n-th
roots of unity. In this section we will construct the metaplectic central extension of G(F)

by µn(F), denoted G̃, and study the unramified principal series representations of G̃ under
a stronger assumption that 2n|(q−1), where we recall that q is the residue characteristic of
F.

4.0.1. Notation conventions. — In this section we will use the notations in §2.1.1 and
§3.1. In addition, we will use boldface letters A,B, · · · to denote group schemes over
Z, and use the corresponding letters A,B, · · · for the corresponding groups of F-points
A(F),B(F), · · ·. The groups of O-points will be denoted AO ,BO , · · · .

4.1. Chevalley groups over p-adic fields. — For this part we follow [41].

4.1.1. Chevalley group scheme and subgroups. — Let G be the Chevalley group scheme
associated to a semisimple simply-connected based root datum D= (Λ,∆,Λ∨,∆∨). It is a
group scheme over Z, and for every field e, the group scheme G×Spec(Z) Spec(e) obtained
from G by base change is a split semisimple simply-connected group scheme over k. Let
T ⊆ B ⊆ G be the maximal split torus and the Borel subgroup that are constructed along
with the Chevalley group G.

4.1.2. Root subgroups. — For each root α ∈ Φ there is a root subgroup Uα ⊆ G, and an
isomorphism xα : Gm

∼−→ Uα that are constructed along with G. Let U be the unipotent
radical generated by Uα for α ∈ Φ+, let U− be the unipotent radical generated by Uα for
α ∈ Φ−. We have semidirect products B = UT, B− = U−T.

we will denote xαi
(resp. x−αi

) by xi (resp. x−i), and denote Uαi
(resp. U−αi

) by Ui

(resp. U−i).

4.1.3. Torus. — The torus T is split, and Λ∨ is the cocharacter lattice of T. For every
λ∨ ∈ Λ∨, the corresponding cocharacter of T is denoted (−)λ∨

: Gm → T. Also the group
functor T can be identified with the functor that sends every (unital commutative) ring R

into the group Λ∨⊗Z R×.
If α∨

i ∈ ∆∨ is a simple coroot, the cocharacter (−)α∨
i is also denoted hi : Gm → T.

Let e be any field. Since D is simply-connected, Λ∨ is spanned by the simple co-
roots ∆∨, thus every element in T(e) can be uniquely written as h1(F1) · · ·hr(Fr) for some
F1, · · · ,Fr ∈ e∗. We introduce the following notation: for an r-tuple F = (F1, · · · ,Fr)∈ (e∗)r,
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let
ηe(F) = h1(F1) · · ·hr(Fr) ∈ T(e). (4.1)

4.1.4. p-adic groups. — Let G=G(F) be the group of F-points of G. Then B,B−,U,U−,T
are all subgroups of G. Let K = GO . It is a maximal compact subgroup of G.
Lemma. — The map Λ∨ → TO\T, λ∨ 7→ TOπλ∨

is an isomorphism of abelian groups.

Let logν : T/TO → Λ∨ be the inverse of this isomorphism.

4.2. Metaplectic covers. —

4.2.1. Steinberg’s universal central extension. — Let E be the universal central extension
of G in [41]. Recall that E is generated by the symbols xα(s) for α ∈ Φ, s ∈ F subject
to the relations in loc. cit. There is a natural homomorphism p : E → G sending xα(s) to
xα(s), whose kernel is denoted C. Then we have a short exact sequence

0 →C → E
p−→ G → 1 (4.2)

which makes E a central extension of G. We recall the description of C by Steinberg and
Matsumoto. For each α ∈ Φ and t ∈ F∗ we introduce the following elements in E :

wα(t) = xα(t)x−α(−t−1)xα(t), hα(s) = wα(s)wα(1)
−1.

Then for each α ∈ Φ and s, t ∈ F∗ there is a central element cα∨(s, t) ∈C such that

hα(s)hα(t)hα(st)
−1 = cα∨(s, t). (4.3)

Steinberg proved that

– For every short (or long) coroot α∨, the elements cα∨(s, t) are equal. Let c(s, t) be the
element for short coroots.

– There is a W -invariant quadratic form Q : Λ∨ → Z such that

cα∨(s, t) = c(s, t)Q(α∨).

In fact Q is exactly the quadratic form we defined in §3.1.5 under the same notation.
Let T be the subgroup of E generated by hα(s) for α ∈ Φ, s ∈ F∗. Let B be the

quadratic form associated to Q by (3.1). Then one can show that the following relation
holds in T :

[hα(s),hβ (t)] = c(s, t)B(α
∨,β∨). (4.4)

Theorem ([30]). — C is generated by c(s, t) for s, t ∈ F∗ subject to the relations

c(s,−s) = (1− s,s) = 1, c(s, t) = c(t,s)−1, c(s, t)c(s,u) = c(s, tu).

4.2.2. Metaplectic extension of G. — By pushing out the short exact sequence (4.2) via
the map

m : C → µn(F), cα∨(s, t) 7→ (s, t)Q(α∨)

given by n-th Hilbert symbol (−,−), we obtain a central extension G̃ of G by µn(F) which
fits into the following exact commutative diagram:

0 C E G 1

0 µn(F) G̃ G 1

m

p

i p
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G̃ is called the metaplectic cover of G, and the induced map G̃ → G is also denoted by p.
Let x̃α(s) be the image of xα(s) in G̃, similar for w̃α(s) and h̃α(s).

For every subgroup H ⊆ G, let H̃ = p−1(H) be the preimage of H in G̃. The subgroup
E is said to split in G̃ if there exists an injective group homomorphism s : H → G̃ which is
a section of p, namely p◦ s = idH . In this case we have H̃ ∼= µn(F)×H.

4.2.3. Splitting of unipotent radicals. — The unipotent radicals U and U− splits canoni-
cally in G̃:
Proposition. — (i) For each α ∈ Φ, the map s : Uα → G̃, xα(s) 7→ x̃α(s) is a injective

group homomorphism, and is a section of p.

(ii) The map s : U → G̃ obtained by putting the maps in (i) together for α ∈ Φ+ is a

injective group homomorphism, and is a section of p. So s is a canonical splitting of

U in G̃. The same holds for U−.

We identify the images of the canonical splitting for U with U , and similar for U−.

4.2.4. Splitting of maximal compact subgroup. —
Proposition ([35, 39]). — If (q,n) = 1, then there is a splitting of K in G̃ whose image in

G̃ is generated by {x̃α(s) : α ∈ Φ,s ∈ O}.

Note that the splitting of K is not unique in general. We fix the above choice of splitting
and identify K with the image of the splitting, namely we view K as a subgroup of G̃ via
this splitting.

4.2.5. Metaplectic torus. — Let T̃ = p−1(T ) be the metaplectic torus. It is a central ex-
tension of T by µn(F), and the restriction of p to T̃ is given by h̃α(s) 7→ hα(s). By (4.3),
(4.4) we have the following relations in T̃ : for α,β ∈ Φ and s, t ∈ F∗,

[hα(s),hβ (t)] = (s, t)B(α
∨,β∨).

h̃α(s)h̃α(t)h̃α(st)
−1 = (s, t)Q(α∨). (4.5)

Since G is simply connected, every element in T can be expressed as η(F) =
h1(F1) · · ·hr(Fr) for F = (F1, · · · ,Fr) ∈ F∗ (in this section we always work over the local
field F, so we simply denote ηF by η). We define a map i : T → T̃ by

i(1(F1) · · · r(Fr)) = h̃1(F1) · · · h̃r(Fr) for F1, · · · ,Fr ∈ F
∗. (4.6)

The map i is a section of p : T̃ → T , but it is not a group homomorphism in general.
We will often use the following simple observation without mentioning:

Lemma. — Every element t̃ ∈ T̃ can be uniquely factorized as t̃ = i(t)ζ for ζ ∈ µn(F),
t ∈ T .

Démonstration. — Take t = p(̃t), then we have p(i(t)−1t̃) = t−1t = 1, so i(t)−1t̃ ∈ ker p =
µn(F). Let ζ = i(t)−1t̃, then t̃ = i(t)ζ .

4.2.6. Center of T̃ . — Let T0 be the group functor given by sending a ring R to Λ∨
0 ⊗Z R×.

It is a split torus with cocharacter lattice Λ∨
0 . The inclusion Λ∨

0 →֒ Λ∨ induces an isogeny
T0 → T. By abuse of notation, we denote by T0 the image of the induced map T0(F)→
T(F). It is subgroup of T generated by elements of the form sλ∨

for s ∈ F∗ and λ∨ ∈ Λ∨
0 .

Similarly, we define T0,O to be the subgroup of T generated by sλ∨
for s ∈O∗ and λ∨ ∈Λ∨

0 .
Proposition ([43]). — Z(T̃ ) = T̃0.
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4.2.7. When (q,n)= 1. — In this subsubsection we suppose (q,n)= 1, so that the splitting
of K in Proposition 4.2.4 induces a splitting of TO . Since we also assumed that F contains
all n-th roots of unity, we actually have n|(q− 1), and thus the Hilbert symbol (−,−) is
unramified, namely (a,b) = 1 for a,b ∈ O× (see §2.2.1). This implies that i|TO

: TO → T̃

is a group homomorphism, and coincides with the splitting of TO induced by Proposition
4.2.4.

By abuse of notation, for every λ∨ ∈ Λ∨, the element i(πλ∨
) in T̃ is also denoted by

πλ∨
. Then each element ã ∈ T̃ has a unique decomposition

ã = πλ∨
a′ζ where a′ ∈ TO , λ∨ ∈ Λ∨, ζ ∈ µn(F). (4.7)

Let T∗ = T0TO . In the decomposition (4.7), we have T0 = πΛ∨
0 T0,O and T∗ = πΛ∨

0 TO .
Lemma. — T̃∗ is an abelian subgroup of T̃ .

Démonstration. — By Proposition 4.2.6, T̃0 is central in T̃ . Also TO is abelian because the
Hilbert symbol is unramified. So T̃∗ = T̃0TO is abelian.

Actually by [32], if 2n|(q−1), then T̃∗ is a maximal abelian subgroup of T̃ . Logically
we don’t need this result in this article.

4.2.8. The section i. — We record the following basic computation, which will be used
repeatedly in the sequel:
Proposition. — For F,F ′ ∈ (F∗)r, we have

i(η(FF ′)) = d(F,F ′)i(η(F))i(η(F ′)) (4.8)

where d(F,F ′) ∈ µn(F) is given by

d(F,F ′) =

(
r

∏
i=1

(Fi,F
′
i )

−Qi

)(

∏
1≤i< j≤r

(F ′
i ,Fj)

Bi j

)
(4.9)

Démonstration. — By (4.5) we have

i(η(FF ′)) = h̃1(F1F ′
1) · · · h̃r(FrF

′
r )

=

(
r

∏
i=1

(Fi,F
′
i )

−Qi

)
h̃1(F1)h̃1(F

′
1) · · · h̃r(Fr)h̃r(F

′
r )

=

(
r

∏
i=1

(Fi,F
′
i )

−Qi

)(

∏
1≤i< j≤r

(F ′
i ,Fj)

Bi j

)
h̃1(F1) · · · h̃r(Fr)h̃1(F

′
1) · · · h̃r(F

′
r )

=d(F,F ′)i(η(F))i(η(F ′)).

Remarks. — d(F,F ′) is a cocycle of the central extension T̃ of T by µn(F) after we
identify T ∼= (F∗)r by the map η .
Corollary. — Suppose the metaplectic dual root datum D∨

(Q,n) defined by Lemma 3.1.5 (ii)

is of adjoint type, namely the lattice Λ∨
0 is spanned by niα

∨
i for i = 1,2, · · · ,r. For t ∈ T

and t ′ ∈ T0 we have i(tt ′) = i(t)i(t ′) = i(t ′)i(t).
Démonstration. — It suffices to prove this for t ′ = sλ∨

with s ∈ F∗, λ∨ ∈ Λ∨
0 . Suppose

λ∨ = k1α∨
1 + · · ·+ krα∨

r , since Λ∨
0 is spanned by niα

∨
i for i = 1,2, · · · ,r, we have ni|ki for
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i = 1, · · · ,r. Suppose t = η(F), t ′ = η(F ′), then we have F ′
i = ski for i = 1, · · · ,r, so

d(F,F ′) =

(
r

∏
i=1

(Fi,s)
−kiQi

)(

∏
1≤i< j≤r

(F ′
i ,s)

kiBi j

)

Note that n|kiQi because ni|ki. Also n|kiBi j because kiBi j = 〈α∨
j ,αi〉kiQi. Thus d(F,F ′)= 1

and we are done.

4.2.9. Iwasawa decomposition. — We recall the following analogue of Iwasawa decom-
position for metaplectic groups:
Proposition. — Every element g∈ G̃ can be written as g= ktu for k ∈K, t ∈ T̃ , u∈U. The

decomposition is not unique in general, but the class of t in T̃O\T̃ is uniquely determined

by g.

In fact, by (4.7), every element g ∈ G̃ can be written as g = kπλ∨
ζ u for k ∈ K, λ∨ ∈ Λ∨,

ζ ∈ µn(F), u ∈U , and λ∨ is uniquely determined by g.

4.3. Universal unramified principal series representations. — In this subsection we
assume that 2n|(q− 1). We develop the theory of unramified principal series in the same
way as in [24] for reductive groups, namely we adopt the formalism of "universal principal
series".

4.3.1. Genuine functions. — We fix an embedding ε : µn(F)→ C∗. For any central ex-
tension of groups

1 → µn(F)→ Ẽ → E → 0

we say a function f : Ẽ → C on Ẽ is ε-genuine if it satisfies f (ζ x) = ε(ζ ) f (x) for any
ζ ∈ µn(F), x ∈ Ẽ . Since ε is fixed, such functions are usually called genuine for short.

4.3.2. Universal character. — We consider a "universal" unramified character of T0 de-
fined by

χuniv : T0/T0,O → C[Λ∨
0 ]

×, πµ∨ 7→ eµ∨
. (4.10)

It induces a genuine character χ̃univ : T̃∗ → C[Λ∨
0 ]

× by

χ̃univ(π
µ∨

a′ζ ) = eµ∨
ε(ζ ) for µ∨ ∈ Λ∨

0 , a′ ∈ TO ,ζ ∈ µn(F). (4.11)

It is right TO-invariant by definition.

Let iuniv = IndT̃

T̃∗
(χ̃univ). It is the space of genuine functions f : T̃ → C[Λ∨

0 ] such that

f (aπµ∨
a′ξ ) = ε(ξ ) f (a)eµ∨

, ζ ∈ µn(F),a ∈ T̃ ,µ∨ ∈ Λ∨
0 ,a

′ ∈ TO .

on which T̃ acts by left translations. In particular, these functions are right TO-invariant.
Lemma. — Let f be a left TO-invariant function in iuniv. Then f is uniquely determined

by its value at 1, and f (πµ∨
a′ξ ) = 0 if µ∨ /∈ Λ∨

0 .

Démonstration. — By (4.7), every element in T̃ can be decomposed uniquely as πµ∨
a′ζ

for µ∨ ∈ Λ∨,a′ ∈ TO , so f is completely determined by its values at πµ∨
for µ∨ ∈ Λ∨.

Let γ ∈ O∗ be an element such that ε(γ,π) is a primitive n-th root of unity. Then for each
simple coroot β∨ ∈ Π∨, we have

f (πµ∨
) = f (πµ∨

hβ (γ)) = ε(π ,γ)B(µ
∨,β∨) f (hb(γ)π

µ∨
) = ε(π ,γ)B(µ

∨,β∨) f (πµ∨
).
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So for µ∨ /∈Λ∨
0 , we can take some β∨ ∈Π∨ such that n ∤B(µ∨,β∨). This forces f (µ∨) = 0

for µ∨ /∈ Λ∨
0 . For µ∨ ∈ Λ∨

0 , we have f (πµ∨
) = eµ∨

f (1), so f is totally determined by
f (1) ∈ C[Λ∨

0 ].

4.3.3. Universal unramified principal series. — We define the universal unramified prin-

cipal series representation of G̃ by Muniv := IndG̃

T̃U
(iuniv) (parabolic induction). By tran-

sitivity of induction, we can equivalently define Muniv := IndG̃

T̃∗U
(χ̃univ). We will use the

second model, so Muniv is the space of functions ϕ : G̃ → C[Λ∨
0 ] such that

ϕ(gπµ∨
a′ζ u) = ε(ζ )q〈ρ,µ

∨〉eµ∨
ϕ(g), ζ ∈ µn(F),g ∈ G̃,µ∨ ∈ Λ∨

0 ,a
′ ∈ TO ,u ∈U. (4.12)

on which G̃ acts by left translations. It is also a C[Λ∨
0 ]-module.

Proposition. — Let ϕ be a left K-invariant function in Muniv. Then ϕ|
T̃

is a left TO-

invariant function in iuniv. In particular, ϕ is determined by its value at 1.

Let Φ be the unique K-invariant element in Muniv such that Φ(1) = 1. Then Φ is a
genuine left K-invariant right TOU -invariant function on G̃. It follows from the proof of
Lemma 4.3.2 that Φ is supported on p−1(Kπλ∨

U) if and only if λ∨ ∈ Λ∨
0 , and the value of

Φ on Kπλ∨
Uξ is q〈λ

∨,ρ〉eλ∨
ε(ξ ) for λ∨ ∈ Λ∨

0 .

4.3.4. Back to the unramified principal series representations. — For λ ∈ Λ⊗C, we de-
fine an unramified character χλ of T0 by

χλ (π
µ∨

a′) = q−〈λ ,µ∨〉 for µ∨ ∈ Λ∨
0 , a′ ∈ T0,O .

χλ extends to an unramified genuine character χ̃λ of T̃∗ by extending trivially on TO :

χ̃λ (π
µ∨

a′ζ ) = ε(ζ )q−〈λ ,µ∨〉 for µ∨ ∈ Λ∨
0 , a′ ∈ TO , ε(ζ ) ∈ µn(F). (4.13)

Note that χ̃λ is right TO-invariant by definition.

Let i(λ ) = IndT̃

T̃∗
(χ̃λ ) be the representation of T̃ induced from the character χ̃λ of T̃∗.

Concretely i(λ ) is the space of functions f : T̃ → C such that

f (aπµ∨
a′ξ ) = ε(ζ ) f (a)q−〈λ ,µ∨〉, ζ ∈ µn(F),a ∈ T̃ ,µ∨ ∈ Λ∨

0 ,a
′ ∈ TO .

The "usual" unramified principal series representations associated to λ ∈ Λ⊗C is de-

fined by I(λ ) := IndG̃

T̃U
(i(λ ))∼= IndG̃

T̃∗U
(χ̃λ ). In the second model, it is the space of func-

tions ϕ : G̃ → C such that

ϕ(gπµ∨
a′ζ u) = ε(ζ )q〈ρ−λ ,µ∨〉ϕ(g), ζ ∈ µn(F),g ∈ G̃,µ∨ ∈ Λ∨

0 ,a
′ ∈ TO ,u ∈U. (4.14)

on which G̃ acts by left translations. We have I(λ ) = Muniv ⊗C[Λ∨
0 ]

Cλ , where Cλ is the

one-dimensional C[Λ∨
0 ]-module on which eµ∨

acts by q−〈µ∨,λ 〉. Let Φλ be the image of Φ
in I(λ ). It is the unique K-invariant function in I(λ ) such that Φλ (1) = 1.

4.3.5. Intertwiners. — Let J be the smallest multiplicative subset of C[Λ∨
0 ] containing the

elements (1−q−1e−α̃∨
) and (1− e−α̃∨

) for every α∨ ∈ Φ∨, let C[Λ∨
0 ]J be the completion

at J. For any w ∈W , define the intertwiner Iw : Muniv ⊗C[Λ∨
0 ]J → Muniv ⊗C[Λ∨

0 ]J by

Iw(ϕ)(g) = w

∫

Uw

ϕ(guw)du (4.15)
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where Uw =U ∩wU−w−1 and the w in the front means the W -action on C[Λ∨
0 ]J. Then we

have

– Iw is G̃-equivariant.
– Iw(e

λ∨
ϕ) = ewλ∨

ϕ for λ∨ ∈ Λ∨
0 .

– Iw1w2 = Iw1Iw2 if ℓ(w) = ℓ(w1)+ ℓ(w2).

We have the following metaplectic version of the Gindikin-Karpelevich formula:
Proposition ([31]). — Let si be a simple reflection. The effect of Isi

on the spherical vector

Φ is given by

Isi
Φ =

1−q−1eα̃∨
i

1− eα̃∨
i

Φ

Also for every λ ∈ Λ⊗C, Iw induces an intertwiner Iw(λ ) : I(λ )→ I(wλ ) defined by

Iw(ϕ)(g) =
∫

Uw

ϕ(guw)du.

which is the usual intertwiner on unramified principal series representations.

4.4. Whittaker functionals. — We fix an additive character ψ : F→ C∗ of conductor O .

4.4.1. Generic unramified character of U−. — For every simple root αi ∈ ∆, ψ induces
a character of U−i via the isomorphism x−i : F

∼−→ U−i, denoted ψ−i. Then we define a
character of U− by

ψ : U−
։U−/[U−,U−]∼= ∏

i∈I

U−i
∏i∈I ψ−i−−−−−→ C∗

which we still denote by ψ by abuse of notations.

4.4.2. Universal Whittaker functionals. — For every C[Λ∨
0 ]-valued smooth representation

(r,V ) of G̃, let Wh(V ) be the space of linear functionals L : V → C[Λ∨
0 ] such that

L(r(u−)v) = ψ(u−)L(v) for all v ∈V, u− ∈U−. (4.16)

Proposition. — Wh(Muniv) is a free C[Λ∨
0 ]-module of rank |Λ∨/Λ∨

0 |. For every λ∨ ∈
Λ∨/Λ∨

0 define a linear functional Lλ∨ on Iu by

Lλ∨( f ) = q−〈λ∨,ρ〉
∫

U−
f (u−πλ∨

)ψ(u−)−1du− (4.17)

Let Γ be a set of representatives of Λ∨/Λ∨
0 . Then {Lλ∨ : λ∨ ∈ Γ} is a set of C[Λ∨

0 ]-module

generators of Wh(Muniv).

4.4.3. The total Whittaker functional W . — Note that

Lλ∨+µ∨( f ) = eµ∨
Lλ∨( f )

for µ∨ ∈ Λ∨
0 , so Lλ∨( f )e−λ∨ ∈ C[Λ∨] only depends on the residue class of λ∨ in Λ∨

0 . We
also define the "total" Whittaker functional W : Muniv → C[Λ∨] by

W ( f ) = ∑
λ∨∈Λ∨/Λ∨

0

Lλ∨( f )e−λ∨
(4.18)

Proposition. — W : Muniv → C[Λ∨] is surjective.
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Démonstration. — The proof is similar to the proof of [9, Proposition 3]. For any ξ∨ ∈Λ∨,
it suffices to find a preimage for eξ∨

. Let ϕξ∨ be the function supported on U−
O

T̃U whose

value at kπµ∨
aζ u is equal to

{
ε(ζ )q〈ρ,µ

∨〉eξ∨+µ∨
, if ξ∨+µ∨ ∈ Λ∨

0 ,

0 otherwise.

for k ∈U−
O

, µ∨ ∈ Λ∨, a ∈ TO , ζ ∈ µn, u ∈U . By Iwasawa decomposition, the function ϕξ∨

is well-defined and is a member of Muniv. Now we consider

Lλ∨(ϕξ∨) = q−〈λ∨,ρ〉
∫

U−
ϕξ∨(u−πλ∨

)ψ(u−)−1du−.

Since the support of ϕξ∨ is in U−
O

T̃U , ϕξ∨(u−πλ∨
) = 0 unless u− ∈U−

O
, so the integration

is actually taken over U−
O

, on which the character ψ is trivial. Thus

Lλ∨(ϕξ∨) = q−〈λ∨,ρ〉
∫

U−
O

ϕξ∨(u−πλ∨
)du−

=q−〈λ∨,ρ〉ϕξ∨(πλ∨
) =

{
eλ∨+ξ∨

if ξ∨+λ∨ ∈ Λ∨
0 ,

0 otherwise.

As a result, W (ϕξ∨) = L−ξ∨(ϕξ∨)eξ∨
= eξ∨

.

4.5. Unramified Whittaker functions. —

4.5.1. The unramified Whittaker functions. — The unramified metaplectic Whittaker
functions are the functions

Wλ∨(g) = q−〈λ∨,ρ〉
∫

U−
Φ(gu−πλ∨

)ψ(u−)−1du−. (4.19)

for λ∨ ∈ Λ∨. They satisfy

Wλ∨(kgu−ζ ) = ψ(u−)ε(ζ )Wλ∨(g) for k ∈ K, g ∈ G̃, u− ∈U−, ζ ∈ µn(F). (4.20)

and
Wλ∨+µ∨(g) = eµ∨

Wλ∨(g) (4.21)

thus Wλ∨(g)e−λ∨
depends only on the residue class of λ∨ in Λ∨/Λ∨

0 . Also note that

Wλ∨(g) = Lλ∨(g ·Φ)

where g ·Φ is the G̃-action on the universal principal series Muniv by left translations.

4.5.2. The "total" Whittaker function. — In [37] Patnaik-Puskas also defined a "total"
Whittaker function W : G̃ → C[Λ∨] by

W (g) =
∫

U−
Φ̃(gu−)ψ(u−)du− (4.22)

where Φ̃ : G̃ → C[Λ∨] is the function whose value on Kπλ∨
Uξ is q〈λ

∨,ρ〉eλ∨
ε(ξ ). The

values of Φ̃ and Φ coincide on Kπλ∨
Uξ for λ∨ ∈ Λ∨

0 . The main result of loc. cit. is

Theorem. — For every λ∨ ∈ Λ∨
+ we have W (πλ∨

) = C̃S(λ∨).
The relation between the Whittaker functions W∨

λ for λ∨ ∈ Λ∨ and Patnaik-Puskas’
Whittaker function W (g) is
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Proposition. — We have

W (g) = ∑
λ∨∈Λ∨/Λ∨

0

e−λ∨
Wλ∨(g).

In particular,

W (1) = W (Φ) = ∑
λ∨∈Λ∨/Λ∨

0

e−λ∨
Lλ∨(Φ).

Démonstration. — The functions W and Wλ∨ all satisfy (4.20), so by Iwasawa decompo-
sition, it suffices to prove this theorem for g = πη∨

. For simplicity we prove it for g = 1
(and in this paper we only need this result for g = 1), the proof for a general πη∨

is similar.
By Iwasawa decomposition, we have

W (1) =
∫

U−
Φ̃(u−)ψ(u−)du− = ∑

µ∨∈Λ∨
∑

ξ∈µn(K )

∫

Kπµ∨Uξ∩U−
ε(ξ )q〈µ

∨,ρ〉eµ∨
ψ(u−)du−

= ∑
µ∨∈Λ∨

q〈µ
∨,ρ〉eµ∨

∑
ξ∈µn(K )

ε(ξ )

∫

Kπµ∨Uξ∩U−
ψ(u−)du−.

And similarly,

Wλ∨(1) = q−〈λ∨,ρ〉
∫

U−
Φ(u−πλ∨

)ψ(u−)du−

= q−〈λ∨,ρ〉 ∑
µ∨∈Λ∨

∑
ξ∈µn(K )

∫

Kπµ∨Uξ∩U−
Φ(u−πλ∨

)ψ(u−)du−

= ∑
µ∨∈−λ∨+Λ∨

0

q〈µ
∨,ρ〉eµ∨+λ∨

∑
ξ∈µn(K )

ε(ξ )
∫

Kπµ∨Uξ∩U−
ψ(u−)du−

since Φ is supported on Λ∨
0 . Thus

∑
λ∨∈Λ∨/Λ∨

0

e−λ∨
Wλ∨(1)

= ∑
λ∨∈Λ∨/Λ∨

0

∑
µ∨∈−λ∨+Λ∨

0

q〈µ
∨,ρ〉eµ∨

∑
ξ∈µn(K )

ε(ξ )

∫

Kπµ∨Uξ∩U−
ψ(u−)du−

= ∑
λ∨∈Λ∨/Λ∨

0

∑
µ∨∈−λ∨+Λ∨

0

q〈µ
∨,ρ〉eµ∨

∑
ξ∈µn(K )

ε(ξ )
∫

Kπµ∨Uξ∩U−
ψ(u−)du−

= ∑
µ∨∈Λ∨

q〈µ
∨,ρ〉eµ∨

∑
ξ∈µn(K )

ε(ξ )
∫

Kπµ∨Uξ∩U−
ψ(u−)du−

=W (1).

In particular, e−λ∨
Wλ∨(1) is the part of W (1) supported on −λ∨+Λ∨

0 .
Corollary. — We have

e−λ∨
Lλ∨(Φ)= e−λ∨

Wλ∨(1)= ∑
k1,··· ,kr≥0

k1α∨
1 +···+krα∨

r −λ∨∈Λ∨
0

H(πk1, · · · ,πkr)q−k1−···−kr e−k1α∨
1 −···−krα∨

r

Démonstration. — This follows from Theorem 4.5.2, Theorem 4.5.3 and the definition of
H(πk1, · · · ,πkr) in §3.3.3.
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4.6. Kazhdan-Patterson’s scattering matrix. — We have the following result on the
relation between the total Whittaker functional W and the intertwiner Isi

for a simple re-
flection si. It is equivalent to the computation of Kazdhan-Patterson’s scattering matrix
[19, 26].
Proposition. — For a simple reflection si, for any Φ∞ ∈ Muniv,∞ we have

W (Isi
Φ∞) =

1−q−1e−α̃∨
i

1− eα̃∨
i

si ⋆W (Φ∞)

where si ⋆− is the Chinta-Gunnells action defined by (3.3).

The proof of this proposition will be given in the appendix.

4.7. Invariance of C̃S(0) under the Chinta-Gunnells action. —

Theorem ([13]). — Let

D = ∏
α∈Φ+

(1−q−1e−α̃∨
)

Then D−1C̃S(0) is invariant under the Chinta-Gunnells action (3.3), namely si ⋆

(D−1C̃S(0)) = D−1C̃S(0) for every simple reflection si.

Démonstration. — We have C̃S(0) = W (1) = W (Φ). Consider W (Isi
Φ). On the one

hand, by the Gindikin-Karpelevich formula (4.3.5) we have

W (Isi
Φ) =

1−q−1eα̃∨
i

1− eα̃∨
i

W (Φ) =
1−q−1eα̃∨

i

1− eα̃∨
i

C̃S(0).

On the other hand, by Proposition 4.6 we also have

W (Isi
Φ) =

1−q−1e−α̃∨
i

1− eα̃∨
i

si ⋆W (Φ) =
1−q−1e−α̃∨

i

1− eα̃∨
i

si ⋆ C̃S(0)

Thus we have

si ⋆ C̃S(0) =
1−q−1eα̃∨

i

1−q−1e−α̃∨
i

C̃S(0)

The result follows from the fact that si ⋆D = siD and

siD/D =
1−q−1eα̃∨

i

1−q−1e−α̃∨
i

.

5. Whittaker coefficients of metaplectic Eisenstein series

Let k be a number field containing all 2n-th roots of unity (in particular, k is totally
imaginary). Let A be the ring of adèles of k. Let G be a split semisimple simply-connected
reductive group over k with root datum D. In this section we define the global metaplectic
group G̃A, which is a central extension of the adelic group GA by µn(k). The group Gk of
k-rational points in GA splits canonically in G̃A, so we can talk about automorphic forms
on Gk\G̃A. In particular, we define certain Eisenstein series on G̃A induced from the Borel
subgroup. The main result of this paper is the computation of the first Whittaker coefficient
of this Eisenstein series, which results in a Weyl group multiple Dirichlet series as defined
in (3.11), as conjectured by Brubaker-Bump-Friedberg [7].
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5.1. Global metaplectic covers. —

5.1.1. — For any place ν of k, the inclusion k →֒ kν induces an isomorphism µn(k) ∼=
µn(kν). Let µn(A) =

⊕
ν µn(kν). There is a canonical map m : µn(A)→ µn(k) obtained by

identifying all the components with µn(k), and take the product of all the components.

5.1.2. — For each finite place ν ∤ ∞, let G̃ν be the metaplectic central extension of Gν =

G(kν) defined in §4.2. For ν ∤ n, let Kν ⊆ G̃ν be a splitting of the maximal compact
subgroup G(Oν) of Gν . For ν|∞, let G̃ν = Gν × µn(k) be the trivial central extension of
G̃ν by µn(kν). (Note that by our assumption, k is totally imaginary, so for each ν|∞, kν

∼=C

and G(C) has no nontrivial central extension by µn(k).)
Let GA =∏′

ν Gν be the restricted direct product of {Gν : ν ∈Vk} with respect to {Kν =

G(Oν) : ν ∤ ∞}. Let ∏′
ν G̃ν be the restricted direct product of {G̃ν : ν ∈ Vk} with respect

to {Kν : ν ∤ ∞, ν ∤ n}. The maps pν : G̃ν → Gν induces a map p′A = ∏ν pν : ∏′
ν G̃ν → GA,

which makes ∏′
ν G̃ν a central extension of GA. The kernel of p′A is isomorphic the restricted

direct product of {µn(kν) : ν ∈ Vk} with respect to the trivial subgroups {1} over the finite
places not dividing n, so ker p′A

∼= µn(A), and we will always make this identification.

5.1.3. — Let G̃A be the pushout of the central extension p′A : ∏′
v G̃v → GA via m : µn(A)→

µn(k), which fits into the following exact commutative diagram:

1 µn(A) ∏′
ν G̃ν GA 1

1 µn(k) G̃A GA 1

m

p′
A

m′

pA

So the natural map pA : G̃A → GA makes G̃A a central extension of GA by µn(k).
Proposition. — [35] The group of k-rational points Gk := G(k) splits canonically in G̃A.

We view Gk as a subgroup of G̃A via this splitting.

5.1.4. Local metaplectic groups as subgroups of G̃A. — The global metaplectic group G̃A

is not a restricted direct product of G̃ν for ν ∈ Vk, but we still have the following:
Proposition. — The composition of the natural embedding G̃ν →֒ ∏′

ν G̃ν with m′ :

∏′
ν G̃ν → G̃A is an injection. We view G̃ν as a subgroup of G̃A with respect to this

injection.

By abuse of notations, given gν ∈ G̃ν for every ν ∈ Vk, the element m′(∏ν gν) in G̃A is
also denoted by ∏ν gν or (gν)ν .

5.1.5. Unipotent radicals. — Let UA be the subgroup of GA defined by

UA = {(uν)ν ∈ GA : uν ∈Uν for all ν ∈ Vk}
and similarly define U−

A . Then UA = ∏′
ν Uν and U−

A = ∏ν U ′
ν are restricted direct products

of the local unipotent radicals. Both UA and U−
A split canonically in G̃A, and we will view

them also as subgroups of G̃A via the canonical splitting.

5.1.6. Torus. — Let T̃A = p−1
A (TA). It is also a central extension of TA by µn(k). The

canonical splitting of Gk in G̃A induces a splitting ik : Tk → T̃A given by

ik(η) = ∏
ν

iν(η) for η ∈ Tk. (5.1)
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5.1.7. Genuine functions. — We fix an injection ε : µn(k) → C∗, then we can define ε-
genuine functions on G̃A or T̃A in the same way as in §4.3.1, namely a function ϕ : G̃A → C

is called ε-genuine if ϕ(ζ g) = ε(ζ )ϕ(g) for ζ ∈ µn(k), g ∈ G̃A, and similar for T̃A. Since
ε is fixed, such functions are simply called genuine.

5.1.8. Factorizable functions. — Let G̃AS = ∏ν /∈S G̃ν . Note that ε induced injections ε :
µn(kν) → C for every ν ∈ Vk, so it makes sense to talk about genuine functions on each
G̃ν . Clearly the restriction of a genuine function on G̃AS to G̃ν is genuine. Conversely we
have
Proposition. — For every ν /∈ S, let ϕν : G̃ν →C be a genuine function on G̃ν such that the

product ∏ν /∈S ϕν : ∏′
ν /∈S G̃ν → C is a well-defined function on ∏′

ν /∈S G̃ν , namely for every

(gν)ν /∈S ∈ ∏′
ν /∈S G̃ν , the infinite product ∏ν /∈S ϕν(gν) is convergent. Then the function

∏ν /∈S ϕν : ∏′
ν /∈S G̃ν → C descends to a genuine function ϕ on G̃AS . By abuse of notion, the

function ϕ is also denoted ∏ν /∈S ϕν .

And a similar result holds for T̃AS . A genuine function on G̃AS or T̃AS is called factoriz-

able if it can be obtained from a family (ϕν)ν /∈S of local genuine functions in this way.

5.1.9. Genuine functions on G̃A. — Similarly, let ϕS be a genuine function on G̃AS , let ϕS

be a genuine function on G̃S. Then we can define a genuine function ϕ on G̃A = G̃AS ×µn(k)

G̃S by descending the function ϕS ·ϕS on G̃AS × G̃S. By abuse of notation, the genuine
function ϕ on G̃A is also denoted ϕS ·ϕS.

The following simple lemma will be used without mentioning:
Lemma. — Let ϕS = ∏ν /∈S ϕν be a factorizable function on G̃AS , let ϕS be a factorizable

function on G̃S, let ϕ = ϕS ·ϕS. Then for g = (gν)ν ∈ G̃A and η ∈ Tk we have

ϕ(gη) =

(

∏
ν /∈S

ϕν(gνiν(η))

)
ϕS(gSiS(η))

where gS = (gν)ν∈S ∈ G̃S. The same is true if G̃A is replaced by T̃A.

The lemma is a simple consequence of the fact that (5.1) is a splitting of Tk in G̃A.

5.2. Metaplectic Eisenstein series. — Still let k be a totally imaginary number field con-
taining and pick n and S to satisfy the conditions in §2.1.5.

5.2.1. G over Bad places. — We deal with the places in S together. Heuristically, in this
section, kS and oS plays the same role as F and O in the local case. This idea comes from
[9]. Let GS = G(kS), let US = ∏ν∈SUν , U−

S = ∏ν∈SU−
ν , TS = ∏ν∈S Tν , T0,S = ∏ν∈S T0,ν

be the corresponding subgroups of GS. Let pS : G̃S → GS be the central extension of GS

by µn(k) defined by a similar pushout as in §5.1.3. Note that the unipotent radicals US,
U−

S still splits canonically in G̃S, and the torus T̃S = p−1
S (TS) is a central extension of TS by

µn(k).

5.2.2. The torus T̃S. — To distinguish between different places, for ν ∈ Vk, s ∈ kν and
i = 1, · · · ,r let hi,ν(s) be the corresponding element in Tν , where we recall that the notation
hi was defined in §4.1.3.

For every t = (tν)ν∈S ∈ kS, let hi,S(t) = ∏ν∈S hi,ν(tν) be the corresponding element in
TS, let h̃i,S(tν) = ∏ν∈S h̃i,ν(tν) be the corresponding element in T̃S. For C ∈ (oS \{0})r, we
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define

ηS(C) = h̃1,S(C1) · · · h̃r,S(Cr) ∈ T̃S.

Let iS : TS → T̃S be the map given by

iS(h1,S(s1,ν) · · ·hr,S(sr,ν)) = h̃1,S(s1,ν) · · · h̃r,S(sr,ν) for s1, · · · ,sr ∈ k∗S. (5.2)

This is a section of pS : T̃S → TS but not a group homomorphism.
Note that ToS

is an abelian group by Lemma 2.2.3 (i), and also by this lemma, iS|ToS
:

ToS
→ T̃S is a group homomorphism, so it a splitting of ToS

∈ T̃S. We view ToS
as a subgroup

of T̃S via this splitting. Moreover, we have
Proposition. — T̃∗,S = T̃0,SToS

is an abelian subgroup of T̃S.

Démonstration. — T̃0,S is central in T̃∗,S by Lemma 4.2.6, and ToS
is abelian by Lemma

2.2.3.

We expect T̃S to be a maximal abelian subgroup of T̃S so that it plays the role of the
maximal abelian subgroup T̃∗,ν of T̃ν for ν /∈ S, but we don’t need this.

5.2.3. Induced representation of G̃S. — The following mimics §4.3.4. For an element
a = h1,S(C1) · · ·hn,S(Cn) of T0,oS

and µ ∈ Λ⊗C, we define

|a|µS := |C1|〈µ,α
∨
1 〉

S · · · |Cr|〈µ,α
∨
r 〉

S (5.3)

Now every λ ∈ Λ⊗C induces a character χλ ,S : T0,S → C∗ by χλ ,S(a) = |a|λ−ρ
S which

is ToS
-invariant. It extends to a character of T∗,S by the composition

T∗,S ։ T∗,S/ToS
∼= T0,S/T0,oS

χλ ,S−−→ C

This character of T∗,S is still denoted by χλ ,S. Let χ̃λ ,S be the genuine character of T̃∗,S
defined by

χ̃λ ,S(iS(a)ζ ) = ε(ζ )χλ ,S(a) for ζ ∈ µn(k), a ∈ T∗,S.

It is right ToS
-invariant.

Let iS(λ ) = IndT̃S

T̃∗,S
(χ̃λ ,S) be the induced representation. Similar to the previous section,

it consists of functions f : T̃S → C such that f (aa′) = f (a)χ̃λ ,S(a
′) for a ∈ T̃S, a′ ∈ T̃∗,S.

Let IS(λ ) be the induced representation IS(λ ) = IndG̃S

T̃SUS

iS(λ ) or IndG̃S

T̃∗,SUS

(χ̃λ ,S). The

second model consists of functions Φ : G̃S → C such that

Φ(gau) = Φ(g)χ̃λ ,S(a)

for g ∈ G̃S, a ∈ T̃∗,S,u ∈US.

Let Φλ ,S be a function in IndG̃S

T̃∗,SUS

(χ̃λ ,S). It satisfies

Φλ ,S(giS(a)a
′ζ u) = ε(ζ )Φλ ,S(g)|a|λ−ρ

S for g ∈ G̃S, ζ ∈ µn(k), a ∈ T0,S, a′ ∈ ToS
, u ∈US.

(5.4)
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5.2.4. — Now fix λ ∈ Λ⊗C. Let Φλ ,ν be the function Φλ defined in §4.3.4 for ν /∈ S. By

Proposition 5.1.8 we can define a genuine function ∏ν /∈S Φλ ,ν on G̃AS because Φλ ,ν |GOν
=

1 for all ν /∈ S. We define a genuine function Φλ ,∗ : G̃A → C by

Φλ ,∗(g) =

(

∏
ν /∈S

Φλ ,ν

)
·Φλ ,S (5.5)

in the notation of §5.1.9.
Lemma. — The function Φλ ,∗ is right T0,k-invariant.

Démonstration. — Let g = (gν)ν ∈ G̃A, a ∈ T0,k. We have

Φλ ,∗(ga)=

(

∏
ν /∈S

Φλ ,∗(gνiν(a))

)
·Φλ ,S(gSiS(a))=

(

∏
ν /∈S

Φλ ,∗(gν)|a|λ−ρ
ν

)
·Φλ ,S(gS)|a|λ−ρ

S =Φλ ,∗(g).

5.2.5. — The function Φλ ,∗ is only invariant under T0,k but not invariant under Tk, so

following [26] we now introduce the function Φλ ,0(x) : G̃A → C,

Φλ ,0(x) = ∑
η∈Tk/T0,k

Φλ ,∗(xη) (5.6)

This function is left KS = ∏v/∈S Kv-invariant and right UATk invariant.

5.2.6. Metaplectic Eisenstein series. — Using the function Φ0,λ , we form the metaplectic

Eisenstein series

E(λ ,Φλ ,S,g) = ∑
γ∈Gk/Bk

Φλ ,0(gγ) (5.7)

Proposition ([34]). — (i) Let

Gode = {λ ∈ Λ⊗C : 〈Re(λ ),α∨
i 〉 ≤ −1 for every simple coroot α∨

i }. (5.8)

be the Godement region. E(λ ,Φλ ,S,g) is absolutely convergent for (g,λ ) ∈ G̃(A)×
Gode. Moreover, the convergence is uniform on compact subsets of (g,λ ) ∈ G̃(A)×
Gode, in particular, for a fixed g ∈ G̃(A), the function E(g,Φλ ,S,λ ) is a holomorphic

function in λ ∈ Gode.

(ii) For a fixed g ∈ G̃(A), the function E(g,Φλ ,S,λ ) has a meromorphic continuation to

λ ∈ Λ⊗C.

5.2.7. Functional equations. — For λ ∈Gode, let M(w,λ ) : IndG̃S

T̃∗,SUS

(χλ ,S)→ IndG̃S

T̃∗,SUS

(χwλ ,S)

be the intertwiner

M(w,λ )Φλ ,S(g) =
∫

Uw,S

Φλ ,S(guw)du

It is known that the intertwiners M(w,λ ) also have meromorphic continuations to λ ∈
Λ⊗C.
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Proposition ([34]). — For every w ∈W , we have the following functional equation

E(g,M(w,λ )Φλ ,S,wλ ) =


 ∏

α∨∈Φ∨
+

w−1α∨<0

ζS(−〈λ ,α∨〉)
ζS(−〈λ ,α∨〉+1)


E(g,Φλ ,S,λ ). (5.9)

where ζS(z) = ∏v/∈S(1− q−z
v )−1 is the partial zeta function of k with local factors in S

removed.

5.3. Whittaker coefficients. —

5.3.1. Remark on Haar measures. — In this article we will only do integration on the
unipotent radical U− and its subgroups over local and global fields, so we simply take
Tamagawa measures (see [42]). In particular, for any unipotent group N over k, the Tama-
gawa measure on NA induces an invariant measue on the quotient NA/Nk, under which the
volume of NA/Nk is equal to 1.

5.3.2. First Whittaker coefficient. — From now on we will fix the function Φλ ,S and sim-
ply denote the Eisenstein series by E(g,λ ). We take an additive character ψ : A/k → C∗,
which factorizes as ψ = ∏ν ψν for v ∈ V(k), where ψν : kν → C∗ is an additive character
of the local field kν . We suppose that ψν is non-trivial for every place ν and unramified for
every non-archimedean place ν /∈ S.

For λ ∈ Gode and g ∈ G̃A, the first Whittaker coefficient of the metaplectic Eisenstein
series E(λ ,g) introduced in (5.7) is defined to be

W (λ ,g) =
∫

U−
A
/U−

k

E(λ ,gu−)ψ(u−)−1 du−, (5.10)

where du− is defined to be the (quotient) Haar measure on U−
A /U−

k such that U−
A /U−

k has
total volume 1. Note that since U−

A /U−
k is compact, the Whittaker coefficient is absolutely

convergent for λ ∈ Gode. Our goal in this section is to relate this first Whittaker coefficient
to the Weyl group multiple Dirichlet series introduced in §3.3.2.

5.3.3. Statement of main result. — We can now state the main result of this section, the
so-called Eisenstein conjecture of [7, 11] . The proof will occupy the remainder of this
section.
Theorem. — Let k be a number field containing all 2n-th roots of unity. Choose the finite

set of places S ⊂ Vk to satisfy the conditions of §2.1.5. Let D be a semisimple simply-

connected root datum such that the metaplectic dual root datum D∨
(sQ,n) defined in Lemma

3.1.5 (ii) is of adjoint type. Let λ ∈ Gode, let si := 〈ρ −λ ,α∨
i 〉 = 1−〈λ ,α∨

i 〉 for i ∈ I.
Then the coefficient W (λ ,1) from (5.10) is well-defined and we have

W (λ ,1) = [ToS
: T0,oS

]ZΨ(s1, · · · ,sr), (5.11)

where ZΨ(s1, · · · ,sr) is the Weyl group multiple Dirichlet series attached to (D,n,S,Q) (see

§3.3.2 ) with H(C1, . . . ,Cr) as in 3.3.3 and

Ψ(C1, · · · ,Cr) := NC
s1
1 · · ·NCsr

r

∫

U−
S

Φλ ,S(u
−
S h̃1,S(C1) · · · h̃r,S(Cr))ψv(u

−
S )

−1du−S , (5.12)

where ψS = ∏ν∈S ψν .
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The proof will be broken down into three parts: in the rest of this subsection we use a
standard unfolding argument to rewrite the Whittaker coefficient as a sum over η ∈ Tk/T0,k

of two functions IS(η) and IS(η) that can actually be defined on a larger domain, and we
establish the invariance properties of these two functions.

Next we rewrite this summation into a summation over
⊕

v/∈S Λ∨/Λ∨
0 and compare with

the regrouped summation of the WMDS in (3.22), so it suffices to prove the equality for the
sub-summations for both the Whittaker coefficient and the WMDS for each λ = (λ∨

ν )
∨ ∈⊕

v/∈S Λ∨/Λ∨
0 . In these sub-summations, the Ψ function in the WMDS is equal to the IS-

function on the Whittaker side, so it boils down to prove the equality

IS(λ∨) = ∑
C∈supp(Z;λ∨)

H(C1, · · · ,Cr)NC
−s1
1 · · ·NC−sr

r .

Then note that IS factorizes into a product of local integrals Iν for ν /∈ S, and each Iν is
equal to the product of the part of the ν-part supported on −λ∨

ν times the factor D(λ∨;ν)
defined in (3.23). Finally we span the product local integrations, the ν-parts glues into the
right hand side of the above equality because of Lemma 3.3.1.

5.3.4. Unfolding the metaplectic Eisenstein series. — The first step in our argument will
be a standard unfolding argument similar to the one used when computing Whittaker co-
efficients of Borel Eisenstein series on a reductive group. Note that, due to the local non-
uniqueness of Whittaker functionals, this does not result in an Euler product as in the linear
case.
Claim. — For a ∈ T̃A and λ as above, we have

W (λ ,a) := ∑
η∈Tk/T0,k

∫

U−
A

Φλ ,∗(au−η)ψ(u−)−1du−. (5.13)

Démonstration. — By definition, for a ∈ T̃A, we have

W (λ ,a) =
∫

U−
A
/U−

k

∑
γ∈Gk/Bk

Φλ ,0(au−γ)ψ(u−)−1du−. (5.14)

Decomposing, using the Bruhat decomposition, Gk/Bk := ⊔w∈W Uw,k ẇBk/Bk, we find that
the above can be decomposed, using the right Bk-invariance of Φλ ,0, as

∫

U−
A
/U−

k

∑
w∈W

∑
uw∈Uw

Φλ ,0(au−uwẇ)ψ(u−)−1du− =

∫

U−
A
/U−

k

∑
w∈W

∑
γ∈U−

w,k

Φλ ,0(au−ẇu−w,k)ψ(u−)−1du−(5.15)

where U−
w,k = ẇ−1Uw,kẇ is a subgroup of U−

k . Writing also U
−,w
k := U−

k ∩ ẇU−
k ẇ−1, we

have a factorization U−
k = U

−,w
k U−

w,k. A standard Fubini type argument then shows the
above can be rewritten as

∑
w∈W

∫

U−
A
/U

−,w
k

Φλ ,0(au−w)ψ(u−)−1du−. (5.16)

Similarly decomposing U−
A =U−

w,AU
−,w
A we find that the above is equal to
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∑
w∈W

∫

U−
w,A

∫

U
w,−
A

/U
w,−
k

Φλ ,0(au−1 u−2 w)ψ(u−1 u−2 )
−1du−1 du−2 (5.17)

= ∑
w∈W

∫

U−
w,A

(∫

U
w,−
A

/U
w,−
k

ψ(u−2 )
−1du−2

)
Φλ ,0(au−1 w)ψ(u−1 )

−1du−. (5.18)

If w 6= e, the inner integral over U
−,w
A /U

−,w
k

vanishes, so that we are just left with
∫

U−
A

Φλ ,0(au−)ψ(u−)−1du−. (5.19)

Now, if we substitute in the definition (5.6), the claim follows.

5.3.5. The functions IS(η), IS(η). — We now focus on the case when a = 1. Using the
previous Claim, we may now write W (λ ,1) as

∑
η∈Tk/T0,k

(
|η|ρ−λ

v ∏
v/∈S

∫

U−
v

Φλ ,v(u
−
v iν(η))ψv(u

−
v )

−1du−v

)

︸ ︷︷ ︸
IS(η)

·

(
|η|ρ−λ

S

∫

U−(kS)
Φλ ,S(u

−
S iS(η))ψv(u

−
S )

−1du−S

)

︸ ︷︷ ︸
IS(η)

. (5.20)

Note that both IS(η) and IS(η) are now defined on Tk and right invariant under T0,k. In fact,
we may extend these functions by

IS(η) := ∏
ν /∈S

|ην |ρ−λ
ν

∫

U−
ν

Φλ ,ν(u
−
ν ην)ψv(u

−
v )

−1du−v (5.21)

for η = ∏ν /∈S ην ∈ T̃AS with ην ∈ T̃ν , and

IS(η) := |η|ρ−λ
S

∫

U−
S

Φλ ,S(u
−
S η)ψv(u

−
S )

−1du−S for η ∈ T̃S. (5.22)

For every ν /∈ S we also define Iν : T̃ν → C by

Iν(ην) = |ην |ρ−λ
ν

∫

U−
ν

Φλ ,ν(u
−
ν ην)ψν(u

−
ν )

−1du−ν (5.23)

Then in the notation introduced after Proposition 5.1.8, we have IS = ∏ν /∈S Iν . Note that
here by abuse of notation, we extend the absolute value functions | · |ν : Tν → C to T̃ν via
composition with pν : T̃ν → Tν , and similar for | · |S.
Proposition. — The functions IS, IS, Iν are all genuine. The function Iν : T̃ν → C is right

T∗,ν -invariant, and the function IS : T̃S → C is right T∗,S-invariant. (Note that by Corollary

4.2.8, for every ν /∈ S, iν |T∗,ν is a splitting of T∗,ν , and we view T∗,ν as a subgroup of T̃ν via

this splitting.)

Démonstration. — The functions Iν and IS are clearly genuine. By Proposition 5.1.8, the
function IS = ∏ν /∈S Iν is also genuine.

The invariance of Iν follows from the fact that Φλ ,ν satisfies the property (4.14). Simi-
larly, the invariance of IS follows from the fact that Φλ ,S satisfies the property (5.4).
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5.3.6. — In the end of this subsection we will prove a key property of the functions I and
J which links the summation (5.20) to the summation of Weyl group multiple Dirichlet
series. Before stating and proving this key property, we need some preparations.

For any C ∈ (oS \{0})r, say C = (C1, . . . ,Cr) with Ci ∈ (oS \{0}), let

ην(C) := ηkν (C) = h1,ν(C1) · · ·hr,ν(Cr) ∈ Tν for ν ∈ Vk, (5.24)

Where we recall that the notation ηkv
was defined in (4.1). Let iν : Tν → T̃ν be the map

defined by (5.2) for the local field kν .
Lemma. — For C,C′ ∈ (o+S )

r with logω(C
′) ∈ Λ∨

0 for every place ω /∈ S. Then for every

place ν we have

iν(ην(CC′)) = iν(ην(C))iν(ην(C
′)) (5.25)

Démonstration. — If ν is archimedean there is nothing to prove. If ν is non-archimedean,

suppose C′ = (C′
1, · · · ,C′

r) and C′
i = ∏ω /∈S π

kω
i

ω . Then for every ω /∈ S we have logω C′ =
∑r

i=1 kω
i α∨

i and thus ni|kω
i for every ω /∈ S and i = 1, · · · ,r. Thus

ην(C
′) =

(

∏
ω /∈S

π
kω

1 α∨
1

ω

)
· · ·
(

∏
ω /∈S

π
kω

r α∨
r

ω

)
∈ T0,ν

because kω
i α∨

i ∈ Λ∨
0 for every ω /∈ S and i = 1, · · · ,r. The lemma follows from Corollary

4.2.8.

5.3.7. — Let C ∈ o+S . Recall that we can factor

C = ∏
ν /∈S

πmν
ν with and almost all of the mν = 0. (5.26)

For ease of notation, we sometimes just write Cν ∈ oS for πmν
ν and

Cν := ∏
ω 6=ν,ω /∈S

Cω . (5.27)

With this notation, we may write

C =Cν ·Cν (5.28)

A similar factorization holds for C which we then write as

C = (∏
ν /∈S

C1,ν , · · · ,∏
ν /∈S

Cr,ν) with ai ∈ o×S (5.29)

= (C1,νCν
1 , · · · ,Cr,νCν

r ). (5.30)

Writing Cν := (C1,ν , · · · ,Cr,ν) , Cν = (Cν
1 , · · · ,Cν

r ), we may also write

C = CνCν , (5.31)

where the multiplication is componentwise in the above expression.
Lemma. — Let C ∈ (o+S )

r. For any ν /∈ S, we have in T̃ν

iν (ην(C)) = D(C;ν)iν (ην(Cν)) · iν (ην(C
ν)) , (5.32)

where D(C;ν) is defined by (3.23).
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Démonstration. — By Proposition 4.2.8 we have

iν (ην(C)) = d(Cν ,C
ν)iν (ην(Cν)) · iν (ην(C

ν))

The lemma follows from the fact that D(C;ν) = d(Cν ,C
ν), which directly follows from

the definitions (3.23) and (4.9).

5.3.8. The key property of the functions IS and IS. —
Lemma. — The functions IS(·) and Iν(·) are constant on the fibers of the map pZ

defined in (3.19), namely if C1,C2 ∈ p−1
Z (λ∨) for some λ∨ ∈ ⊕ν /∈S Λ∨/Λ∨

0 , then

IS(iS(ηS(C1))) = IS(iS(ηS(C2))) and Iν(iν(ην(C1))) = Iν(iν(ην(C2))). We call these

common values IS(λ
∨) and Iν(λ

∨) respectively.

Démonstration. — Let us first treat the case of IS: it suffices to prove that for
C′ = (C′

1, · · · ,C′
r) ∈ (o+S )

r with logν C′ ∈ Λ∨
0 for every ν /∈ S, we have IS(iS(η(CC′))) =

IS(iS(η(C))).
Note that the condition logν C′ ∈ Λ∨

0 for every ν /∈ S implies that ηS(C
′) ∈ T0,S

(see the proof of Lemma 5.3.6). Now we have iS(ηS(CC′)) = iS(ηS(C))iS(ηS(C
′)) by

Lemma 5.3.6, so IS(iS(ηS(CC′))) = IS(iS(ηS(C))iS(ηS(C
′))) = IS(iS(ηS(C))) by right

T∗,S-invariance of IS from Proposition 5.3.5.
As for the second claim, it suffices to prove that for C′ = (C′

1, · · · ,C′
r) ∈ (o+S )

r with
logω C′ ∈ Λ∨

0 for every ω /∈ S, we have Iν(iν(ην(CC′))) = Iν(iν(ην(C))). Note that
the condition logω C′ ∈ Λ∨

0 for every ω /∈ S implies that η(C′) ∈ T0,ν (see the proof of
Lemma 5.3.6). Now we have iν(ην(CC′)) = iν(ην(C))iν(ην(C

′)) by Lemma 5.3.6, so
Iν(iν(ην(CC′))) = Iν(iν(ην(C))iν(ην(C

′))) = Iν(iν(ην(C))) by right T∗,ν -invariance of
Iν from Proposition 5.3.5.

5.4. Proof of Theorem 5.3.3. —

5.4.1. Step 1: Investigating W . — For every λ∨ = (λ∨
ν )ν ∈⊕ν /∈S Λ∨/Λ∨

0 recall that we

let πλ be the equivalence class of ∏ν π
λ∨

ν
ν in Tk/T0,k. Since oS is a unique factorization

domain, a set of representatives of Tk/T0,k can be given by

{πλ∨
u : λ∨ ∈

⊕

ν /∈S

Λ∨/Λ∨
0 , u ∈ ToS

/T0,oS
}.

So from (5.20) we have

W (λ ,1) = ∑
η∈Tk/T0,k

(

∏
ν /∈S

|η|ρ−λ
ν

∫

U−
ν

Φλ ,ν(u
−
ν iν(η))ψν(u

−
ν )

−1du−ν

)
·

(
|η|ρ−λ

S

∫

U−
S

Φλ ,S(u
−
S iS(η))ψS(u

−
S )

−1du−S

)

= ∑
λ∨∈⊕ν /∈S Λ∨/Λ∨

0

∑
u∈ToS

/T0,oS

(

∏
ν /∈S

|πλ∨ |ρ−λ
ν

∫

U−
ν

Φλ ,ν(u
−
ν iν(π

λ∨
))ψν(u

−
ν )

−1du−ν

)
·

(
|πλ∨ |ρ−λ

S

∫

U−
S

Φλ ,S(u
−
S iS(π

λ∨
))ψS(u

−
S )

−1du−S

)

=[ToS
: T0,oS

] ∑
λ∨∈⊕v/∈S Λ∨/Λ∨

0

IS(iS(πλ∨
))IS(iS(π

λ∨
)) (5.33)
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where IS and IS are the functions defined in (5.21) and (5.22) respectively.

5.4.2. Step 2: Matching the summations. — Comparing the summation in (5.33) with the
regrouping of the summation of the Weyl group multiple Dirichlet series given in (3.22), it
suffices to show that

IS(iS(πλ∨
))IS(iS(π

λ∨
)) = Zλ∨(s1, · · · ,sr) (5.34)

for every λ∨ ∈⊕v/∈S Λ∨/Λ∨
0 .

Proposition. — For every C = (C1, · · · ,Cr) ∈ supp(Z;λ∨), we have

Ψ(C1, · · · ,Cr) = IS(iS(π
λ∨
))

Démonstration. — Clearly for C ∈ supp(Z;λ∨) we have ηS(C) = πλ∨
. Note that we can

rewrite the definition of Ψ as

Ψ(C) = |iS(ηS(C))|ρ−λ
S

∫

U−
S

Φλ ,S(u
−
S iS(ηS(C)))ψS(uS)

−1du−S = IS(iS(ηS(C))).

The proposition follows from Lemma 5.3.8.

Lemma. — The function Ψ(C1, · · · ,Cr) satisfies (3.12).

Démonstration. — Since Ψ(C) = IS(iS(ηS(C))), we only need to prove that for C ∈ (k×S )
r

and C′ ∈ Ωr = o×S k
×,n
S , we have

IS(iS(ηS(CC′))) =

(
r

∏
i=1

ε(C′
i,Ci)

Qi

S

)(

∏
i< j

ε(C′
i,C j)

Bi j

S

)
IS(iS(ηS(C))).

By Proposition 4.2.8 we have

iS(ηS(CC′)) =

(

∏
ν∈S

dν(C,C′)

)
iS(ηS(C))iS(ηS(C

′)).

where

dν(C,C
′) =

(
r

∏
i=1

(Ci,C
′
i)
−Qi
ν

)(

∏
1≤i< j≤r

(C′
i,C j)

Bi j

ν

)
(5.35)

Thus we have

IS(iS(ηS(CC′))) =

(

∏
ν∈S

ε(dν(C,C
′))

)
IS(iS(ηS(C))iS(ηS(C

′)))

=

(
r

∏
i=1

ε(C′
i,Ci)

Qi

S

)(

∏
i< j

ε(C′
i,C j)

Bi j

S

)
IS(iS(ηS(C))iS(ηS(C

′)))

because IS is a genuine function. Finally, by C′ ∈ Ωr we have ηS(C
′) ∈ T0,SToS

, so the
lemma follows from the right invariance of IS under T∗,S = T0,SToS

.
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5.4.3. Step 3: gluing local integrations. — Comparing (5.34) to the Zλ∨ summation
(3.21) and use Proposition 5.4.2, it boils down to prove the following
Lemma. — For λ∨ ∈ ⊕ν /∈S Λ∨/Λ∨

0 , we have

IS(λ∨) = ∑
C∈supp(Z;λ∨)

H(C1, · · · ,Cr)NC
−s1
1 · · ·NC−sr

r . (5.36)

Démonstration. — For C = (C1, · · · ,Cr) ∈ supp(Z;λ∨), first we have IS(πλ∨
) =

∏ν /∈S Iν(iν ην(C)). From Lemma 5.3.7 we have

iν(ην(C)) = D(C;ν)iν(ην(Cν)) · iν(ην(C
ν)). (5.37)

Hence

Iv(ik ην(C)) = Iν(D(C;ν)iν(ην(C)) · iν(ην(C
ν))) = ε(D(C;ν))Iν(iν(ην(C)). (5.38)

Thus we have

I(iνην(C)) = ∏
ν /∈S

ε(D(C,ν))

︸ ︷︷ ︸
ε(D(C))

·∏
ν /∈S

Iν(iνην(C)). (5.39)

Write λ∨
ν := logν ην(C), so that λ∨ = (λ∨

ν )ν . By Corollary 4.5.2,

Iν(iνην(C)) = ∑
k1,··· ,kr≥0

k1α∨
1 +···+krα∨

r −λ∨
ν ∈Λ∨

0

H(πk1
ν , · · · ,πkr

ν )q−k1s1−···−krsr
ν . (5.40)

We are done using Lemma 3.3.1.

Appendice A. Intertwiners and Chinta-Gunnells actions

In this appendix we prove the following formula:
Theorem. — Let si be a simple reflection, let ϕξ∨ ∈ Muniv be a function such that

W (ϕξ∨) = eξ∨
(such a function exists due to Proposition 4.4.3) Then

W (Isi
ϕξ∨) =

1−q−1

1− en(α∨
i )α

∨
i

e
siξ

∨+res
n(α∨

i
)(〈ξ∨,αi〉)α∨

i +q−1g(1+〈ξ∨,αi〉)Q(α∨
i )

esi•ξ∨

where we note that the intertwiner Isi
is defined in Theorem 4.15.

Démonstration. — The condition that W (ϕξ∨) = eξ∨
is equivalent to the condition that

∫

U−
ϕξ∨(u−πλ∨

)ψ(u−)−1du− =

{
q〈ρ,λ

∨〉eξ∨+λ∨
, ξ∨+λ∨ ∈ Λ∨

0

0, otherwise.
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Then

W (Isi
ϕξ∨) = ∑

λ∨∈Λ∨/Λ∨
0

(
q−〈ρ,λ∨〉

∫

U−
(Isi

ϕξ∨)(u−πλ∨
)ψ(u−)−1du−

)
e−λ∨

= ∑
λ∨∈Λ∨/Λ∨

0

(
q−〈ρ,λ∨〉si

∫

U−

∫

F
ϕξ∨(u−πλ∨

xi(s)si)ψ(u−)−1du−ds

)
e−λ∨

= ∑
λ∨∈Λ∨/Λ∨

0

(
q−〈ρ,λ∨〉si

∫

U−

∫

F
ϕξ∨(u−πλ∨

x−i(s
−1)(−s)α∨

i xi(−s−1))ψ(u−)−1du−ds

)
e−λ∨

= ∑
λ∨∈Λ∨/Λ∨

0

(
q−〈ρ,λ∨〉si

∫

U−

∫

F
ϕξ∨(u−x−i(π

−〈λ∨,αi〉s−1)πλ∨
sα∨

i )ψ(u−)−1du−ds

)
e−λ∨

= ∑
λ∨∈Λ∨/Λ∨

0

(
q−〈ρ,λ∨〉si

∫

U−

∫

F
ϕξ∨(u−πλ∨

sα∨
i )ψ(π−〈λ∨,αi〉s−1)ψ(u−)−1du−ds

)
e−λ∨

Next we apply F −{0}=⊔k∈Z πko× and write s = πkr. Note that sα∨
i = hi(s) = hi(π

kr) =

hi(π
k)hi(r)(π

k,r)−Q(α∨
i ) = πkα∨

i rα∨
i (r,π)kQi. So the above is equal to

∑
λ∨∈Λ∨/Λ∨

0

(
q−〈ρ ,λ∨〉si

∫

U− ∑
k∈Z

q−k

∫

o
×
(r,π)kQiϕξ∨(u−πλ∨

πkα∨
i rα∨

i )ψ(π−〈λ∨,αi〉−kr−1)ψ(u−)−1du−dr

)
e−λ∨

= ∑
λ∨∈Λ∨/Λ∨

0

(
q−〈ρ ,λ∨〉si

∫

U− ∑
k∈Z

q−k

∫

o
×
(r,π)kQiϕξ∨(u−πλ∨+kα∨

i )ψ(π−〈λ∨,αi〉−kr−1)ψ(u−)−1du−dr

)
e−λ∨

= ∑
λ∨∈Λ∨/Λ∨

0

(

∑
k∈Z

q−〈ρ ,λ∨〉−k

(∫

o
×
(r,π)kQiψ(π−〈λ∨,αi〉−kr−1)dr

)(
si

∫

U−
ϕξ∨(u−πλ∨+kα∨

i )ψ(u−)−1du−
))

e−λ∨

We first look at the integration
∫

U−
ϕξ∨(u−πλ∨+kα∨

i )ψ(u−)−1du−.

It vanishes if λ∨+ kα∨
i +ξ∨ is not in Λ∨

0 . If there exists k such that λ∨+ kα∨
i +ξ∨ ∈ Λ∨

0 ,
since the summation over λ∨ is over a set of representatives for the quotient Λ∨/Λ∨

0 , we
have the flexibility to adjust λ∨ in the same Λ∨

0 -coset, so we can simply take λ∨ =−ξ∨−
kα∨

i . This means that we can manage the summation over λ∨ to be a summation over
−ξ∨−mα∨

i for m running through a complete residue system modulo n(α∨
i ). Here we

still have the flexibility to adjust each m by a multiple of n(α∨
i ).

So from now on we set λ∨ = −ξ∨ −mα∨
i and sum over m mod n(α∨

i ). Then the
summation over k is actually a summation over k ∈ Z with the same residue modulo n(α∨

i )
as m (such that λ∨+ kα∨

i +ξ∨ = (k−m)α∨
i ∈ Λ∨

0 ).
Next we look at the integration

∫

o×
(r,π)kQiψ(π−〈λ∨,αi〉−kr−1)dr

which is essentially a Gauss sum defined in §2.3.2. In particular by the discussion in §2.3.2,
it vanishes if −〈λ∨,αi〉− k < −1, so for k it suffices to sum over k ≤ −〈λ∨,αi〉+ 1 and
k ≡ m (mod n(α∨

i )). The boundary point k =−〈λ∨,αi〉+1 is included in the summation
only if −〈λ∨,αi〉+1 ≡ 〈ξ∨,αi〉+2m+1 ≡ m (mod n(α∨

i )), namely m ≡ −〈ξ∨,αi〉−1
(mod n(α∨

i )). Since we have the flexibility to modify m by a multiple of n(α∨
i ) we can
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simply take m =−〈ξ∨,αi〉−1, then k =−〈λ∨,αi〉+1 = 〈ξ∨,αi〉+2m+1 =−〈ξ∨,αi〉−
1 = m. The contribution to the total sum is then equal to

q−〈ρ,−ξ∨−mα∨
i 〉−kq−1g(〈ξ∨,αi〉+1)Q(α∨

i )
(siq

〈ρ,−ξ∨〉)eξ∨−(〈ξ∨,αi〉+1)α∨
i

=q−1g(〈ξ∨,αi〉+1)Q(α∨
i )

esi•ξ∨

For other m, the boundary point is not included and the summation on k is over k ≤
−〈λ∨,αi〉. In this case, also as discussed in §2.3.2, the Gauss sum does not vanish only if
n|kQ(α∨

i ), namely n(α∨
i )|k, and in this case the Gauss sum integration is equal to (1−q−1).

However, our summation of k is also restricted to those with the same residue as m modulo
n(α∨

i ). This means that the only other congruence class with a nonzero contribution to
the sum is the congruence class of 0, and by our flexibility on choosing m we simply take
m = 0. Then the summation of k is over k ≤ 〈ξ∨,αi〉 and n(α∨

i )|k, namely the summation
is over

{k = 〈ξ∨,αi〉− resn(α∨
i )
(〈ξ∨,αi〉)− jn(α∨

i ) : j ≥ 0}
and the contribution is equal to

∑
j≥0

q〈ρ,ξ
∨〉−k(1−q−1)(siq

〈ρ,−ξ∨+kα∨
i 〉ekα∨

i )eξ∨

= ∑
j≥0

(1−q−1)e
ξ∨+(−〈ξ∨,αi〉+res

n(α∨
i
)(〈ξ∨,αi〉)+ jn(α∨

i ))α
∨
i

=
1−q−1

1− en(α∨
i )α

∨
i

e
siξ

∨+res
n(α∨

i
)(〈ξ∨,αi〉)α∨

i

Hence W (Isi
ϕξ∨) is equal to the sum of the two contributions above (note that this is true

even when −〈ξ∨,αi〉−1 ≡ 0 (mod n(α∨
i )): in this case the two contributions are contri-

butions over different k’s).

Appendice B. Factorizable functions on the torus and twisted multiplicativity

B.0.1. Twisted multiplicativity as a kind of factorizability. — In this appendix we record
a simple result relating factorizable functions on the torus and twisted multiplicative coef-
ficients. We keep the same notations as in Section 5.
Proposition. — For every ν /∈ S, let fν : T̃ν/TOν → C be a right TOν -invariant genuine

function such that fν(1) = 1. Let f S = ∏ν /∈S fν be the genuine function on T̃AS as in Propo-

sition 5.1.8. For C ∈ (o+S )
r we define a function

H f (C) = f S(iS(ηS(C))) = ∏
ν /∈S

fν(iν(ην(C))).

Then the function is twisted multiplicative, namely it satisfies (3.5).

Démonstration. — For C and C′ coprime, let Σ ⊆ Vk be the set of prime factors of C and
let Σ′ ⊆ Vk be the set of prime factors of C′, then Σ∩Σ′ = /0. For ω /∈ S such that ω /∈ Σ⊔Σ′
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we have ηω(CC′) ∈ TOω , so fω(iω(ηω(CC′))) = 1. This implies that

H f (CC′) = ∏
ν∈Σ∪Σ′

fν(iν(ην(CC′)))

=

(

∏
ν∈Σ

fν(iν(ην(CC′)))

)(

∏
ν∈Σ′

fν(iν(ην(C
′C)))

)

=

(

∏
ν∈Σ

fν(iν(ην(C))iν(ην(C
′)))ε(dν(C,C

′))

)(

∏
ν∈Σ′

fν(iν(ην(C
′))iν(ην(C)))ε(dν(C

′,C))

)

=

(

∏
ν∈Σ

fν(iν(ην(C
′)))ε(dν(C,C′))

)(

∏
ν∈Σ′

fν(iν(ην(C)))ε(dν(C
′,C))

)

=H f (C)H f (C
′)ε

(

∏
ν∈Σ

dν(C,C′)

)
ε

(

∏
ν∈Σ′

dν(C
′,C)

)

where we used Lemma 4.2.8, (5.35) and the properties of fν . Finally we note that by (5.35)
and (2.5) we have

∏
ν∈Σ

dν(C,C
′) = ∏

ν∈Σ

(
r

∏
i=1

(Ci,C
′
i)
−Qi
ν

)(

∏
1≤i< j≤r

(C′
i,C j)

Bi j

ν

)

=
r

∏
i=1

(
C′

i

Ci

)Qi

S
∏

1≤i< j≤r

(
C′

i

C j

)Bi j

S

.

and similarly

∏
ν∈Σ′

dν(C
′,C) =

r

∏
i=1

(
Ci

C′
i

)Qi

S
∏

1≤i< j≤r

(
Ci

C′
j

)Bi j

S

Thus the function H f satisfies (3.5) on (o+S )
r.

In view of this Proposition, twisted multiplicativity should be thought as a metaplectic
version of factorizability. Namely, T̃AS =∏ν /∈S T̃ν is a central extension of TAS by µn(k), and
there is a natural notion of factorizable genuine functions on T̃AS . Now we have a injective
natural group homomorphism (o+S )

r → TAS by C 7→ (ην(C))ν /∈S. We can thus pullback the
central extension T̃AS → TAS to (o+S )

r, which yields a central extension of the group (o+S )
r

denoted (̃o+S )
r, and the section i

S = ∏ν /∈S iν induces a section i of (̃o+S )
r → (o+S )

r.

(̃o+S )
r T̃AS

(o+S )
r TAS

p pi i
S

By the section i, a genuine function on (̃o+S )
r pulls back to a function on (o+S )

r. The above

Proposition then asserts that if we pullback a factorizable function on T̃AS to (̃o+S )
r and then

to (o+S )
r, we results in a twisted multiplicative function on (o+S )

r.
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B.0.2. A question. — Unfortunately, Proposition B.0.1 does not give directly a proof of
the Eisenstein conjecture, because the functions Iν does not satisfy Iν(1) = 1. Also, the
value of IS(ηS(C)) is not equal to H(C) unless we make an additional assumption that n

is larger than twice of the dual Coxeter number of G. So what we did in the proof of the
Eisenstein conjecture is more complicated.

However, in view of Proposition B.0.1, it is tempting to ask the following question:
Question. — Is there a genuine factorizable function f S on T̃AS such that H(C) = H f (C)?
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